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#### Abstract

Given an ordering of the variables according to nonincreasing coefficients of the objective function $c^{T} x$, the nonnegative matrix $A$ is said to be greedy if, under arbitrary nonnegative constraint vectors $b$ and $h$, the greedy algorithm maximizes $c^{T} x$ subject to $A x \leq b, 0 \leq x \leq h$. Extending a result of Hoffman, Kolen, and Sakarovitch for ( 0,1 )-matrices, we characterize greedy matrices in terms of forbidden submatrices, which yields polynomial recognition algorithms for various classes of greedy matrices. The general recognition problem for the existence of forbidden submatrices is shown to be NP-complete
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1. Introduction. The greedy algorithm constitutes a fundamental algorithmic principle in combinatorics and has received considerable attention within the framework of linear programming. Basically, one orders the components of the objective function according to nonincreasing values and then constructs a feasible solution for the linear program greedily in that order of the variables. The problem is to find out under what conditions the greedy solution is optimal.

A well-known example is the (generalization of the) matroid greedy algorithm of Edmonds (1970), which refers to ( 0,1 )-constraint matrices $A$ and is robust relative to arbitrary linear objective functions as long as the vector $b$ in the feasibility conditions

$$
\begin{equation*}
A x \leq b, \quad x \geq 0 \tag{1.1}
\end{equation*}
$$

corresponds to a submodular set function.
A different line of research on greedily solvable linear programs was initiated by Hoffman, Kolen, and Sakarovitch (1985). Here the order of the variables is fixed; i.e., one only considers objective functions $c^{T} x$, where $c^{T}=\left(c_{1}, \ldots, c_{n}\right)$ satisfies $c_{1} \geq c_{2} \geq$ $\cdots \geq c_{n}$. The matrix $A$ is then termed (box)-greedy if the greedy algorithm successfully solves the linear program

$$
\begin{equation*}
\max c^{T} x \quad \text { s.t. } A x \leq b, 0 \leq x \leq h, \tag{1.2}
\end{equation*}
$$

relative to any feasible choice of $c, b$, and $h$. Hoffman, Kolen, and Sakarovitch show that greedy ( 0,1 )-matrices $A$ can be characterized by two simple forbidden submatrices.

It is our purpose here to provide a combinatorial characterization of arbitrary nonnegative greedy matrices that was announced (without proof) in Hoffman (1985). We do this in $\S 2$ by showing that it suffices to check greediness for the quasi-diagonal submatrices of $A$, i.e., for those submatrices that can be brought into essentially

[^0]diagonal form by a suitable permutation of the rows. Checking greediness of particular quasi-diagonal submatrices turns out to be very simple.

Our characterization yields polynomial recognition algorithms for various special classes of nonnegative box-greedy matrices (cf. §3). The general problem turns out to be NP-complete.
2. Greedy matrices. Let $A \in \mathbb{R}_{+}^{m \times n}$ be a nonnegative real matrix and $b \in$ $\mathbb{R}_{+}^{m}, h \in \mathbb{R}_{+}^{n}$ be nonnegative vectors. The greedy algorithm constructs a feasible solution $x^{*}=\left(x_{1}^{*}, \ldots, x_{n}^{*}\right)^{T} \in \mathbb{R}^{n}$ for the system

$$
\begin{equation*}
A x \leq b, \quad 0 \leq x \leq h, \tag{2.1}
\end{equation*}
$$

as follows:

$$
\begin{aligned}
\text { FOR } k & =1, \ldots, n \\
x_{k}^{*} & =\max \left\{x \in \mathbb{R} \mid\left(x_{1}^{*}, \ldots, x_{k-1}^{*}, x, 0, \ldots, 0\right)^{T} \text { feasible }\right\} .
\end{aligned}
$$

We say that the matrix $A$ is (box)-greedy if, for any choice of $b$ and $h$, the greedy solution is optimal for the linear program

$$
\begin{equation*}
\max c^{T} x \quad \text { s.t. } A x \leq b, 0 \leq x \leq h, \tag{2.2}
\end{equation*}
$$

whenever $c=\left(c_{1}, \ldots, c_{n}\right)^{T}$ satisfies $c_{1} \geq c_{2} \geq \cdots \geq c_{n} \geq 0$. Note that the greedy algorithm for (2.2) depends on $b$ and $h$ but not on $c$. Our aim is to characterize greedy matrices in terms of inherent combinatorial properties without any reference to constraint vectors $b$ and $h$. Choosing $b$ and $h$ appropriately, it is easy to see that the matrix $A$ can only be greedy if all submatrices of $A$ are greedy. We are interested in particular submatrices of $A$.

The matrix $B$ is a normalized submatrix of $A$ if there is a submatrix $A^{\prime}$ of $A$ such that the first element in each row of $A^{\prime}$ is strictly positive and $B$ arises from $A^{\prime}$ by dividing each row by its first element. Let $B_{0}$ be the submatrix obtained by removing the first column of $B$. So

$$
B=\left[\mathbf{1} \mid B_{0}\right]
$$

where 1 denotes the vector with all 1's of appropriate dimension.
The normalized submatrix $B$ of $A$ is quasi-diagonal if the rows of $B_{0}$ can be permuted so that a diagonal matrix results. With each quasi-diagonal normalized submatrix $B$ we associate the weight

$$
\begin{equation*}
w(B)=\sum \frac{1}{d_{j}}, \tag{2.3}
\end{equation*}
$$

where the $d_{j}$ 's are the nonzero entries of $B_{0}$. (Set $w(B)=0$ if $B_{0}$ contains no nonzero element.)

The quasi-diagonal submatrix $B$ is feasible if $w(B) \leq 1$.
Lemma. If $A$ is greedy, then every quasi-diagonal normalized submatrix $B$ is feasible.

Proof. Suppose $B$ is normalized submatrix with $w(B)>1$, where without loss of generality $B_{0}=\operatorname{diag}\left(d_{1}, \ldots, d_{k}\right)$ and $d_{1} d_{2} \ldots d_{k} \neq 0$.

Then the greedy algorithm yields objective function value 1 for the linear program

$$
\max \mathbf{1}^{T} x \quad \text { s.t. } B x \leq \mathbf{1}, x \geq 0
$$

Since $\bar{x}=\left(0, d_{1}^{-1}, \ldots, d_{k}^{-1}\right)$ is feasible with $\mathbf{1}^{T} x=w(B)>1, B$ is obviously not greedy. Hence also $A$ is not greedy.

We now state a sufficient condition.
Proposition. Assume that for every normalized submatrix $B$ of $A$, the linear inequality system

$$
B_{0} \lambda \geq \mathbf{1}, \quad \lambda \geq 0
$$

either is not feasible or has a solution $\lambda$ with $\mathbf{1}^{T} \lambda \leq 1$. Then $A$ is greedy.
Proof. Consider the feasible linear program

$$
\max c^{T} x \quad \text { s.t. } A x \leq b, 0 \leq x \leq h
$$

with $c_{1} \geq \cdots \geq c_{n} \geq 0$. Among all optimal solutions for the linear program, let $\bar{x}=\left(\bar{x}_{1}, \ldots, \bar{x}_{n}\right)^{T}$ be one with first component $\bar{x}_{1}$ as large as possible.

If $\bar{x}_{1}=x_{1}^{*}$, where $x^{*}=\left(x_{1}^{*}, \ldots, x_{n}^{*}\right)$ is the greedy solution, we may assume by induction on the number of variables that

$$
c_{2} \bar{x}_{2}+\cdots+c_{n} \bar{x}_{n} \leq c_{2} x_{2}^{*}+\cdots+c_{n} x_{n}^{*}
$$

and hence $c^{T} x^{*} \geq c^{T} \bar{x}$, i.e., that $x^{*}$ is optimal.
So suppose $\bar{x}_{1}<x_{1}^{*}$. We will then exhibit a feasible solution $\tilde{x}=\left(\tilde{x}_{1}, \ldots, \tilde{x}_{n}\right)$ with $\tilde{x}_{1}>\bar{x}_{1}$ and $c^{T} \tilde{x} \geq c^{T} \bar{x}$, a contradiction to the choice of $\bar{x}$.

Let $A^{\prime}$ be the submatrix of those rows $A_{i}$ of $A$ with leading coefficient $a_{i 1} \neq 0$ and $A_{i} \bar{x}=b_{i}$, restricted to those columns $A^{j}$ such that $j=1$ or $\bar{x}_{j}>0$. Denote by $B$ the normalized submatrix associated with $A^{\prime}$.

Because $\bar{x}_{1}<x_{1}^{*}$, the matrix $B_{0}$ has (at least) one nonzero element in each row. Hence $B_{0} \lambda \geq \mathbf{1}, \lambda \geq 0$, is feasible and we may assume that $\mathbf{1}^{T} \lambda \leq 1$ holds.

Let $\varepsilon_{1}>0$ be such that the vector ( $\bar{x}_{1}+\varepsilon_{1}, \bar{x}_{2}, \ldots, \bar{x}_{n}$ ) does not violate any constraint $A_{i}$ outside $A^{\prime}$, and choose $\varepsilon_{2}>0$ such that

$$
\bar{x}_{j}-\varepsilon_{2} \lambda_{j} \geq 0 \quad \text { for all } \bar{x}_{j}>0, j \geq 2 .
$$

With $\varepsilon=\min \left\{\varepsilon_{1}, \varepsilon_{2}\right\}>0$, we thus conclude from $B_{0} \lambda \geq 1$ that the vector $\tilde{x}=$ $\left(\tilde{x}_{1}, \ldots, \tilde{x}_{n}\right)^{T}$ given by

$$
\tilde{x}_{j}=\left\{\begin{array}{cl}
\bar{x}_{1}+\varepsilon & \text { if } j=1 \\
\bar{x}_{j}-\varepsilon \lambda_{j} & \text { if } j \geq 2 \text { and } \bar{x}_{j}>0 \\
0 & \text { otherwise }
\end{array}\right.
$$

is feasible for the linear program. Moreover, $c_{1} \geq \max \left\{c_{j} \mid j \geq 2\right\}$ and $\mathbf{1}^{T} \lambda \leq 1$ yield $c^{T} \tilde{x} \geq c^{T} \bar{x}$, which is the desired contradiction.

Our main result asserts that the necessary condition in the lemma is equivalent with the sufficient condition in the proposition.

Theorem 1. Let $A$ be a nonnegative matrix. Then $A$ is greedy if and only if every quasi-diagonal normalized submatrix $B$ of $A$ is feasible.

Proof. We show that $A$ violates the necessary condition of the lemma if $A$ violates the sufficient condition of the proposition.

Suppose that $B$ is a (row and column) minimal normalized submatrix of $A$ such that the linear program

$$
\begin{equation*}
\min \mathbf{1}^{T} \lambda \quad \text { s.t. } B_{0} \lambda \geq \mathbf{1}, \lambda \geq 0 \tag{2.4}
\end{equation*}
$$

is feasible with optimal objective function value $z_{0}>1$. We claim that $B$ contains some infeasible quasi-diagonal submatrix.

To fix notation, let $E$ be the index set of the rows of $B_{0}$ and $E_{1}, \ldots, E_{k}$ be the supports of the $k$ columns of $B_{0}$. Because $B_{0}$ was chosen feasible and column-minimal with objective function value strictly greater than 1 , we must have

$$
\begin{gathered}
E \subseteq \bigcup_{s=1}^{k} E_{s} \\
\text { and } \quad E \subseteq \bigcup_{s \neq t} E_{s} \text { for } t=1, \ldots, k
\end{gathered}
$$

So there are elements $e_{1}, \ldots, e_{k} \in E$ with $e_{s} \in E_{s}$ and $e_{s} \notin E_{t}$ for $t \neq s$. Now restrict $B$ to the submatrix $\bar{B}$ consisting of the rows of $B$ that correspond to $\left\{e_{1}, \ldots, e_{k}\right\}$, and observe that $\bar{B}$ is a quasi-diagonal normalized submatrix of $A$. If $d_{1}, \ldots, d_{k}$ are the nonzero entries of $\bar{B}_{0}$, the proof is finished once we can establish the relation

$$
\frac{1}{d_{1}}+\cdots+\frac{1}{d_{k}}=z_{0}>1
$$

Let $\bar{\lambda}=\left(\bar{\lambda}_{1}, \ldots, \bar{\lambda}_{k}\right)^{T}$ be an optimal feasible solution for (2.4). Then $\bar{B}_{0} \bar{\lambda} \geq \mathbf{1}$ implies

$$
\bar{\lambda}_{s} \geq \frac{1}{d_{s}} \quad \text { for } s=1, \ldots, k .
$$

If $\bar{\lambda}_{1} \neq d_{\frac{1}{1}}^{-1}$, for example, then the $e_{1}$-constraint in (2.4) is not binding for the optimal solution $\bar{\lambda}$. Hence also the linear program

$$
\min \mathbf{1}^{T} \lambda \quad \text { s.t. } B_{0}^{\prime} \lambda \geq \mathbf{1}, \lambda \geq 0,
$$

where $\left(2.4^{\prime}\right)$ is obtained by dropping the $e_{1}$-constraint in (2.4), is feasible with optimal objective function value $z_{0}^{\prime}>1$, which contradicts the row-minimality of the matrix $B$.

Hence we conclude $\bar{\lambda}=\left(d_{1}^{-1}, \ldots, d_{k}^{-1}\right)^{T}$.
3. Recognition complexity of box-greedy matrices. For the fixed parameter $K \geq 0$, let $\mathcal{M}(K)$ be the class of all nonnegative matrices $A$ such that the maximum ratio of every pair of nonzero elements in each row of $A$ is bounded by $K$.

Corollary 1. For every fixed $K \geq 0$, there is a polynomial algorithm to decide whether the matrix $A \in \mathcal{M}(K)$ is (box-)greedy.

Because $A \in \mathcal{M}(K)$, we know that the positive entries in each quasi-diagonal normalized submatrix $B$ lie in the interval $[1, K]$. Hence we have $w(B)>1$, whenever $B_{0}$ has more than $K$ nonzero elements. So it suffices to check the condition of Theorem 1 for quasi-diagonal normalized submatrices with at most $K+1$ rows and $K+2$ columns, which can be done in polynomial time for fixed $K$.

A further specialization yields the characterization of greedy $(0,1)$-matrices as "totally balanced" matrices due to Hoffman, Kolen, and Sakarovitch (1985).

Corollary 2. Let $A$ be a $(0,1)$-matrix. Then $A$ is greedy if and only if neither of the following two matrices occurs as a submatrix:

$$
\left(\begin{array}{lll}
1 & 1 & 0 \\
1 & 0 & 1
\end{array}\right), \quad\left(\begin{array}{lll}
1 & 0 & 1 \\
1 & 1 & 0
\end{array}\right) .
$$

Reasoning similarly as in Corollary 1, it is also easy to recognize nonnegative greedy matrices $A$ with arbitrary coefficients if we bound the number of rows or the number of columns. Let us turn to the recognition complexity for general greedy matrices. To be more precise, consider the following decision problem.

Instance. A nonnegative matrix $A \in \mathbb{Q}^{m \times n}$.
Question. Does $A$ contain an infeasible quasi-diagonal normalized submatrix?
Theorem 2. The decision problem above is $N P$-complete.
Proof. Since infeasibility of a given quasi-diagonal submatrix can be checked in polynomial time, the decision problem is in NP. To prove that it is NP-complete it suffices to show that it is at least as hard as the problem of deciding whether a graph $G$ with $n$ nodes has a stable set of size $k+1$ (cf. Garey and Johnson (1979)).

We associate with $G$ the $(n \times n)$-matrix $A_{0}=\left(a_{i j}\right)$, where

$$
a_{i j}=\left\{\begin{array}{cl}
n^{j+1} & \text { if } i<j \text { and } i j \text { is an edge in } G \\
k+\frac{1}{2} & \text { if } i=j, \\
0 & \text { otherwise }
\end{array}\right.
$$

Assuming $n>k \geq 2$, consider now the matrix $A=\left[\mathbf{1} \mid A_{0}\right]$. Clearly, if $G$ contains a stable set of size $k+1, A$ contains an infeasible quasi-diagonal submatrix $B=\left[\mathbf{1} \mid B_{0}\right]$, where the nonzero elements of $B_{0}$ form a subset of the diagonal of $A_{0}$.

Conversely, let $B=\left[\mathbf{1} \mid B_{0}\right]$ be a normalized quasi-diagonal submatrix of $A$. Suppose that $G$ has no stable set of size $k+1$. We claim $w(B) \leq 1$. To verify the claim, we distinguish two cases.

If $B$ is a normalized submatrix of the submatrix $A_{0}$, then every nonzero entry of $B_{0}$ has size at least $n$. So $w(B) \leq n \cdot(1 / n)=1$.

In the other case, $B_{0}$ is a submatrix of $A_{0}$. Because $G$ has no stable set of size $k+1, B_{0}$ contains at most $k$ elements from the diagonal of $A_{0}$. Hence

$$
w(B) \leq \frac{k}{k+\frac{1}{2}}+\sum_{j=1}^{n} \frac{1}{n^{j+1}} \leq \frac{2 k}{2 k+1}+\frac{1}{n^{2}-n} \leq 1
$$

4. Remarks and open problems. While Theorem 1 characterizes nonnegative matrices $A$ that are greedy relative to any box constraints $0 \leq x \leq h$, it is interesting to know the structure of general "greedy" matrices. Hoffman (1992) gives a characterization of $(0,1)$-matrices $A$ for which the greedy algorithm solves the linear program

$$
\max \mathbf{1}^{T} x \quad \text { s.t. } A x \leq b, x \geq 0
$$

and its dual relative to any $b$. An extension of this result to arbitrary nonnegative matrices is open.

We finally mention a related problem. If $x^{*}$ is the greedy solution to the nonnegative linear program

$$
\max c^{T} x \quad \text { s.t. } A x \leq b
$$

it is not hard to see that $x^{*}$ is a basic solution. Is there a "simple" way to decide whether $x^{*}$ is optimal? For example, if $x^{*}$ is nondegenerate, it suffices to consider the basis $B$ associated with $x^{*}$ and to check whether $y=c^{T} B^{-1}$ is nonnegative, i.e., whether the vector $c^{T} B^{-1}$ yields a dually feasible solution (cf. Kovalev and Vasilkov (1993)).
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#### Abstract

Every node of a communication network has a constant size value which should be made known to all other nodes. Nodes and links fail independently with constant probabilities $p<1$ and $q<1$, respectively. Faults are permanent and of crash type: a faulty link does not transmit messages and a faulty node neither sends nor receives messages. In a unit of time, every node can send a packet of information to at most one neighbor and receive a packet from at most one neighbor. The size of each packet does not exceed $b(n)$, where $n$ is the number of nodes. For every $\eta>0$ we present an algorithm to exchange values between all fault-free nodes of an $n$-node network in time $O\left(\frac{n}{b(n)}+\log n\right)$, with probability exceeding $1-n^{-\eta}$, for sufficiently large $n$. This order of magnitude of running time is optimal.
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1. Introduction. Gossiping is an important and well-studied problem in network communication. Every node of a communication network has a value which should be made known to all other nodes. Algorithms for gossiping (and closely related broadcasting) working fast and/or using few messages have been proposed by many researchers (see [14] for an extensive bibliography).

Recently, growing attention has been devoted to broadcasting and gossiping in the presence of faulty links and/or nodes [2]-[12], [16]-[17]. While the classic approach assumes an upper bound on the total number of faults and their worst case location [2], [11]-[12], probabilistic models, where links and/or nodes fail independently with constant probability, have recently gained prominence [3]--[10], [16]-[17]. Two alternative assumptions are usually made about faults: crash faults mean that a faulty component does not send or transmit any messages [2], [4], [6]-[12], [17], while Byzantine faults mean arbitrary, even malicious, behavior of faulty components [3], [5], [16].

In this paper we study gossiping under the assumption that nodes and links of the network fail independently with constant probabilities $p<1$ and $q<1$, respectively. Faults are permanent and of crash type. Since nodes can fail, the aim of gossiping becomes the exchange of values between fault-free nodes. As always in probabilistic models, we seek gossiping algorithms working with high probability: exceeding $1-n^{-\eta}$, for $n$-node networks and a fixed positive constant $\eta$.

We assume that, in a unit of time, each node can send a message to at most one neighbor and receive a message from at most one neighbor. We generalize the classic model (cf. [14]) in which a node can send to a neighbor all information it currently has in a unit of time: we assume that a packet of size not exceeding $b(n)$, where $n$ is the

[^1]number of nodes, can be sent in a unit of time. For simplicity we assume that node values are 0 or 1 , although any constant length values would increase the execution time of the algorithm by only a constant factor, thus leaving our result unchanged. For $b(n) \geq n$ our model coincides with the classic one, while for constant $b(n)$ it is equivalent to the linear model (cf. [15]) with negligible start-up time.

Our algorithm is synchronous (a global clock is assumed) and nonadaptive. The latter means that all transmissions are scheduled in advance: before starting the execution, it is determined which nodes communicate in a given time unit; we do not assume the ability of nodes to choose message recipients depending on the success or failure of previous communications.

We assume that every pair of nodes can communicate directly, i.e., the underlying network is complete. It turns out, however, that our algorithm uses only links of a specific, much sparser network of logarithmic degree. The topology of this network will follow from our presentation, and we will indicate how our algorithm can be modified to work for a large class of underlying networks of logarithmic degree (and for all networks containing them as subgraphs).

For every $\eta>0$, we design an algorithm to exchange values between all faultfree nodes. Our algorithm works in time $O\left(\frac{n}{b(n)}+\log n\right)$, with probability exceeding $1-n^{-\eta}$, for a sufficiently large number $n$ of nodes in the network. We count total execution time, including transmissions and local computations in nodes. This order of magnitude is clearly optimal under our assumptions, even without faults: logarithmic time is needed to broadcast a single bit and time $\Omega\left(\frac{n}{b(n)}\right)$ is needed to read all values by one node. Our result should be compared to that from [6], where a broadcasting algorithm working in logarithmic time has been given under the same assumptions. On the other hand, in [8], linear time gossiping has been described assuming fault-free nodes and random faults of individual transmissions (as opposed to permanent link failures).

Two main techniques are used. The first concerns gossiping by packets of size 1: messages are sent along edges of expander graphs to ensure information exchange in linear time with high probability. The second is a modification of the nonadaptive broadcasting algorithm from [6] and is used to gossip in subnetworks of size not exceeding that of the packet. We describe in detail and analyze the first technique, which is the main contribution of this work, and briefly indicate the required modifications of [6] to our present setting.

The paper is organized as follows. In $\S 2$ we give some preliminary notions and results to be used later. Section 3 is devoted to the description of our algorithm for $b(n)=1$ under the additional assumption that node and link failure probabilities are sufficiently small. In $\S 4$ we prove that our gossiping algorithm for $b(n)=1$ works correctly with probability exceeding $1-n^{-\eta}$, for sufficiently large $n$. In $\S 5$ we show how to modify our algorithm for arbitrary failure probabilities. Finally, in $\S 6$ we describe the gossiping algorithm for packets of arbitrary size.
2. Preliminaries. For any finite set $X,|X|$ denotes the number of elements of $X$. For a real $x,\lceil x\rceil$ denotes the smallest integer greater than or equal to $x$, and $\lfloor x\rfloor$ denotes the largest integer less than or equal to $x$. We use $\log x$ for the logarithm with base 2. For any graph $G$ and any set $X$ of nodes of $G, \Gamma_{G}(X)$ denotes the set of all neighbors of nodes from $X$ in graph $G$. If $G=(A, B, E)$ is a bipartite graph with sets of nodes $A, B$ and set of edges $E, G$ is called an ( $\alpha, \beta, n, d$ )-expander if $|A|=|B|=n$, the degree of each node is $d$, and, for all $X \subset A$ such that $|X| \leq \alpha n$, we have $|\Gamma(X)| \geq \beta|X|$.

We will use the following result (cf. [1]).
Proposition 2.1. For any $\alpha<1$ and $\beta$ such that $\alpha \beta<1$ there is an explicit construction of an $(\alpha, \beta, m, d)$-expander with $d \leq 8 \beta(1-\alpha) /(1-\alpha \beta)$.

The following version of the Chernoff bound has been derived in [13]. It estimates the probability that at least $r$ successes are obtained in a series of $n$ Bernoulli trials with success probability $p$. Let $S$ denote the number of successes in such a series.

PROPOSITION 2.2. $\operatorname{Pr}(S \geq r) \leq 2^{-r}$, for $r \geq 6 p n$.
Let $\eta$ be a fixed positive constant and $b: N \rightarrow N$ a function. An algorithm is called $\eta$-safe $b(n)$-gossiping if it exchanges values between all fault-free nodes of an $n$-node network using packets of size $b(n)$, with probability exceeding $1-n^{-\eta}$, for sufficiently large $n$.
3. Gossiping with packets of size 1. In this section we describe a gossiping algorithm for packets of size 1 under the additional assumption that failure probabilities are sufficiently small. In $\S 5$ we will show how this assumption can be removed.

We first define networks that support our algorithm. Let $c$ be a sufficiently large constant (depending on failure probabilities but not on the number of nodes) and let $m=\lceil c \log n\rceil$, where $n$ is the number of nodes. For simplicity we assume that $m$ divides $n$; otherwise the algorithm can be easily modified. We partition the set of all nodes into $k=n / m$ pairwise disjoint sets $V_{0}, \ldots, V_{k-1}$ of size $m$. These sets will be called groups. Nodes $v \in V_{i}$ and $w \in V_{j}$ are joined by a link if and only if $|i-j|$ is 1 or $k-1$ (cf. [3], [5], where similar graphs called "fat rings" have been used). We will use the convention that operations on indices of groups $V_{i}$ are performed modulo $k$.

Let $\alpha>0$ and $\beta>1$ be such that $\alpha \beta<1$. Let $d$ be a positive integer for which an $(\alpha, \beta, m, d)$-expander is explicitly constructible, by Proposition 2.1. Let $p_{0}$ and $q_{0}$ be positive constants such that $\varepsilon=6 p_{0}$ and $\delta=6 q_{0}$ satisfy the following conditions: $\delta<1, \varepsilon+\alpha<1$, and $\beta \alpha / 2-\varepsilon-\alpha / 2-\delta \alpha d>0$. We describe our algorithm assuming that node failure probability $p$ is less than $p_{0}$ and link failure probability $q$ is less than $q_{0}$.

We start by presenting the idea of the algorithm. During its execution, every node stores already obtained values of other nodes in a vector $A$ whose terms are initialized to a special symbol ${ }^{*}$. When a node is supposed to transmit a value of another node, it transmits the symbol from the appropriate term of its vector $A\left(0,1\right.$, or $\left.{ }^{*}\right)$, thus using two bits (and two time units) per symbol. Upon completion of the algorithm all nodes have the symbol ${ }^{*}$ as the value of faulty nodes only, and correct values, 0 or 1 , of fault-free nodes, with high probability.

The algorithm works in three stages. In stage 1 all nodes of group $V_{i}$ send their values to all other nodes in this group, using consecutive nodes in $V_{i+1}$ as intermediaries. This is done in time $O\left(m^{2}\right)$. It will be proved that upon completion of this stage, every fault-free node knows the values of all other fault-free nodes in its group, with high probability.

The aim of stage 2 is to transmit information on all fault-free nodes in the network to many nodes in each group, with high probability. For every $i<k$ we use an $(\alpha, \beta, m, d)$-expander $G_{i}=\left(V_{i}, V_{i-1}, E_{i}\right)$. (Expanders were used in a similar context in [1].) Links in $E_{i}$ are partitioned into $d$ disjoint perfect matchings $F_{i}^{1}, \ldots, F_{i}^{d}$. For every $v \in V_{i}$ we denote by $a(v, r)$ the node in $V_{i-1}$ matched with $v$ by $F_{i}^{r}$. Similarly, for every $w \in V_{i-1}$ we denote by $b(w, r)$ the node in $V_{i}$ matched with $w$ by $F_{i}^{r}$. Stage 2 operates in $k-1$ rounds. Before round $j=0, \ldots, k-2$, some fault-free nodes in each group are called informed-they have value 1 assigned to a special register $D$, and other fault-free nodes are not informed and their value of $D$ is 0 . Before
round $0, D$ is set to 1 for all nodes. During round $j$, every informed node $w \in V_{i-1}$ informs nodes $b(w, r)$, for $r=1, \ldots, d$, in $d$ consecutive steps (in each step nodes act in parallel). First it sends its value $D$ and then all values of nodes in $V_{i-1-j}$ (some of these values may be ${ }^{*}$ ). Each step takes time $O(m)$ and thus each round is executed in time $O(m)$ as well. A node $v \in V_{i}$, which had register $D$ set to 1 before round $j$ and obtained value $D=1$ from a node $a(v, r)$ during this round, keeps its register $D$ set to 1 and is considered informed after round $j$. Otherwise, node $v$ sets its register $D$ to 0 and remains uninformed until the end of stage 2 . It will be proved that upon the completion of stage 2 , at least $(1-\varepsilon-\alpha / 2) m$ fault-free nodes in each group have register $D$ set to 1 and know the values of all other fault-free nodes in the network, with high probability. Stage 2 consists of $k-1$ rounds, each taking time $O(m)$, for a total time $O(n)$.

Stage 3 is devoted to informing nodes that have not yet obtained all information after stage 2: those that have register $D$ set to 0 . Every such node $v \in V_{i}$ obtains information from informed nodes in $V_{i+1}$. This is done in three steps. First, all nodes from $V_{i+1}$ send the value of their register $D$ to all nodes in $V_{i}$, in time $O(m)$. In the second step, every node $v \in V_{i}$ requests a portion of total information from all nodes in $V_{i+1}$ from which it obtained $D=1$. We shall prove that, with high probability, there are at least $m_{0}=(1-\delta)(1-\varepsilon-\alpha / 2) m$ such nodes in $V_{i+1}$. Node $v$ sends consecutive integers $i=1, \ldots, m_{0}$ to the first $m_{0}$ of these nodes in $V_{i+1}$ (for simplicity we assume that $m_{0}$ is an integer: it is easy to modify the algorithm in the general case); $\log m$ time units are reserved for the transmission of each integer. Since transmissions must be scheduled in a nonadaptive way, all nodes from $V_{i}$ must be able to send these integers to all nodes in $V_{i+1}$. This can be done in time $O(m \log m)$. The third step consists of informed nodes from $V_{i+1}$ sending the requested portion of information to nodes $v \in V_{i}$ which sent the request. Every node divides the set of all nodes into $m_{0}$ sets $P_{1}, \ldots, P_{m_{0}}$ of size $l_{0}=n / m_{0}$. The partition is identical for all nodes. (Again, without loss of generality, we assume that $l_{0}$ is an integer.) If node $v \in V_{i}$ sent integer $j$ to an informed node $w$, node $w$ interprets this as a request for portion $P_{j}$ of information. It sends values of nodes from $P_{j}$ to node $v$ in the third step, which (for all possible $v$ ) takes time $O\left(m l_{0}\right)=O(n)$. This concludes stage 3, which takes total time $O(n)$.

It should be noted that, although some actions in the algorithm execution are conditional, the algorithm remains nonadaptive in the sense that all transmissions to be performed in a given time unit are scheduled in advance. A node may choose the message to be sent or refrain from sending any message at a given time, but a fixed receiver for a particular node and time unit is reserved in advance.

We now proceed to a more formal description of our gossiping algorithm. For every node $x, A_{x}$ denotes the content of register $A$ in this node. We use the elementary procedure $\operatorname{SEND}(x, A, y, B, t)$ for adjacent nodes $x, y$ and registers $A$ in node $x$ and $B$ in node $y$ that consists of the following actions:

1. $x$ sends a $t$-bit long message $A_{x}$ to $y$.
2. $y$ assigns $A_{x}$ to its register $B$ if it got the message; otherwise it does nothing.

The parameter $t$ indicates the length of the message transmitted in a particular SEND procedure and the time reserved for its execution. Since possible node values that are transmitted during algorithm execution are 0,1 , or $*$, to send them we need $t=2$.

The algorithm is preceded by the initialization of all registers. We now explain the role of each register and specify how it is initialized. Every node $v \in V_{i}$ of the network uses the following registers:

- Val: used to store the original value of the node. Val is initialized to 0 or 1 and never changed.
- $A[x]$, for all nodes $x$ : used to store the value of node $x$ obtained during execution. $A[x]$ is initialized to ${ }^{*}$, for $x \neq v$, and to Val, for $x=v$.
- $B[x]$, for all nodes $x \in V_{i-1}$ : used to store the value of node $x$ from the neighboring group in the first part of stage 1. $B[x]$ is initialized to *.
- $C[x, y]$, for all nodes $x \in V_{i}, y \in V_{i+1}$ : used to store the value of node $x$ obtained from node $y$ in the second part of stage $1 . C[x, y]$ is initialized to ${ }^{*}$.
- $D$ : used to determine if the node is informed. $D$ initialized to 1 .
- $M[r]$, for $r=1, \ldots, d$ : used to receive the content of register $D$ from a node in $V_{i-1}$ in stage 2. $M[r]$ is initialized to 0 .
- $N[r]$, for $r=1, \ldots, m$ : used to receive the content of register $D$ from a node in $V_{i+1}$ in stage 3. $N[r]$ is initialized to 0 .
- $S$ : used to keep the current index of the requested set $P_{i} . S$ is initialized to 1.
- $Z[r]$, for $r=1, \ldots, m$ : used to receive the index of the set $P_{i}$ of nodes whose values are requested in stage $3 . Z[r]$ is initialized to 0 .

We now describe three subroutines used in our gossiping algorithm. The first of them corresponds to stage 1 of the algorithm: values are exchanged among nodes of the same group via the neighboring group. For $i<k$, let $H_{i}^{1}, \ldots, H_{i}^{m}$ be a fixed partition of all links between $V_{i}$ and $V_{i+1}$ into disjoint perfect matchings. For every $v \in V_{i}$, we denote by $h(v, r)$ the node in $V_{i+1}$ matched with $v$ by $H_{i}^{r}$. Similarly, for every $w \in V_{i+1}$, we denote by $g(w, r)$ the node in $V_{i}$ matched with $w$ by $H_{i}^{r}$.

```
procedure EXCHANGE (i)
    for }r\leftarrow1\mathrm{ to }m\mathrm{ do
        for all v\in\mp@subsup{V}{i}{}}\mathrm{ in parallel do
            SEND(v, Val, h(v,r),B[v],2)
    for }r\leftarrow1\mathrm{ to }m\mathrm{ do
        for all v\in\mp@subsup{V}{i}{}}\mathrm{ do
            for all w\in\mp@subsup{V}{i+1}{}\mathrm{ in parallel do}
                SEND(w,B[v],g(w,r),C[v,w],2)
                if C[v,w\mp@subsup{]}{g(w,r)}{}\not=**}\mathrm{ then do
                    A[v\mp@subsup{]}{g(w,r)}{}\leftarrowC[v,w\mp@subsup{]}{g(w,r)}{}.
```

The first external loop takes time $O(m)$ and the second takes time $O\left(m^{2}\right)$. Execution time of procedure EXCHANGE is $O\left(m^{2}\right)$.

The next subroutine corresponds to one round of stage 2 . We keep notation from our informal description.

```
procedure NEXT ( \(i\), round)
    for \(r \leftarrow 1\) to \(d\) do
        for all \(v \in V_{i-1}\) in parallel do
            if \(D_{w}=1\) then do
                \(\operatorname{SEND}(w, D, b(w, r), M[r], 1)\)
                for all \(v \in V_{i-1-\text { round }}\) do
                    \(\operatorname{SEND}(w, A[v], b(w, r), A[v], 2)\)
    for all \(u \in V_{i}\) in parallel do
        if \(\left(M[r]_{u}=0\right.\) for all \(\left.r \leq d\right)\) then do
            \(D_{u} \leftarrow 0\).
```

The first external loop takes time $O(m)$ and the second takes constant time. Execution time of procedure NEXT is $O(m)$.

The final subroutine corresponds to stage 3: informing nodes not yet informed. The meaning of $h(v, r)$ and $g(w, r)$ is as before.

```
procedure \(\operatorname{FINAL}(i)\)
    for \(r \leftarrow 1\) to \(m\) do
        for all \(v \in V_{i+1}\) in parallel do
            \(\operatorname{SEND}(w, D, g(w, r), N[r], 1)\)
    for \(r \leftarrow 1\) to \(m\) do
        for all \(v \in V_{i}\) in parallel do
            if \(N[r]=1\) and \(S_{v} \leq m_{0}\) then do
                \(\operatorname{SEND}(v, S, h(v, r), Z[r], \log n)\)
                \(S_{v} \leftarrow S_{v}+1\)
    for \(r \leftarrow 1\) to \(m\) do
        for all \(v \in V_{i+1}\) in parallel do
            if \(Z[r]_{w}>0\) then do
                for all \(u \in P_{z[r]_{w}}\) do
                    \(\operatorname{SEND}(w, A[u], g(w, r), A[u], 2)\).
```

The first external loop takes time $O(m)$, the second takes time $O(\log n \log m)$, and the third takes time $O(n)$. The execution time of procedure FINAL is $O(n)$.

Our algorithm can now be written as follows.

```
algorithm GOSSIP
    for all i<k in parallel do
        EXCHANGE(i)
    for round }\leftarrow0\mathrm{ to }k-2\mathrm{ do
        for all }i<k\mathrm{ in parallel do
            NEXT(i,round)
        for all }i<k\mathrm{ in parallel do
            FINAL(i).
```

Execution time of algorithm GOSSIP is $O\left(m^{2}+k m+n\right)=O(n)$.
We conclude this section by pointing out that, although our algorithm has been described for particular networks of logarithmic degree, a much wider class of networks could be used with only minor algorithm modifications. Let $H$ be any $k$-node graph of bounded degree (independent of the number of nodes). Replace every node of $H$ by a group of $\lceil c \log k\rceil$ nodes, for sufficiently large $c$. For adjacent nodes $v$ and $w$ of $H$, join all nodes of the group corresponding to $v$ with all nodes of the group corresponding to $w$. The obtained network $H^{*}$ (and every network containing $H^{*}$ as a subnetwork) supports a suitably modified gossiping algorithm. Instead of operating on the cycle $V_{0}, \ldots, V_{k-1}$ of groups (as algorithm GOSSIP does), the modified algorithm would operate on the tree of groups obtained from a spanning tree of $H$. The details of modification are left to the reader.
4. Probability of correctness. In this section we prove that if failure probabilities $p$ and $q$ satisfy the conditions imposed at the beginning of $\S 3$, then the algorithm GOSSIP is $\eta$-safe, for a sufficiently large constant $c$. Fix $\eta>0$. Let $p_{0}, q_{0}, \varepsilon, \delta, \alpha$, and $\beta$ be as required in $\S 3$. We assume that the constant $c$ (for which $m=\lceil c \log n\rceil$ ) is sufficiently large and depends on $p, q$, and $\eta$, but not on $n$.

Lemma 4.1. Assume that $p<p_{0}$. Let $E_{1}$ be the event that in each group there are at most $\varepsilon m$ faulty nodes. Then

$$
\operatorname{Pr}\left(E_{1}\right)>1-n^{-\eta / 4},
$$

for sufficiently large $n$.
Proof. The probability that in a given group $V_{i}$ there are at least $\varepsilon m$ faulty nodes is at most $2^{-\varepsilon m}$, in view of Proposition 2.2. Hence,

$$
\operatorname{Pr}\left(E_{1}\right) \geq 1-k \cdot 2^{-\varepsilon m}>1-n^{-\eta / 4}
$$

for sufficiently large $c$ and $n$. $\quad$
Lemma 4.2. Let $E_{2}$ be the event that, upon the completion of stage 1 of the algorithm, all fault-free nodes know the values of all other fault-free nodes in their group. Then

$$
\operatorname{Pr}\left(E_{2}\right)>1-n^{-\eta / 4}
$$

for sufficiently large $n$.
Proof. Fix distinct nodes $u, v \in V_{i}$. The probability that at least one path $u-$ $w-v$, where $w \in V_{i+1}$, has both links and the middle node fault free is equal to

$$
1-\left(1-(1-q)^{2}(1-p)\right)^{m}
$$

Hence,

$$
\operatorname{Pr}\left(E_{2}\right) \geq 1-k m^{2}\left(1-(1-q)^{2}(1-p)\right)^{m}>1-n^{-\eta / 4},
$$

for sufficiently large $c$ and $n$.
Before formulating the next lemma we need to introduce the following definition. Let $v \in V_{i}$. A thread of length $j=0,1, \ldots, k-1$, ending at node $v$, is a sequence $v=v_{j}, v_{j-1}, \ldots, v_{0}$, where, for every $s \leq j, v_{j-s} \in V_{i-s}$ and link $v_{j-s+1}-v_{j-s}$ is an edge of the expander $G_{j-s+1}$. A thread is open if all its links and nodes are fault free.

Lemma 4.3. Assume that $p<p_{0}$ and $q<q_{0}$. Let $E_{3}$ be the event that at least $(1-\varepsilon-\alpha / 2) m$ nodes in each group are ends of an open thread of length $k-1$. Then

$$
\operatorname{Pr}\left(E_{3} \mid E_{1}\right)>1-n^{-\eta / 4}
$$

for sufficiently large $n$.
Proof. Assume that event $E_{1}$ holds. Let $F_{j}$, for $j<k$, be the event that at least $(1-\varepsilon-\alpha / 2) m$ nodes in each $V_{i}$ are ends of an open thread of length $j$. We will prove by induction on $j$ that $\operatorname{Pr}\left(F_{j}\right) \geq 1-j k 2^{-\delta d[m \alpha / 2\rceil}$.

In view of event $E_{1}$, at least $(1-\varepsilon) m$ nodes in each $V_{i}$ are fault free and all of them are ends of an open thread of length 0 . Thus $\operatorname{Pr}\left(F_{0}\right)=1$. Suppose that $\operatorname{Pr}\left(F_{j}\right) \geq 1-j k 2^{-\delta d[m \alpha / 2\rceil}$ and assume that $F_{j}$ holds. Fix $i<k$. Let $X_{0}$ be the set of fault-free nodes in $V_{i}$ that are not ends of an open thread of length $j+1$. Suppose that $\left|X_{0}\right| \geq m \alpha / 2$. Take $X \subset X_{0}$ of size $\lceil m \alpha / 2\rceil$. For sufficiently large $m,|X| \leq \alpha m$. Consider any node $v \in X$. For every node $w \in V_{i-1}$ linked with $v$ by an edge of the expander $G_{i}$, either $w$ is not an end of an open thread of length $j$ or the link $v-w$ is faulty.

Let $Y$ be the set of edges of the expander $G_{i}$ incident to nodes from $X$. Thus $|Y|=d\lceil m \alpha / 2\rceil$. Let $F^{*}(i)$ be the event that at most $\delta d\lceil m \alpha / 2\rceil$ links from $Y$ are faulty. By Proposition 2.2, $\operatorname{Pr}\left(F^{*}(i)\right) \geq 1-2^{-\delta d\lceil m \alpha / 2\rceil \text {. Assume that } F^{*}(i) \text { holds. By the }}$ property of the expander $G_{i},\left|\Gamma_{G_{i}}(X)\right| \geq \beta\lceil\alpha m / 2\rceil$. At least $\beta\lceil\alpha m / 2\rceil-\varepsilon m-m \alpha / 2$ nodes in $\Gamma_{G_{i}}(x)$ are ends of an open thread of length $j$. Each of those nodes is linked by at least one link from $Y$ to a node in $X$. At most $\delta d\lceil m \alpha / 2\rceil$ of these links are faulty. For sufficiently large $m$ we have

$$
\beta\lceil\alpha m / 2\rceil-\varepsilon m-m \alpha / 2-\delta d\lceil\alpha m / 2\rceil \geq \beta \alpha m / 2-\varepsilon m-m \alpha / 2-\delta d m \alpha,
$$

which is positive by the choice of our constants. Thus, at least one node $w \in V_{i-1}$ is an end of an open thread of length $j$ linked to a node $v \in X$ by a fault-free link. Hence, $v$ is an end of an open thread of length $j+1$, which contradicts the definition of $X$.

This implies that if events $F_{j}$ and $F^{*}(i)$ hold, then $\left|X_{0}\right|<m \alpha / 2$ and hence at least $(1-\varepsilon-\alpha / 2) m$ nodes in $V_{i}$ are ends of an open thread of length $j+1$. Let $F^{*}$ be the intersection of events $F^{*}(i)$ over all $i<k$. Hence $\operatorname{Pr}\left(F^{*}\right) \geq 1-k \cdot 2^{-\delta d\lceil m \alpha / 2\rceil}$. We have

$$
F_{j+1} \supset F_{j} \cap F^{*}
$$

hence, by the inductive hypothesis,

$$
\operatorname{Pr}\left(F_{j+1}\right) \geq 1-(j+1) k \cdot 2^{-\delta d\lceil m \alpha / 2\rceil} .
$$

By induction we get

$$
\operatorname{Pr}\left(F_{k-1}\right) \geq 1-k^{2} 2^{-\delta d\lceil m \alpha / 2\rceil}
$$

(assuming that $E_{1}$ holds).
Since $E_{3}=F_{k-1}$ we have

$$
\operatorname{Pr}\left(E_{3} \mid E_{1}\right)>1-n^{-\eta / 4},
$$

for sufficiently large $c$ and $n$.
Lemma 4.4. Assume that $p<p_{0}$ and $q<q_{0}$. Let $E_{4}$ be the event that, upon the completion of stage 2 of the algorithm, at least $(1-\varepsilon-\alpha / 2) m$ fault-free nodes in each group know the values of all other fault-free nodes. Then

$$
\operatorname{Pr}\left(E_{4}\right)>1-3 n^{-\eta / 4}
$$

for sufficiently large $n$.
Proof. Since $E_{4} \supset E_{1} \cap E_{2} \cap E_{3}$, the conclusion follows from Lemmas 4.1, 4.2, and 4.3.

The following theorem is the main result of this section.
Theorem 4.5. Assume that $p<p_{0}$ and $q<q_{0}$. Then the algorithm GOSSIP is $\eta$-safe.

Proof. Assume that event $E_{4}$ holds. For every $i<k$, let $W_{i} \subset V_{i}$ be the set of those fault-free nodes in $V_{i}$ that know the values of all other fault-free nodes, after stage 2 of the algorithm. Thus $\left|W_{i}\right| \geq(1-\varepsilon-\alpha / 2)^{m}$, for all $i<k$. Fix $i<k$ and consider $v \in V_{i}$. Let $F_{v}$ be the event that at least $(1-\delta)\left|W_{i+1}\right|$ links joining $v$ with nodes from $W_{i+1}$ are fault free. By Proposition 2.2, $\operatorname{Pr}\left(F_{v}\right) \geq 1-2^{-\delta\left|W_{i+1}\right|} \geq 1-2^{-\delta(1-\varepsilon-\alpha / 2) m}$. Let $F$ be the intersection of events $F_{v}$ over all nodes $v$ in the network. Thus,

$$
\operatorname{Pr}(F) \geq 1-n 2^{-\delta(1-\varepsilon-\alpha / 2) m}>1-n^{-\eta / 4}
$$

for sufficiently large $c$ and $n$. If events $E_{4}$ and $F$ hold, every node $v \in V_{i}$ can communicate during stage 3 with at least $m_{0}=(1-\delta)(1-\varepsilon-\alpha / 2) m$ nodes from $V_{i+1}$ which already had values of all fault-free nodes after stage 2 , for all $i<k$. This implies that, assuming $E_{4} \cap F$, all fault-free nodes will get values of all other fault-free nodes after stage 3. Since $\operatorname{Pr}\left(E_{4}\right)>1-3 n^{-\eta / 4}$, by Lemma 4.4, and $\operatorname{Pr}(F)>1-n^{-\eta / 4}$, we get $\operatorname{Pr}\left(E_{4} \cap F\right)>1-n^{-\eta}$, for sufficiently large $n$, which shows that algorithm GOSSIP is $\eta$-safe.
5. Modifications for arbitrary failure probabilities. In this section we show how our 1 -gossiping algorithm should be modified in case of arbitrary node failure probability $p<1$ and link failure probability $q<1$.

Let $p_{0}$ and $q_{0}$ be as described in $\S 3$. Let $c$ be a constant sufficiently large that our previous arguments hold for node and link failure probabilities less than $p_{0}$ and $q_{0}$, respectively. Let $p<1$ and $q<1$ be arbitrary node failure and link failure probabilities. Define $K_{0}$ to be the least integer satisfying the following conditions:

- $K_{0} /(1-6 p)$ is an integer.
- $2^{-K_{0} 6 p /(1-6 p)}<p_{0}$.
- $2\left(K_{0} \frac{1}{1-6 p}\right) q^{K_{0}}<q_{0}$.

Let $L_{0}=K_{0} /(1-6 p)$. A supernode is a set of $L_{0}$ nodes. A superlink joining two disjoint supernodes $S_{1}$ and $S_{2}$ is the set of all links $u-v$, for $u \in S_{1}, v \in S_{2}$. A supernode is called faulty if less than $K_{0}$ of its nodes are fault free. A superlink joining supernodes $S_{1}$ and $S_{2}$ is called faulty if there exists a node $v \in S_{1}$ which is not joined by a fault-free link with any fault-free node in $S_{2}$ or there exists a node $w \in S_{2}$ which is not joined by a fault-free link with any fault-free node in $S_{1}$. Thus, a supernode is faulty if at least $L_{0}-K_{0}=6 p L_{0}$ of its nodes are faulty. The probability of this event does not exceed $2^{-6 p L_{0}}<p_{0}$. The probability that a superlink joining $S_{1}$ and $S_{2}$ is faulty does not exceed $2 L_{0} q^{K_{0}}<q_{0}$.

We first slightly modify the network supporting our algorithm. Let $m=\lceil c \log n\rceil$, as before. For simplicity assume that $m^{\prime}=m L_{0}$ divides $n$ (it is easy to adjust the argument in the general case). We partition all nodes into $k^{\prime}$ groups $V_{0}^{\prime}, \ldots, V_{k^{\prime}-1}^{\prime}$ of size $m^{\prime}$.

The algorithm is modified as follows. Stage 1 is executed as before. In stage 2 we partition each group $V_{i}^{\prime}$ into $m$ disjoint supernodes and consider ( $\left.\alpha, \beta, m, d\right)$-expanders $G_{i}^{\prime}$ on supernodes from $V_{i}^{\prime}$ and $V_{i-1}^{\prime}$ : nodes of $G_{i}^{\prime}$ are supernodes and links of $G_{i}^{\prime}$ are superlinks joining them; $G_{i}^{\prime}$ is isomorphic to the expander $G_{i}$ used in $\S 3$. Procedure NEXT is now executed using $G_{i}^{\prime}$ instead of $G_{i}$ : whenever, in the original version of NEXT, node $v \in V_{i-1}$ communicated with node $w \in V_{i}$, in the modified version of NEXT, corresponding supernodes $v^{\prime}$ and $w^{\prime}$ communicate; that is, every node in $v^{\prime}$ sends the respective message to every node in $w^{\prime}$. Since the size of the supernodes is constant, execution time may increase only by a constant factor. Since supernode and superlink failure probabilities are less than $p_{0}$ and $q_{0}$, respectively, our previous arguments show that, after the modified stage 2, at least $(1-\varepsilon-\alpha / 2) m$ fault-free supernodes in each group $V_{i}^{\prime}$ know that the values of all fault-free nodes, with high probability. (A fault-free supernode $S$ is said to know values of all fault-free nodes if some fault-free node $v \in S$ knows all these values.) It follows that, after the modified stage 2, at least ( $1-\varepsilon-\alpha / 2$ ) $m$ fault-free nodes in each group $V_{i}^{\prime}$ know the values of all other fault-free nodes, with high probability. Now stage 3 can be executed as before, with one modification: instead of $m_{0}=(1-\delta)(1-\varepsilon-\alpha / 2) m$ we should take $m_{0}^{\prime}=m_{0} / L_{0}$. This can increase execution time by only a constant factor. An argument similar to that from the proof of Theorem 4.5 can be used to show that after (the modified) stage 3, all fault-free nodes know the values of all other fault-free nodes, with probability exceeding $1-n^{-\eta}$, for sufficiently large $n$. This proves the following result.

Theorem 5.1. For any node failure and link failure probabilities $p<1, q<$ 1 , and for any constant $\eta>0, \eta$-safe 1-gossiping among $n$ nodes can be done in time $O(n)$.
6. Gossiping with arbitrary packets. We start with the description of gossiping when packets are large. Fix $\eta>0$ and let $c$ be a constant depending on $\eta ; c$ will have to be sufficiently large to ensure $\eta$-safe gossiping. We first construct an $\eta$-safe $b(n)$-gossiping algorithm working in time $O\left(\frac{n}{b(n)}+\log n\right)$ under the assumption that $b(n) \geq 2\lceil c \log n\rceil$. Suppose that $n$ is large enough to satisfy $\lfloor n / \log n\rfloor \geq 2\lceil c \log n\rceil$. Let $r=\min (b(n),\lfloor n / \log n\rfloor)$. For simplicity, assume that $r$ divides $n$ and $\lceil c \log n\rceil$ divides $r$ (it is easy to modify the algorithm in the general case).

Partition the set $V$ of all nodes into $s=n / r$ pairwise disjoint sets $V_{0}, \ldots, V_{s-1}$ of size $r$ and partition each set $V_{i}$ into $t=r /\lceil c \log n\rceil$ subsets $V_{i}^{k}, k=0, \ldots, t-1$ of size $\lceil c \log n\rceil$. By assumption, $t \geq 2$.

Our algorithm works in two phases. In the first phase nodes exchange their values in each set $V_{i}$ independently and in the second phase information is exchanged between sets $V_{i}$.

Phase I is performed in all sets $V_{i}$ in parallel. We describe it for a fixed set $V_{i}$. It is very similar to the algorithm NBA from [6]. The only difference is this: NBA consisted of three identical stages, while in our present phase I there are four identical stages, each of them as in NBA. We refer the reader to [6] for a detailed description of a stage and merely point out the role of the additional stage in the present setting. As in [6], sets $V_{i}^{k}$ are organized in a complete binary tree of size $t \geq 2$ with $V_{i}^{0}$ in the root. Every node in the set $V_{i}^{j}$ is connected with all nodes in the parent set. The role of the additional stage is to transmit the value of each fault-free node in $V_{i}$ to some fault-free node in the root $V_{i}^{0}$, with high probability. The aim of the remaining three stages is identical to that in NBA: broadcasting from $V_{i}^{0}$ to all remaining nodes. Since the size $r$ of $V_{i}$ does not exceed the size $b(n)$ of a packet, phase I works in time $O(\log n)$, similarly as NBA, and an analysis analogous to that from [6] yields the following lemma.

Lemma 6.1. Assume $b(n) \geq 2\lceil c \log n\rceil$. For every $\eta>0$ and every $i<s$, there exists a constant $c$ such that $(1+\eta)$-safe $b(n)$-gossiping can be done in $V_{i}$ in time $O(\log n)$.

Since $s<n$, Lemma 6.1 implies the following corollary.
Corollary 6.2. Assume $b(n) \geq 2\lceil c \log n\rceil$. For every $\eta>0$ there exists a constant $c$ such that after phase I every fault-free node in $V_{i}$ knows values of all other fault-free nodes in $V_{i}$, for all $i<s$, with probability exceeding $1-n^{-\eta}$, for sufficiently large $n$.

Before describing phase II of our algorithm we consider the following auxiliary problem. Let $W_{0}, \ldots, W_{s-1}$ be pairwise disjoint sets of size $\lceil c \log n\rceil$. Nodes $v \in W_{i}$ and $w \in W_{j}$ are joined by an edge if and only if $|i-j|$ is 1 or $s-1$ (cf. groups $V_{i}$ from §3). Each fault-free node in $W_{i}$ initially has the same information $\alpha(i)$ consisting of $a$ bits. Nodes can exchange packets of size $b$ with their neighbors. The aim of $b$ -GROUP-GOSSIPING $\left(W_{0}, \ldots, W_{s-1}\right)$ is that every fault-free node $v \in \cup_{i=0}^{s-1} W_{i}$ know all information $\alpha(i)$, for $i<s$.

The above problem can be solved by slightly modifying algorithm GOSSIP from §3. Indeed, it is enough to delete its stage 1 (communication inside groups) and allow transmissions of packets of size $b$ in a unit of time. Since initial information at each node now has size $a$, the algorithm GOSSIP thus modified works in time $O\left(s\left\lceil\frac{a}{b}\right\rceil+\log n\right)$.

The analysis from $\S 4$ yields the following lemma.
Lemma 6.3. For every $\eta>0$ there exists a constant c such that b-GROUPGOSSIPING $\left(W_{0}, \ldots, W_{s-1}\right)$ can be done in time $O\left(s\left\lceil\frac{a}{b}\right\rceil+\log n\right)$, with probability
exceeding $1-n^{-(1+\eta)}$, for sufficiently large $n$.
Now it is easy to describe phase II of our algorithm: $b(n)$-GROUP-GOSSIPING $\left(V_{0}^{j}, \ldots, V_{s-1}^{j}\right)$ is performed for all $j<t$, in parallel. In our case $\alpha(i)$, for $i<s$, is the set of all values of nodes in $V_{i}$ (each value is 0,1 , or *). Thus $a \in O(r)$ and $s\left\lceil\frac{a}{b(n)}\right\rceil \in$ $O\left(\frac{s r}{b(n)}\right)=O\left(\frac{n}{b(n)}\right)$. Consequently, the algorithm works in time $O\left(\frac{n}{b(n)}+\log n\right)$.

Corollary 6.2, together with Lemma 6.3, yields the following result.
Lemma 6.4. Assume $b(n) \geq 2\lceil c \log n\rceil$. For every $\eta>0$ there exists a constant $c$ such that $\eta$-safe $b(n)$-gossiping can be done in time $O\left(\frac{n}{b(n)}+\log n\right)$.

It remains to describe the gossiping algorithm for small packets, i.e., when $b(n)<$ $2\lceil c \log n\rceil$. In this case we take $r=\lceil c \log n\rceil$ and partition the set $V$ into $s=n / r$ pairwise disjoint sets $V_{0}, \ldots, V_{s-1}$ of size $r$. (Again we assume for simplicity that $r$ divides $n$.) We only change phase I of the algorithm described earlier in this section, leaving phase II as before. As before, the aim of the new phase I is to exchange values inside each set $V_{i}$, independently and in parallel. We describe it for a fixed $i<s$. Let $E_{i}$ be the set of edges of the complete graph on vertex set $V_{i}$ and let $F_{1}^{i}, \ldots, F_{r+1}^{i}$ be a partition of $E_{i}$ into $r+1$ pairwise disjoint matchings. Now phase I consists of two stages, each executed in $r+1$ steps. In the $j$ th step of each stage every node $u \in V_{i}$ communicates with the node $v \in V_{i}$ for which the edge $\{u, v\}$ is in $F_{j}^{i}$. In stage 1 , nodes $u$ and $v$ exchange their values (if both are fault free): this takes 1 unit of time. In stage 2 nodes $u$ and $v$ exchange all $r$ values obtained in stage 1 , subsequently updating previously stored values: * is first stored as a value of every node $w$ and then replaced by 0 or 1 as soon as this value of $w$ is obtained. Every step of stage 2 takes $\left\lceil\frac{r}{b(n)}\right\rceil$ time units and thus phase 1 is now executed in time $O\left(r+\left\lceil\frac{r}{b(n)}\right\rceil \cdot r\right)$, which is $O\left(\log ^{2} n\right)$ in view of the assumption $b(n)<2\lceil c \log n\rceil=2 r$. This is dominated by execution time $O\left(\frac{n}{b(n)}\right)$ of the second (unchanged) phase.

Since every pair of fault-free nodes in $V_{i}, i<s$, communicates via $r-2$ distinct intermediary nodes, the probability of exchanging information between such a pair is $1-\left(1-(1-p)(1-q)^{2}\right)^{r-2}$. It follows that all pairs of fault-free nodes in $V_{i}$ exchange information with probability exceeding $1-r^{2}\left(1-(1-p)(1-q)^{2}\right)^{r-2}$, which is larger than $1-n^{-(1+\eta)}$, for sufficiently large $c$ and $n$. This implies the following lemma.

Lemma 6.5. Assume $b(n)<2\lceil c \log n\rceil$. For every $\eta>0$ there exists a constant $c$ such that after phase I every fault-free node in $V_{i}$ knows values of all other faultfree nodes in $V_{i}$, for all $i<s$, with probability exceeding $1-n^{-\eta}$, for sufficiently large $n . \quad \square$

Since phase II and its analysis remain unchanged for $b(n)<2\lceil c \log n\rceil$, Lemmas $6.4,6.3$, and 6.5 imply our main result, Theorem 6.6.

Theorem 6.6. For every $\eta>0, \eta$-safe $b(n)$-gossiping can be done in time $O\left(\frac{n}{b(n)}+\log n\right)$.

We conclude the paper by pointing out which networks support our gossiping algorithm for packets of arbitrary size. If $b(n)<2\lceil c \log n\rceil$, these are networks similar to the network $H^{*}$ described at the end of $\S 3$-with one change: all connections have to be added inside groups. If $b(n) \geq 2\lceil c \log n\rceil$, the supporting networks are somewhat more complicated. The set $V$ of all nodes is divided into sets $V_{0}, \ldots, V_{s-1}$, each of size $r=\min (b(n),\lfloor n / \log n\rfloor)$. Each set $V_{i}$ is partitioned into sets $V_{i}^{0}, \ldots, V_{i}^{t-1}$ of size $\lceil c \log n\rceil$. Sets $V_{i}^{0}, \ldots, V_{i}^{t-1}$ are arranged into a complete binary tree, each node $v \in V_{i}^{j}$ being connected to all nodes from the parent set. Additionally, sets $V_{0}^{j}, \ldots, V_{s-1}^{j}$, for every $j<t$, are arranged to span a graph $H^{*}$ as described at the end of $\S 3$. (The choice of $H$ may be different for every $j$.) In both cases the obtained supporting network has
logarithmic degree, and numerous possible choices of the underlying graph $H$ allow a considerable flexibility of network topology.
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#### Abstract

The short-term behavior of random walks on graphs is studied, in particular, the rate at which a random walk discovers new vertices and edges. A conjecture by Linial that the expected time to find $\mathcal{N}$ distinct vertices is $O\left(\mathcal{N}^{3}\right)$ is proved. In addition, upper bounds of $O\left(\mathcal{M}^{2}\right)$ on the expected time to traverse $\mathcal{M}$ edges and of $O(\mathcal{M} \mathcal{N})$ on the expected time to either visit $\mathcal{N}$ vertices or traverse $\mathcal{M}$ edges (whichever comes first) are proved.
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1. Introduction. Consider a simple random walk on $G$, an undirected graph with $n$ vertices and $m$ edges. At each time step, if the walk is at vertex $v$, it moves to a vertex chosen uniformly at random from the neighbors of $v$. Random walks have been studied extensively and have numerous applications in theoretical computer science, including space-efficient algorithms for undirected connectivity [4], [8], derandomization [1], recycling of random bits [10], [15], approximation algorithms [6], [12], [17], efficient constructions in cryptography [14], and self-stabilizing distributed computing [11], [16].

Frequently (see, for example, Karger et al. [19] and Nisan et al. [20]), we are interested in $E[T(\mathcal{N})]$, the expected time before a simple random walk on an undirected connected graph, $G$, visits its $\mathcal{N}$ th distinct vertex, $\mathcal{N} \leq n$. The corresponding question for edges is also interesting and arises in the work of Broder et al. [8]: how large is $E[T(\mathcal{M})]$, the expected time before a simple random walk on an undirected connected graph, $G$, traverses its $\mathcal{M}$ th distinct edge, $\mathcal{M} \leq m$ ? This paper gives upper bounds on $E[T(\mathcal{N})]$ and $E[T(\mathcal{M})]$ for arbitrary graphs. While a great deal was previously known about how quickly a random walk covers the entire graph (see, for example, [2], [4], [7], [9], [18], [22], [23]), little was known about the behavior of a random walk before the vertices are covered. These bounds help fill the gaps in our knowledge of random walks, giving a picture of the rate at which a random walk explores a finite or an infinite graph.

Aleliunas et al. [4] show that the expected time to visit all vertices of an arbitrary graph (called the cover time) is $O(m n) \leq O\left(n^{3}\right)$. Using this bound, Linial derives a bound for general $\mathcal{N}$ of $E[T(\mathcal{N})]=O\left(\mathcal{N}^{4}\right)$ [19, Lemma 4.1]. Linial (in a personal communication) conjectures that the cover time bound generalizes to all $\mathcal{N}$, that is, for all $\mathcal{N} \leq n, E[T(\mathcal{N})]=O\left(\mathcal{N}^{3}\right)$. We prove Linial's conjecture.

Theorem 1.1. For any connected graph on $n$ vertices and for any $\mathcal{N} \leq n$,

$$
E[T(\mathcal{N})]=O\left(\mathcal{N}^{3}\right)
$$

[^2]Zuckerman [23] proves an upper bound of $O(m n)$ on the time to traverse all edges in a general graph. We are unaware of any previous nontrivial bounds for $\mathcal{M}<m$. We prove the following theorem.

Theorem 1.2. For any connected graph with $m$ edges and for any $\mathcal{M} \leq m$,

$$
E[T(\mathcal{M})]=O\left(\mathcal{M}^{2}\right)
$$

Theorem 1.2 holds even if $G$ is not a simple graph (i.e., if we allow self-loops and parallel edges).

Let $E[T(\mathcal{M}, \mathcal{N})]$ be the expected time for a simple random walk to either traverse $\mathcal{M}$ distinct edges or visit $\mathcal{N}$ distinct vertices (whichever comes first). Then the following theorem implies both of the above theorems, by considering $E\left[T\left(\mathcal{N}^{2}, \mathcal{N}\right)\right]$ and $E[T(\mathcal{M}, \mathcal{M})]$, respectively.

Theorem 1.3. For any connected graph with $m$ edges and $n$ vertices and for any $\mathcal{M}$ and $\mathcal{N}$ such that $\mathcal{M} \leq m$ or $\mathcal{N} \leq n$,

$$
E[T(\mathcal{M}, \mathcal{N})]=O(\mathcal{M N})
$$

In the above three theorems, the graph $G$ need not be finite. If $G$ is a graph with infinitely many vertices (each vertex of finite degree), then we can consider only the finite portion of $G$ that is within a distance $\mathcal{N}$ (or $\mathcal{M}$ ) of the starting vertex of the random walk, and the proofs remain unchanged. For finite graphs, the following theorem serves to complete the picture of the rate at which vertices (or edges) are discovered. It provides better bounds than Theorems 1.1 and 1.2 when the number of vertices to be discovered is larger than $\sqrt{m}$ or the number of edges to be discovered is larger than $n$.

Theorem 1.4. For any simple connected graph on $n$ vertices and $m$ edges and for any $\mathcal{N} \leq n$,

$$
E[T(\mathcal{N})]=O(m \mathcal{N})
$$

and for any $\mathcal{M} \leq m$,

$$
E[T(\mathcal{M})]=O(n \mathcal{M})
$$

Our theorems are the best possible in the sense that there exist graphs for which the bounds are tight up to constant factors (e.g., the $n$-cycle for Theorem 1.2). However, these bounds can be refined if additional information regarding the structure of $G$ is given. The work of Kahn et al. [18] indicates that $d_{\min }$, the minimum degree of the vertices in the graph $G$, is a useful parameter to consider. They show that the expected cover time of any connected graph is $O\left(m n / d_{\text {min }}\right)$, implying a cover time of $O\left(n^{2}\right)$ for regular graphs. This inverse dependency on $d_{\min }$ applies also to short random walks. Preliminary results in this direction (tight up to a logarithmic factor) were presented in an earlier version of this paper [5]. The superfluous logarithmic factor in these results was subsequently removed by Feige [13], building upon proof techniques that were developed by Aldous [3]. Aldous is writing a textbook that will include a systematic account of random walks on graphs and reversible Markov chains. The current draft [3] contains results similar to ours in the regular graph setting.

While the short-term behavior of random walks is worth studying in its own right, short random walks also have immediate applications in many areas of computer science. Our results, of course, cannot be applied to all such areas. For example, much
stronger results are already known about the properties of short random walks on the special class of graphs known as expanders (see, e.g., Ajtai et al. [1] and Jerrum and Sinclair [17]). One might hope our results would dramatically improve the algorithms of Karger et al. [19] and Nisan et al. [20] for undirected connectivity. As mentioned above, both require an estimate of $E[T(\mathcal{N})]$ (and both used the estimate $E[T(\mathcal{N})]=$ $\left.O\left(\mathcal{N}^{4}\right)\right)$. Unfortunately, substituting our bound only improves the constants for the algorithms since the running times of both depend on the logarithm of $E[T(\mathcal{N})]$ rather than $E[T(\mathcal{N})]$.

Our results may yield significant improvements for other randomized algorithms. In particular, consider randomized time-space tradeoffs for undirected $\mathcal{S}$ - $\mathcal{T}$ connectivity (USTCON), as studied by Broder et al. [8]. One key property of Broder et al.'s algorithm is that a short random walk from a given edge traverses many edges. Improved bounds on $E[T(\mathcal{M})]$, then, would seem to provide an improvement to their tradeoff. Partial results in this direction were presented in an earlier version of our paper [5], and further improvements are presented by Feige [13].
2. Proofs of theorems. The proofs of the theorems are best read in order. The proof of Theorem 1.1 introduces the proof techniques that are used in all subsequent proofs. The proof of Theorem 1.2 is a simple modification of this proof technique. The proof of Theorem 1.3 introduces additional subtleties. For this reason, we have stated Theorems 1.1 and 1.2 explicitly rather than presenting them as corollaries of Theorem 1.3. The proof of Theorem 1.4 is a slight modification of the proofs of Theorems 1.1 and 1.3.

Proof of Theorem 1.1. Assume that $n>2 \mathcal{N}$. Otherwise the proof follows from Aleliunas et al.'s bound of $E[T(n)]=O(m n)$ [4]. We view the random walk as proceeding in phases. For any $i, 1 \leq i \leq 2 \mathcal{N}$, at the beginning of phase $i$, we identify (as described later) a set of vertices $V_{i} \subset V$ and a starting vertex $s_{i} \in V_{i}$, the last vertex visited in phase $i-1$. Phase $i$ starts with the random walk at $s_{i}$ and ends when the random walk exits $V_{i}$. We show that for any $i$, the expected number of steps taken in phase $i$ is $O\left(i^{2}\right)$ and that up to phase $i$ at least $i / 2$ distinct vertices are visited. Thus, at most $2 \mathcal{N}$ phases are needed to visit $\mathcal{N}$ distinct vertices, proving (by linearity of the expectation) that $E[T(\mathcal{N})]=O\left(\mathcal{N}^{3}\right)$.

To simplify the presentation, assume that $G$ contains a Hamiltonian cycle. The case where $G$ does not have a Hamiltonian cycle is only slightly more complicated and will be addressed later. Let $v_{1}, v_{2}, \ldots, v_{n}$ be an arrangement of the vertices of $G$ along the Hamiltonian cycle.

At the beginning of phase $i$, we identify the following vertices and sets of vertices:
Starting vertex. The vertex $s_{i}$ at which the walk of phase $i-1$ ended (if $i>1$ ); $s_{1}$ is the starting vertex of the whole random walk.
Right vertex. The vertex $r_{i}$ following $s_{i}$ in the cyclic order imposed by the Hamiltonian cycle.
Visited vertices. The set $Y_{i} \subset V$ of vertices visited in previous steps by the walk; note that $s_{i} \in Y_{i}$.
Good vertices. The set of vertices $U_{i} \subseteq V \backslash Y_{i}$ (for two sets $A$ and $B, A \backslash B$ denotes the set of elements in $A$ but not in $B$ ) with the following property: let $R_{v_{j}, \ell}$, for $1 \leq \ell \leq n$, be the set of $\ell$ consecutive vertices $\left\{v_{j}, v_{j+1}, \ldots, v_{j+\ell-1}\right\}$ on the Hamiltonian cycle. (By convention, if $k>n$, then $v_{k}$ is interpreted as $v_{k-n}$.) $v_{j} \in U_{i}$ if and only if for all $\ell \leq n,\left|R_{v_{j}, \ell} \cap Y_{i}\right| \leq \ell / 2$. Thus, a vertex $v_{j}$ is good in phase $i$ if, starting at $v_{j}$ and walking along the Hamiltonian cycle, at least half of the vertices discovered are new. This holds for any number of
steps that a walk might make before walking completely around the cycle.
Bad vertices. All other vertices. Let $B_{i}$ denote this set.
The following lemma gives a bound on $\left|B_{i}\right|$.
Lemma 2.1. For every $i$, if $\left|Y_{i}\right|<n / 2$, then $\left|B_{i}\right|<\left|Y_{i}\right|$.
Proof. The proof is by induction on $\left|Y_{i}\right|$. If $\left|Y_{i}\right|=1$ (and $n>2$ ), then $\left|B_{i}\right|=0$, as there is no consecutive set of vertices starting from an unvisited vertex such that a majority of vertices in the set are visited.

Assume the lemma is true for $\left|Y_{i}\right|=k$ and any $n>2 k$, and prove for $\left|Y_{i}\right|=k+1$ and any $n>2 k+2$. Consider a ring with $n$ vertices and $k+1$ visited vertices $(n>2 k+2)$. Then there exists a visited vertex $y$ that is to the right of an unvisited vertex $v$. Remove $y$ and $v$ from the ring, linking the left neighbor of $v$ to the right neighbor of $y$ in the obvious way. Thus, $n$ is decreased by 2 and $\left|Y_{i}\right|$ is decreased by 1 . Now the induction hypothesis holds, and there are at most $k-1$ bad vertices. Put $y$ and $v$ back in the ring, and restore the values of $\left|Y_{i}\right|$ and $n$. No previously good vertex can become bad, as any consecutive set of vertices that starts at an unvisited vertex and includes $y$ must contain $v$ as well. Thus, the only bad vertex that could possibly have been added is $v$, resulting in the desired bound of at most $k$ bad vertices.

Let $V_{i}=\left(Y_{i} \cup B_{i}\right) \backslash\left\{r_{i}\right\}$. At the beginning of phase $i$ the random walk is at the vertex $s_{i} \in V_{i}$. Phase $i$ ends when the random walk exits $V_{i}$. Let $T_{i}$ denote the number of steps taken in phase $i$.

Lemma 2.2. $E\left[T_{i}\right]<\left(2\left|Y_{i}\right|\right)^{2}$.
Proof. By Lemma 2.1, and since $\left|V_{i}\right| \leq\left|Y_{i}\right|+\left|B_{i}\right|$, it follows that $\left|V_{i}\right|<2\left|Y_{i}\right|$. Phase $i$ ends when an edge leading out of $V_{i}$ is taken. One such edge is the edge connecting $s_{i}$ to $r_{i}$ on the Hamiltonian cycle. We claim that if we remove all other edges leading out of $V_{i}$, the expected time to leave $V_{i}$ remains at least $E\left[T_{i}\right]$.

Suppose we wish to remove a single edge $e$ between $u \in V_{i}$ and $v \notin V_{i}$. Instead of actually removing $e$, create a new auxiliary vertex $w \notin V_{i}$ and make $e$ connect $u$ with $w$. This does not change $E\left[T_{i}\right]$. Let $T^{\prime}$ denote the number of steps taken to exit $V_{i} \cup\{w\}$, not counting steps that traverse the edge $e$ (in either direction). Then $E\left[T^{\prime}\right] \geq E\left[T_{i}\right]$. Finally, remove $e$ completely, and observe that the expected time to leave $V_{i}$ remains $E\left[T^{\prime}\right]$.

After removing all edges but $e=\left\{s_{i}, r_{i}\right\}$ leading out of $V_{i}$, we are left with only the subgraph induced by $V_{i}$ and the edge $e$. Let $m_{i}$ denote the number of edges in this subgraph. Observe that if $i>1, m_{i} \leq\left|V_{i}\right|^{2} / 2$. (If $i=1, T_{i}=1$ and the lemma trivially holds.) Since the walk of phase $i$ starts at $s_{i}$ and since there is an edge connecting $s_{i}$ to $r_{i}$, the expected time to reach $r_{i}$ is at most $2 m_{i}$. (This is well known. See, e.g., Aleliunas et al. [4].)

We have bounded the duration of each phase. It remains to bound the number of phases.

Lemma 2.3. For any $k$, in the first $k$ phases at least $k / 2$ distinct vertices are visited.

Proof. Observe that each phase ends by either walking to the next vertex along the Hamiltonian cycle or "jumping" to a good vertex. Let $S$ be the sequence of starting vertices visited by the walk, $s_{1}, s_{2}, \ldots, s_{k}$. Partition $S$ into subsequences as follows: the first subsequence begins with $s_{1}$, and $s_{j}$ begins a new subsequence if and only if phase $j-1$ did not end at $r_{j-1}$. Then each subsequence begins with a good vertex, and at least half the vertices visited in it are new.

Note that given the definition of good vertices, it is possible that there may be many consecutive phases in the walk in which no new vertex is visited. However, this
can only occur if earlier in the same subsequence there were enough phases in which a new vertex was visited. Breaking the walk into subsequences, therefore, amounts to amortizing the cost of the phases in which no new vertex is found over the earlier phases in the same subsequence.

If $G$ has a Hamiltonian cycle, this completes the proof, as

$$
E[T(\mathcal{N})] \leq \sum_{i=1}^{2 \mathcal{N}} E\left[T_{i}\right]<\sum_{i=1}^{2 \mathcal{N}}\left(2\left|Y_{i}\right|\right)^{2}<8 \mathcal{N}^{3}
$$

If $G$ does not have a Hamiltonian cycle, we can use the following well-known lemma.
Lemma 2.4. For any connected graph, $G$, there is a cyclic ordering of its vertices, $w_{1}, w_{2}, \ldots, w_{n}$, such that the distance (the length of the shortest path in $G$ ) between any vertex and its successor is at most 3.

Proof. Let $G_{\text {span }}$ be a spanning tree of $G$. Traverse $G_{\text {span }}$ in depth-first search fashion, using vertices of even distance from the root to advance toward the leaves and vertices of odd distance from the root to backtrack. Let $w_{1}, w_{2}, \ldots, w_{n}$ be the vertex ordering derived from this traversal, where $w_{i}$ is the $i$ th vertex visited by the traversal. Then $w_{n}$ is a neighbor of $w_{1}$, the root of $G_{\text {span }}$, and for all $1 \leq i<n, w_{i}$ is at most distance 3 from $w_{i+1}$.

Using the ring obtained by Lemma 2.4 in place of a Hamiltonian cycle makes the expected time to leave $V_{i}$ at most three times as large, thus only affecting the constants involved.

Proof of Theorem 1.2. In Lemma 2.4 we show a way to arrange the vertices of a connected graph in a cyclic order. Arranging the edges in a cyclic order is even simpler. View each undirected edge as two anti-parallel directed edges (two directed edges are anti-parallel if they have the same endpoints, $u$ and $v$, but one is directed from $u$ to $v$, and the other directed from $v$ to $u$ ). The number of directed edges entering any vertex is equal to the number of directed edges leaving it. Hence the directed graph is Eulerian and has an Eulerian cycle. This Eulerian cycle induces a cyclic ordering on the directed edges and can replace the Hamiltonian cycle used in the proof of Theorem 1.1.

Now the proof technique of Theorem 1.1 can be applied to prove Theorem 1.2, with "directed edges" replacing "vertices" in a straightforward manner. For edges, however, Lemma 2.2 can be strengthened-in phase $i$, the set $V_{i}$ is now a set of edges and not a set of vertices, so the expected time to leave $V_{i}$ is $\left|V_{i}\right|$ instead of $\left|V_{i}\right|^{2}$. This yields a bound of $E[T(\mathcal{M})]=O\left(\mathcal{M}^{2}\right)$.

Proof of Theorem 1.3. Assume that $m \geq 2 \mathcal{M}$. The proof for the case $m<2 \mathcal{M}$ is much simpler. See, for example, the first part of the proof of Theorem 1.4.

As in the proof of Theorem 1.1, view the random walk as proceeding in phases. For any $i \geq 1$, at the beginning of phase $i$, we identify (as described later) a set of vertices $V_{i} \subset V$, a set of edges $E_{i} \subset E$, and a starting vertex $s_{i} \in V_{i}$-the last vertex visited in phase $i-1$. Phase $i$ starts with the random walk at $s_{i}$. Phase $i$ ends when the random walk exits the subgraph $G_{i}=\left(V_{i}, E_{i}\right)$. Phases where $s_{i}$ has many yet unvisited outgoing edges will also end if the walk returns to $s_{i}$. The whole walk ends when either $\mathcal{N}$ vertices or $\mathcal{M}$ edges are visited. This does not necessarily correspond to any fixed number of phases, making the analysis (of the expected number of steps taken by the walk) subtler than the analysis in the proof of Theorem 1.1, where the completion of $2 \mathcal{N}$ phases guaranteed the end of the walk.

View each undirected edge as two anti-parallel directed edges. Observe that traversing $2 \mathcal{M}-1$ distinct directed edges guarantees at least $\mathcal{M}$ distinct original
(undirected) edges are traversed. The set of outgoing edges from vertex $v$ is denoted by $\operatorname{Out}(v)$. Let $d(v)=|\operatorname{Out}(v)|$.

Let $v_{1}, v_{2}, \ldots, v_{n}$ be an arrangement of the vertices of $G$ along the ring obtained by Lemma 2.4. At the beginning of phase $i$, we identify the following vertices and sets of vertices and edges.

Starting vertex. The vertex $s_{i}$ at which the walk of phase $i-1$ ended (if $i>1$ ); $s_{1}$ is the starting vertex of the whole random walk.
Right vertex. The vertex $r_{i}$ following $s_{i}$ in the ring of vertices.
Traversed edges. The set $F_{i} \subset E$ of edges traversed in previous steps by the walk.
Visited vertices. The set $Y_{i} \subseteq V$ of vertices visited in previous steps by the walk; note that $s_{i} \in Y_{i}$.
Exhausted vertices. The set $X_{i} \subseteq Y_{i}$ of vertices, $x$, such that at least half of the outedges from $x$ have been traversed in previous steps by the walk.
Good vertices. The set of vertices $U_{i}$ with the following property: As in the proof of Theorem 1.1, let $R_{v_{j}, \ell}$, for $1 \leq \ell \leq n$, be the set of $\ell$ consecutive vertices $\left\{v_{j}, v_{j+1}, \ldots, v_{j+\ell-1}\right\}$ on the ring of vertices. Define $g_{i}(v)$ to be $\max \left(0,\lceil d(v) / 2\rceil-\left|F_{i} \cap \operatorname{Out}(v)\right|\right)$, that is, the number of untraversed outedges of $v$ that would have to be traversed for $v$ to become exhausted. For a vertex $v_{j}, v_{j} \in U_{i}$ if and only if for all $\ell, 1 \leq \ell \leq n$,

$$
\sum_{v_{k} \in R_{v_{j}, \ell}} g_{i}\left(v_{k}\right) \geq(2 \mathcal{M} / \mathcal{N})\left|R_{v_{j}, \ell} \cap X_{i}\right| .
$$

Note that a visited vertex can be good, but an exhausted vertex cannot. Note also that $s_{1}$ is a good vertex in phase 1 .
Bad vertices. The set of vertices $B_{i}$ that are not good.
Good edges. The set of untraversed edges $D_{i} \subseteq E \backslash F_{i}$ that exit from good vertices.
Bad edges. The set of edges $C_{i}$ that are neither good nor traversed.
Informally, the definition of good vertices above is similar to the definition of good vertices in the proof of Theorem 1.1. In that proof, each subsequence (see the proof of Lemma 2.3) begins at a good vertex and progresses along the ring. The definition of a good vertex ensures that the number of previously unvisited vertices visited during the subsequence is at least a constant fraction of the number of phases in the subsequence. In this proof, a subsequence again starts at a good vertex, but the walk does not progress along the ring until the current vertex is exhausted. This definition of good vertices ensures that the number of previously untraversed edges that are traversed during a subsequence is at least $2 \mathcal{M} / \mathcal{N}$ times the number of exhausted vertices that are starting vertices in the phases in the subsequence. This property is used in Lemma 2.9 to bound the number of phases that begin at exhausted vertices.

The following lemma gives a bound on $\left|C_{i}\right|$.
Lemma 2.5. For every $i,\left|C_{i}\right| \leq\left|F_{i}\right|+4 \mathcal{M}\left(1+\left|X_{i}\right| / \mathcal{N}\right)$. In particular, for $\left|F_{i}\right|<2 \mathcal{M},\left|C_{i}\right|<10 \mathcal{M}$.

Proof. Consider the ring of vertices at the beginning of phase $i$. For any vertex $v$, let $g_{i}^{\prime}(v)=\max \left(0, d(v)-2\left|F_{i} \cap \operatorname{Out}(v)\right|\right)$, and mark $g_{i}^{\prime}(v)$ of $v$ 's untraversed outedges. Since $2\left|F_{i}\right|+\sum_{v} g_{i}^{\prime}(v) \geq 2 m$, the number of untraversed edges in $G$ that are not marked is at most $\left|F_{i}\right|$. We will show by induction on $\left|X_{i}\right|$ that the number of marked edges that are bad is no more than $4 \mathcal{M}\left(1+\left|X_{i}\right| / \mathcal{N}\right)$. Hence the total number of bad edges is as claimed in the lemma.

To bound the number of marked edges that are bad, we prove the following lemma. The lemma is more general than is necessary, since it considers not only configurations of marked edges and exhausted vertices that could be a result of random walks on graphs but also configurations that could not.

Lemma 2.6. Consider a ring of $n$ vertices, and let $k<\mathcal{N} \leq n$. Choose $k$ of the vertices in an arbitrary way and mark them as exhausted. Distribute an arbitrary number of tokens on the unexhausted vertices of the ring in an arbitrary way. A vertex $v$ is bad if for some $\ell \leq n$, the number of tokens encountered by taking $\ell$ steps to the right (including the tokens on $v$ itself) is less than $4 \mathcal{M} / \mathcal{N}$ times the number of exhausted vertices encountered by such a walk. A token is bad if it is placed on a bad vertex. Then for any $n, \mathcal{N}, \mathcal{M}$, and $k$, the number of bad tokens is at most $4 \mathcal{M}(1+k / \mathcal{N})$.

Proof. The lemma is proved by induction on $k$. If $k=0$, then for all values of $n$, $\mathcal{N}$, and $\mathcal{M}$, there are no bad tokens, and the lemma holds.

Assume the lemma is true for $k=j$, for all values of $n, \mathcal{N}$, and $\mathcal{M}$, where $k<\mathcal{N} \leq n$. Prove for $k=j+1$ and arbitrary $n, \mathcal{N}$, and $\mathcal{M}$, where $k<\mathcal{N} \leq n$.

Consider a walk backward along the ring from some exhausted vertex, $v$. After a certain number of steps along the ring, the walk will have encountered $4 \mathcal{M} / \mathcal{N}$ tokens. Let $y_{v}$ be the vertex where this walk from $v$ first reaches its $(4 \mathcal{M} / \mathcal{N})$ th token. Because there are at least $4 \mathcal{M}$ tokens (otherwise, the lemma trivially holds) and at most $\mathcal{N}$ exhausted vertices, there must be some exhausted vertex $v$ such that the walk from $v$ to $y_{v}$ visits no exhausted vertex besides $v$.

Let $v$ be such a vertex and $\mathcal{T}_{v}$ be the first $4 \mathcal{M} / \mathcal{N}$ tokens encountered by this walk (this may include only some of the tokens placed on $y_{v}$ ). Remove from the ring the tokens $\mathcal{I}_{v}$, and make $v$ not exhausted. Thus, $k$ is decreased by 1 . Now the induction hypothesis holds, so there are at most $4 \mathcal{M}(1+(k-1) / \mathcal{N})$ bad tokens.

Add the tokens in $\mathcal{T}_{v}$ back to the ring, mark $v$ as exhausted, and restore the value of $k$. The tokens in $\mathcal{T}_{v}$ may be bad, but no token $t$ that is not in $\mathcal{T}_{v}$ and was not previously bad can become bad, as any walk from $t$ that includes $v$ must include all the tokens between $y_{v}$ and $v$ as well. So the number of bad tokens increases by at most $4 \mathcal{M} / \mathcal{N}$, proving the lemma.

Observe that for any subset $V_{s}$ of the vertices, $\sum_{v \in V_{s}} g_{i}(v) \geq\left(\sum_{v \in V_{s}} g_{i}^{\prime}(v)\right) / 2$. By considering marked edges as the tokens of Lemma 2.6 and bad marked edges as the bad tokens, the proof of Lemma 2.5 follows.

The definition of the subgraph $G_{i}=\left(V_{i}, E_{i}\right)$ and the stopping condition for phase $i$ depends on whether $s_{i}$ is exhausted or not. At the beginning of phase $i$, the random walk is at the vertex $s_{i} \in V_{i}$.

If $s_{i}$ is not exhausted, $V_{i}=B_{i} \cup\left\{s_{i}\right\}, E_{i}$ are all the edges with both endpoints in $V_{i}$, along with the edges out of $s_{i}$ and the edges into $s_{i}$; and phase $i$ ends when the random walk returns to $s_{i}$ or exits $G_{i}$ by visiting a vertex in $U_{i}$.

If $s_{i}$ is exhausted, $V_{i}=B_{i} \backslash\left\{r_{i}\right\} ; E_{i}$ are all the edges with both endpoints in $V_{i}$, along with the edges along a shortest path from $s_{i}$ to $r_{i}$ and the edges anti-parallel to the edges in this path; and phase $i$ ends when the random walk exits $G_{i}$ by visiting a vertex in $U_{i} \cup\left\{r_{i}\right\}$.

Let $T_{i}$ denote the number of steps taken in phase $i$.
Lemma 2.7. If phase $i$ begins at an unexhausted vertex, $v, E\left[T_{i}\right]<12 \mathcal{M} / d(v)+2$.
Proof. The number of edges in $G_{i}$ is no more than the number of outedges from vertices in $V_{i}$ plus the edges into $s_{i}$. An outedge from a bad vertex is either bad or traversed, so $\left|E_{i}\right| \leq\left|F_{i}\right|+\left|C_{i}\right|+2 d(v)$. Therefore, by Lemma 2.5, if $\left|F_{i}\right|<2 \mathcal{M}$, then
$\left|E_{i}\right|<12 \mathcal{M}+2 d(v)$.
It is well known that on an undirected graph with $m_{i}$ edges the expected time for a random walk that starts at vertex $v$ to return to $v$ is $2 m_{i} / d(v) . G_{i}$ is equivalent to an undirected graph with $\left|E_{i}\right| / 2$ edges, since if a directed edge $e$ is in $E_{i}$, the edge anti-parallel to $e$ is in $E_{i}$ as well. The degree of $v$ in $G_{i}$ is the same as its degree in $G$; therefore, the expected length of a phase that begins at an unexhausted vertex, $v$, is no more than $12 \mathcal{M} / d(v)+2$.

Lemma 2.8. If phase $i$ begins at an exhausted vertex, $E\left[T_{i}\right]<36 \mathcal{M}+15$.
Proof. The only edges in $E_{i}$ that may not be outedges from bad or exhausted vertices are the edges in the path from $s_{i}$ to $r_{i}$ and the edges anti-parallel to these edges. By the construction of the ring of vertices, this path is of length 3 or less, and the first outedge in the path from $s_{i}$ is from an exhausted vertex, so there are at most five such edges, and $\left|E_{i}\right| \leq\left|F_{i}\right|+\left|C_{i}\right|+5<12 \mathcal{M}+5$. Using a proof similar to the proof of Lemma 2.2, the expected length of such a phase is less than the distance from $s_{i}$ to $r_{i}$ times $\left|E_{i}\right|$.

We have bounded the duration of each phase. It remains to bound the number of phases. Call phases that start at unexhausted vertices short phases and phases that start at exhausted vertices long phases. The walk ends when $\left|Y_{i}\right| \geq \mathcal{N}$ or $\left|F_{i}\right| \geq$ $2 \mathcal{M}-1$. Since we are considering directed edges, this will ensure that either $\mathcal{N}$ vertices were visited or $\mathcal{M}$ undirected edges were traversed. To analyze the expected number of phases of the walk, consider the following two stopping conditions.

1. At least $\mathcal{N}$ distinct vertices were the starting vertices of phases. Clearly, this implies that $\mathcal{N}$ vertices were visited.
2. There were at least $2 \mathcal{N}$ long phases. This implies that at least $2 \mathcal{M}$ edges have been visited, by the following lemma.

Lemma 2.9. If $m \geq 2 \mathcal{M}, 2 \mathcal{N}$ long phases occur, and no more than $\mathcal{N}$ distinct vertices are the starting vertices of these long phases, then at least $2 \mathcal{M}$ edges are traversed.

Proof. Similar to the proof of Lemma 2.3, observe that each phase ends by either walking to the next vertex in the ring, returning to the starting vertex, or "jumping" to a good vertex. Let $S$ be the sequence of starting vertices visited by the walk, $s_{1}, s_{2}, \ldots, s_{k}$. Partition $S$ into subsequences as follows. The first subsequence begins with $s_{1}$, and $s_{j}$ begins a new subsequence if and only if phase $j-1$ was long and did not end at $r_{j-1}$ or phase $j-1$ was short and did not end at $s_{j-1}$. Then each subsequence begins with a good vertex (and a short phase) and continually exhausts its current vertex and steps to the next vertex in the ring. Because $m \geq 2 \mathcal{M}$, a subsequence that begins at $s_{j}$ cannot step completely around the ring and return to $s_{j}$. We use the following property: For a subsequence $S_{j}$ beginning with phase $k$, at least $2 q(\mathcal{M} / \mathcal{N})$ edges are traversed for the first time in the phases of $S_{j}$ before the $q$ th vertex in $X_{k}$ appears as a starting vertex in $S_{j}$. This must be true by the definition of a good vertex. With each vertex $v$ of $X_{k}$ we can therefore associate $2 \mathcal{M} / \mathcal{N}$ untraversed edges that must be traversed if $v$ is to start a phase within the subsequence, associating each untraversed edge with at most one vertex of $X_{k}$.

Now consider the $2 \mathcal{N}$ long phases. They start at no more than $\mathcal{N}$ distinct vertices, so at least $\mathcal{N}$ of them start at a vertex that was the starting vertex of a previous long phase. Let phase $i$ be such a phase, and assume that it is part of a subsequence that begins with phase $k$. Then $s_{i}$ must already have been exhausted when phase $k$ was begun, implying that we can identify $2 \mathcal{M} / \mathcal{N}$ edges that were first traversed between phases $k$ and $i$ and associate them with phase $i$. Altogether, from all long phases, we
can identify at least $\mathcal{N} \cdot 2 \mathcal{M} / \mathcal{N}=2 \mathcal{M}$ distinct traversed edges.
By Lemma 2.9, there are at most $2 \mathcal{N}$ long phases and each long phase takes expected time no more than $36 \mathcal{M}+15$, so the long phases contribute a total of $O(\mathcal{N M})$ to the expected number of steps in the walk. To analyze the contribution of the short phases, let $v_{i}$ denote the $i$ th distinct vertex that was discovered by the walk and $E\left[v_{i}\right]$ denote the expected number of short phases that start at $v_{i}$. For each such phase, the probability that the first step of the walk traverses a yet untraversed outedge from $v_{i}$ is at least $1 / 2$ since the majority of edges leading out of $v_{i}$ are untraversed. Therefore $E\left[v_{i}\right]$ is no more than $d\left(v_{i}\right)$. If $d\left(v_{i}\right)>2 \mathcal{M}$, similar reasoning shows that $E\left[v_{i}\right]$ is no more than $2 \mathcal{M}$ since the walk can stop after $\mathcal{M}$ distinct outedges of $v_{i}$ are traversed. The expected number of steps in a short phase is no more than $12 \mathcal{M} / d\left(v_{i}\right)+2$, so it follows by Wald's Equation (see Ross [21, page 38], for example) that the expected number of steps spent on short phases that begin at $v_{i}$ is no more than $\left(12 \mathcal{M} / d\left(v_{i}\right)+2\right) \cdot \min \left(d\left(v_{i}\right), 2 \mathcal{M}\right) \leq 16 \mathcal{M}$. The short phases therefore contribute a total of $O(\mathcal{N M})$ to the expected number of steps in the walk.

Proof of Theorem 1.4. To show that $E[T(\mathcal{N})]=O(m \mathcal{N})$, we distinguish between two cases. The case $\mathcal{N} \geq n / 2$ is handled by Aleliunas et al. [4], who show that $E[T(n)]=O(m n)$. For the case $\mathcal{N}<n / 2$, consider the proof of Theorem 1.1. The maximum distance between consecutive vertices on the ring is 3 , so the expected time of each phase is at most $6 m$, and the proof follows.

To show that $E[T(\mathcal{M})]=O(n \mathcal{M})$, we again distinguish between two cases. The case $\mathcal{M}>m / 2$ is handled by Zuckerman [23], who shows that $E[T(m)]=O(m n)$. For the case $\mathcal{M} \leq m / 2$, consider the proof of Theorem 1.3 with $\mathcal{N}=n$. Observe that by Lemma 2.9, in order to visit $\mathcal{M}$ distinct edges, it suffices to have $2 n$ phases that start at exhausted vertices. Hence the expected number of steps spent on phases that start at exhausted vertices is $O(\mathcal{M} n)$. Likewise, since the graph has only $n$ vertices, the expected number of steps spent on phases that start at vertices that are not exhausted is also $O(\mathcal{M} n)$ (the fact that the random walk may not stop at the time that all vertices of $G$ are visited does not affect this argument). The proof follows.
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#### Abstract

A slightly random source (with bias $\epsilon$ ) is a sequence $\mathbf{x}=\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right)$ of random bits such that the conditional probability that $\mathbf{x}_{i}=1$, given the outcomes of the first $i-1$ bits, is always between $\frac{1}{2}-\epsilon$ and $\frac{1}{2}+\epsilon$. Given a subset $S$ of $\{0,1\}^{n}$, define its $\epsilon$-biased probability to be the minimum of $\operatorname{Pr}[\mathbf{x} \in S]$ over all slightly random sources $\mathbf{X}$ with bias $\epsilon$. It is shown that, for every fixed $\epsilon<\frac{1}{2}$ and almost every subset $S$ of $\{0,1\}^{n}$, the $\epsilon$-biased probability of $S$ is bounded away from 0 .
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## 1. Introduction.

1.1. Statement of problem. Randomized algorithms and cryptographic protocols usually assume access to a source of perfectly random bits. Unfortunately, physical sources of randomness (see Murry [10]) are not perfectly random. Can we nevertheless use such biased sources for random purposes? The purpose of this paper is to analyze the expected performance of one such source, that is, the slightly random source due to Santha and Vazirani [11].

A slightly random source (with bias $0 \leq \epsilon \leq \frac{1}{2}$ ) is a sequence $\mathbf{x}=\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right)$ of random bits such that the conditional probability that $\mathbf{x}_{i}=1$, given the outcomes of the first $i-1$ bits, is always between $\frac{1}{2}-\epsilon$ and $\frac{1}{2}+\epsilon$. Intuitively, we are flipping a bunch of coins, but our adversary, who knows the complete history of previous coin flips, gets to choose the bias of each coin.

In the application to randomized algorithms, there is a "witness set" $S$ that we are trying to hit, where $S$ is some subset of $\{0,1\}^{n}$ (the set of all binary sequences of length $n$ ). Define the $\epsilon$-biased probability $\operatorname{Pr}_{\epsilon}(S)$ of $S$ by

$$
\operatorname{Pr}_{\epsilon}(S)=\min _{\mathbf{x}} \operatorname{Pr}[\mathbf{x} \in S],
$$

where $\mathbf{x}$ ranges over all slightly random sources with bias $\epsilon$. For example, $\operatorname{Pr}_{0}(S)=$ $|S| / 2^{n}$, whereas $\operatorname{Pr}_{1 / 2}(S)=0$ (unless $S=\{0,1\}^{n}$ ). Intuitively, the $\epsilon$-biased probability measures the minimum odds of hitting $S$ when our adversary, who knows $S$, gets to choose the source.

Is the $\epsilon$-biased probability of a witness set $S$ always within a constant factor of $|S| / 2^{n}$ ? Unfortunately, the answer is no, as observed by Alon and Rabin [2]. As a

[^3]counterexample, consider the majority set (for an odd integer $n$ )
$$
\mathrm{MAJ}=\left\{x \in\{0,1\}^{n}: \sum_{i=1}^{n} x_{i}>\frac{n}{2}\right\}
$$
whose unbiased probability is $\frac{1}{2}$, but whose $\epsilon$-biased probability is exponentially small for every fixed $\epsilon>0$. Consequently it is impossible to obtain a strong bound for every witness set.

Instead, lowering our sights a little, let us aim for a bound that applies to almost every witness set. (Here $S$ ranges uniformly over all subsets of $\{0,1\}^{n}$, and "almost every" means a $1-o(1)$ fraction as $n$ tends to infinity.) Alon and Rabin [2] showed that for $\epsilon<\frac{1}{2}(\sqrt{2}-1) \approx 0.207$, the $\epsilon$-biased probability of almost every witness set is bounded away from 0 . They posed the question of whether the same conclusion holds for every $\epsilon<\frac{1}{2}$.
1.2. Statement of results. Our main result is an affirmative answer to the Alon-Rabin question. More precisely, we show that for every $\epsilon<\frac{1}{2}$ there is a constant $c_{\epsilon}>0$ such that almost every witness set has $\epsilon$-biased probability at least $c_{\epsilon}$.

The constant $c_{\epsilon}$ necessarily tends to 0 as $\epsilon$ increases to $\frac{1}{2}$. Our proof shows that $c_{\epsilon}$ is at least $p^{O(\log (1 / p))}$, where $p=\frac{1}{2}-\epsilon$. We do not know if this lower bound can be improved.

Our work actually applies to a more general situation than the one described above. First, the witness set need not have a uniform distribution; all that matters is that the events " $x \in S$ " (for $x$ in $\{0,1\}^{n}$ ) be mutually independent. Second, the source need not output merely bits; any finite alphabet will do (example: dice). For simplicity, we omit these generalizations.

Our techniques also apply to the problems of collective coin-flipping and leader election in the perfect-information model [4], [5]. In parallel and distributed computing, a set of processors often has to produce the same random bit in order to perform some task. We would like to design a coin-flipping protocol that works even against many faulty processors. A protocol is said to be t-resilient if the probability of producing "heads" is bounded away from 0 and 1 , given that the number of faulty processors is at most $t$. Under the perfect-information model, Alon and Naor [1] showed the existence of protocols that are $\epsilon n$-resilient for every $\epsilon<\frac{1}{3}$. Combining techniques from their paper and the present paper, we show in [7] that the Alon-Naor protocols are actually $\epsilon n$-resilient for every $\epsilon<\frac{1}{2}$.
1.3. Significance of work. The slightly random source is quite general and models many real-world sources. It allows many kinds of correlation among the random bits. It permits the adversary to know the witness set, to know the complete history of previous coins, and to be computationally powerful. Our result holds for any $\epsilon$ less than $\frac{1}{2}$, which means that the coins may be arbitrarily biased.

Our proof technique is interesting as well. Alon and Rabin [2] used a secondmoment method to analyze the underlying random process. Unfortunately, this method provably fails for $\epsilon$ larger than $\frac{1}{2}(\sqrt{2}-1) \approx 0.207$. Instead, we analyze a higher moment of the random process. Because higher moments have fewer properties than does the second moment, many technical complications arise. Nevertheless, through the judicious use of classical inequalities, we are able to make this higher moment method succeed.
1.4. Relation to previous work. Santha and Vazirani [11] invented the model of slightly random sources. They showed how to approximate perfect randomness by using more than $\Omega(\log n)$ independent slightly random sources. Later, Vazirani [13] showed how to approximate true randomness using just two independent slightly random sources. In both cases, more than one source is required, and the sources are assumed to be statistically independent. In our problem, only one source is permitted.

Vazirani and Vazirani [14] showed how to simulate the complexity class BPP using just one slightly random source. Chor and Goldreich [8] showed how to simulate BPP using a weaker source, called a "probability-bounded" source. Zuckerman [15] showed how to simulate BPP using an even weaker source, called a " $\delta$-source." In all three cases, they transform the bits of the imperfect source to create a polynomial number of $n$-bit strings, most of which will be witnesses with high probability. In our problem, no transformation is permitted; we must use the random bits directly. This restriction has the advantage that the resulting algorithm, when it works, will be more efficient.

Shamir [12] found an alternative proof of the Alon-Rabin result based on an interesting martingale technique. Unfortunately, and coincidentally, his proof also works only when $\epsilon<\frac{1}{2}(\sqrt{2}-1) \approx 0.207$.

Ben-Or, Linial, and Saks [5] have written a delightful survey on imperfect random sources and the collective coin-flipping problem.
2. Proof of main result. In this section, we prove that the $\epsilon$-biased probability of almost every witness set is bounded away from 0 , for every $0 \leq \epsilon<\frac{1}{2}$. From now on, fix such an $\epsilon$.

We begin with an interesting function that is intimately connected to slightly random sources. Given a vector $x=\left(x_{1}, x_{2}\right)$ in $\Re^{2}$, define its biased mean by

$$
\begin{equation*}
B(x)=\min \left(p_{1} x_{1}+p_{2} x_{2}, p_{2} x_{1}+p_{1} x_{2}\right), \tag{1}
\end{equation*}
$$

where $p_{1}=\frac{1}{2}-\epsilon$ and $p_{2}=\frac{1}{2}+\epsilon$. There are three other, equivalent, ways to define biased mean:

$$
\begin{equation*}
B(x)=p_{1} \max \left(x_{1}, x_{2}\right)+p_{2} \min \left(x_{1}, x_{2}\right) \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
B(x)=\min _{p_{1} \leq p \leq p_{2}}\left[p x_{1}+(1-p) x_{2}\right] . \tag{4}
\end{equation*}
$$

Notice that biased mean is an increasing function of its two arguments, which is easy to see from (1), (2), or (4).

As an application of biased mean, we show how to calculate recursively the $\epsilon$ biased probability of a witness set $S \subseteq\{0,1\}^{n}$ (for $n \geq 1$ ). Let $S_{0}$ and $S_{1}$ be the ( $n-1$ )-dimensional slices of $S$ defined as

$$
\begin{aligned}
& S_{0}=\left\{x \in\{0,1\}^{n-1}: 0 x \in S\right\} \\
& S_{1}=\left\{x \in\{0,1\}^{n-1}: 1 x \in S\right\} .
\end{aligned}
$$

Then it is not hard to see that

$$
\begin{equation*}
\operatorname{Pr}_{\epsilon}(S)=B\left(\operatorname{Pr}_{\epsilon}\left(S_{0}\right), \operatorname{Pr}_{\epsilon}\left(S_{1}\right)\right) \tag{5}
\end{equation*}
$$

The proof uses (4) together with the definitions of biased probability and slightly random source.

We next define a related transformation of probability distributions. Let $D$ be a probability distribution on the real numbers. Define $\beta(D)$, the biased-mean transformation of $D$, to be the probability distribution of the random variable $B\left(x_{1}, x_{2}\right)$, where $x_{1}$ and $x_{2}$ are independent random variables with distribution $D$.

We are particularly interested in iterating this biased-mean transformation. Let $D_{0}$ be the uniform distribution on the two-element space $\{0,1\}$. For $i \geq 1$, define $D_{i}=\beta\left(D_{i-1}\right)$. Then it is not hard to see that the random variable $\operatorname{Pr}_{\epsilon}(S)$, where $S$ is a random subset of $\{0,1\}^{n}$, has distribution $D_{n}$. The proof is by induction on $n$, using the recursive formula (5). This result provides a useful bridge between biased probability and the distribution $D_{n}$. Using this bridge, all we need to show is that the distribution $D_{n}$ is concentrated away from 0 , as $n$ tends to infinity.

We next define a generalization of the variance of a probability distribution. Given a real probability distribution $D$ and a nonnegative real number $d$, define the $d$ th moment of $D$ by

$$
\mathrm{M}_{d}(D)=\mathrm{E}\left(|x-y|^{d}\right),
$$

where $x$ and $y$ are independent random variables with distribution $D$. For example, it is easy to see that $\mathrm{M}_{2}(D)=2 \operatorname{Var}(D)$, where Var represents variance. There are some known relations between the various moments. For instance, the power-mean inequality [9] implies the inequality

$$
\begin{equation*}
\mathrm{M}_{c}(D)^{1 / c} \leq \mathrm{M}_{d}(D)^{1 / d} \tag{6}
\end{equation*}
$$

whenever $0<c \leq d$.
We next describe our approach to analyzing the distribution $D_{n}$. Taking expected values of (3) shows that, for every real probability distribution $D$,

$$
\begin{equation*}
\mathrm{E}(\beta(D))=\mathrm{E}(D)-\epsilon \mathrm{M}_{1}(D) \tag{7}
\end{equation*}
$$

and hence (for $i \geq 1$ )

$$
\begin{equation*}
\mathrm{E}\left(D_{i}\right)=\mathrm{E}\left(D_{i-1}\right)-\epsilon \mathrm{M}_{1}\left(D_{i-1}\right) \tag{8}
\end{equation*}
$$

Therefore, to show that the expectation of $D_{n}$ is large, we will show that the moments $\mathrm{M}_{1}\left(D_{i}\right)$ are small. Alon and Rabin [2] used the second-moment method. They showed that $\mathrm{M}_{2}\left(D_{i}\right)$ geometrically contracts as $i$ increases, for small $\epsilon$. This implies an exponentially small bound for $\mathrm{M}_{1}\left(D_{i}\right)$, thereby providing the result. Unfortunately, the contraction holds only when $\epsilon<\frac{1}{2}(\sqrt{2}-1) \approx 0.207$.

Instead, we shall show that for every $\epsilon<\frac{1}{2}$ and every sufficiently large number $d$, the $d$ th moment $\mathrm{M}_{d}\left(D_{i}\right)$ geometrically contracts as $i$ increases.

Given a vector $x$ in $\Re^{2}$, define its biased norm by

$$
\|x\|=\max \left(\left|p_{1} x_{1}+p_{2} x_{2}\right|,\left|p_{2} x_{1}+p_{1} x_{2}\right|\right) .
$$

Our first lemma says that biased mean is a Lipschitz continuous function.
Lemma 2.1. If $x$ and $y$ are two vectors in $\Re^{2}$, then

$$
|B(x)-B(y)| \leq\|x-y\|
$$

Proof. Let $\delta=\|x-y\|$. The definition of $\delta$ implies the two inequalities

$$
\begin{aligned}
& p_{1} x_{1}+p_{2} x_{2} \leq p_{1} y_{1}+p_{2} y_{2}+\delta \\
& p_{2} x_{1}+p_{1} x_{2} \leq p_{2} y_{1}+p_{1} y_{2}+\delta
\end{aligned}
$$

By the definition of $B$, the minimum of the two left-hand expressions is $B(x)$; the minimum of the two right-hand expressions is $B(y)+\delta$. Hence $B(x) \leq B(y)+\delta$. By symmetry, it follows that $B(y) \leq B(x)+\delta$. Combining these last two inequalities leads to the desired result.

The next lemma bounds the biased norm by more classical norms.
Lemma 2.2. If $x$ is a vector in $\Re^{2}$ and $d>1$ is a real number, then

$$
\left\|\left(x_{1}, x_{2}\right)\right\|^{d}+\left\|\left(-x_{1}, x_{2}\right)\right\|^{d} \leq c\left(\left|x_{1}\right|^{d}+\left|x_{2}\right|^{d}\right)
$$

where $c=\left(p_{1}^{d / d-1}+p_{2}^{d / d-1}\right)^{d-1}+p_{2}^{d}$.
Proof. Assume that $x_{1}$ and $x_{2}$ are nonnegative. (The other three cases are similar.) The first term on the left is dealt with using Hölder's inequality [9]. That inequality tells us that

$$
\left|p_{1} x_{1}+p_{2} x_{2}\right|^{d} \leq\left(p_{1}^{d / d-1}+p_{2}^{d / d-1}\right)^{d-1}\left(\left|x_{1}\right|^{d}+\left|x_{2}\right|^{d}\right)
$$

The same bound holds for $\left|p_{2} x_{1}+p_{1} x_{2}\right|^{d}$ and, hence, for $\left\|\left(x_{1}, x_{2}\right)\right\|^{d}$.
The second term on the left is even easier to deal with. We have

$$
\begin{aligned}
\left|-p_{1} x_{1}+p_{2} x_{2}\right|^{d} & \leq \max \left(p_{1}\left|x_{1}\right|, p_{2}\left|x_{2}\right|\right)^{d} \\
& \leq p_{1}^{d}\left|x_{1}\right|^{d}+p_{2}^{d}\left|x_{2}\right|^{d} \\
& \leq p_{2}^{d}\left(\left|x_{1}\right|^{d}+\left|x_{2}\right|^{d}\right)
\end{aligned}
$$

The same bound holds for $\left|-p_{2} x_{1}+p_{1} x_{2}\right|^{d}$ and, hence, for $\left\|\left(-x_{1}, x_{2}\right)\right\|^{d}$. Adding the bounds for the two terms on the left completes the proof.

We obtain the following corollary by bounding the change in biased mean.
Corollary 2.3. If $x$ and $y$ are two vectors in $\Re^{2}$ and $d>1$ is a real number, then

$$
\left|B\left(x_{1}, x_{2}\right)-B\left(y_{1}, y_{2}\right)\right|^{d}+\left|B\left(y_{1}, x_{2}\right)-B\left(x_{1}, y_{2}\right)\right|^{d} \leq c\left(\left|x_{1}-y_{1}\right|^{d}+\left|x_{2}-y_{2}\right|^{d}\right)
$$

where $c=\left(p_{1}^{d / d-1}+p_{2}^{d / d-1}\right)^{d-1}+p_{2}^{d}$.
Proof. Apply Lemma 2.1 to both terms on the left, and then apply Lemma 2.2.

Next we introduce randomness into the picture.
Corollary 2.4. Let $x$ and $y$ be two random vectors in $\Re^{2}$ such that $x_{1}, x_{2}, y_{1}$, and $y_{2}$ are independent and such that $x_{1}$ and $y_{1}$ are identically distributed. Then for every real number $d>1$,

$$
\mathrm{E}\left(|B(x)-B(y)|^{d}\right) \leq \frac{c}{2} \mathrm{E}\left(\left|x_{1}-y_{1}\right|^{d}+\left|x_{2}-y_{2}\right|^{d}\right)
$$

where $c=\left(p_{1}^{d / d-1}+p_{2}^{d / d-1}\right)^{d-1}+p_{2}^{d}$.
Proof. Take expected values of both sides of the inequality in Corollary 2.3. The two terms on the left-hand side have the same expected value, because the tuple
$\left(x_{1}, x_{2}, y_{1}, y_{2}\right)$ has the same distribution as the tuple ( $y_{1}, x_{2}, x_{1}, y_{2}$ ). Dividing by 2 gives the result.

We finally obtain the contraction theorem that we have been seeking, namely, that $\beta$ is a contracting transformation.

Theorem 2.5. If $D$ is a real probability distribution and $d>1$ is a real number, then

$$
\mathrm{M}_{d}(\beta(D)) \leq c \mathrm{M}_{d}(D)
$$

where $c=\left(p_{1}^{d / d-1}+p_{2}^{d / d-1}\right)^{d-1}+p_{2}^{d}$.
Proof. Let $x_{1}, x_{2}, y_{1}$, and $y_{2}$ be independent random variables with distribution $D$. Then Corollary 2.4 applies. The left side of the inequality in Corollary 2.4 is simply $\mathrm{M}_{d}(\beta(D))$ because $B(x)$ and $B(y)$ are independent random variables having distribution $\beta(D)$. The right side has two weighted copies of $\mathrm{M}_{d}(D)$, for a total of $c \mathrm{M}_{d}(D)$. The two sides complete the proof.

Theorem 2.5 is a contraction result: The constant $c$ can be made less than 1 by choosing $d$ sufficiently large. This is because as $d$ tends to infinity the value of $c$ tends to $p_{1}^{p_{1}} p_{2}^{p_{2}}<1$. In fact, the choice $d=\frac{1}{p_{1}} \log \frac{1}{p_{1}}$ makes $c<1$.

Next, we will attempt to show that the expectation $\mathrm{E}\left(D_{n}\right)$ at the root is bounded away from 0 .

Theorem 2.6. For every $0 \leq \epsilon<1 / 2$, the final expectation $\mathrm{E}\left(D_{n}\right)$ is at least $\mathrm{E}\left(D_{0}\right)-\frac{\epsilon\left(\mathrm{M}_{d}\left(D_{0}\right)\right)^{1 / d}}{1-c^{1 / d}}$, where $c=\left(p_{1}^{d / d-1}+p_{2}^{d / d-1}\right)^{d-1}+p_{2}^{d}$.

Proof. Applying Theorem 2.5 iteratively shows that $\mathrm{M}_{d}\left(D_{i}\right) \leq c^{i} \mathrm{M}_{d}\left(D_{0}\right)$. By applying Jensen's inequality [9] and Theorem 2.5 and summing up the resulting geometric series, we get

$$
\begin{aligned}
\mathrm{E}\left(D_{n}\right) & =\mathrm{E}\left(D_{0}\right)-\epsilon \sum_{i=0} n-1 \mathrm{M}_{1}\left(D_{i}\right) \\
& \geq \mathrm{E}\left(D_{0}\right)-\epsilon \sum_{i=0} n-1\left(\mathrm{M}_{d}\left(D_{i}\right)\right)^{1 / d} \\
& \geq \mathrm{E}\left(D_{0}\right)-\epsilon \sum_{i=0} n-1\left(c^{i} \mathrm{M}_{d}\left(D_{0}\right)\right)^{1 / d} \\
& \geq \mathrm{E}\left(D_{0}\right)-\frac{\epsilon\left(\mathrm{M}_{d}\left(D_{0}\right)\right)^{1 / d}}{1-c^{1 / d}} .
\end{aligned}
$$

We still have not shown that $\mathrm{E}\left(D_{n}\right)$ is bounded away from 0 for every $\epsilon<\frac{1}{2}$. That is because as $\epsilon$ approaches $\frac{1}{2}$, the value of $d$ approaches infinity, causing $1-c^{1 / d}$ to approach 0 , which renders the bound of Theorem 2.6 useless. Instead, we will start with another initial distribution for which it is clear that the final expectation is bounded away from 0 , and then we will use a majorizing argument to show the same for our original initial distribution. The same idea was used by Alon and Rabin [2].

A random variable $X$ is said to stochastically dominate a random variable $Y$ if $\operatorname{Pr}[X \geq t]$ is at least $\operatorname{Pr}[Y \geq t]$ for every $t$. Denote this by $X \prec Y$. We need the following well-known property of stochastic dominance.

Lemma 2.7 (Stoyan Theorem 2.2.4). Let the random variables $X_{1}, X_{2}, Y_{1}, Y_{2}$ be such that $X_{1} \prec Y_{1}$ and $X_{2} \prec Y_{2}$. Then, for all increasing functions $\Phi: \Re^{2} \rightarrow \Re$, $\Phi\left(X_{1}, X_{2}\right) \prec \Phi\left(Y_{1}, Y_{2}\right)$. In particular, observe that $\mathrm{E}\left(X_{1}\right) \leq E\left(Y_{1}\right)$.

Theorem 2.8. For every $0 \leq \epsilon<\frac{1}{2}$, the final expectation $\mathrm{E}\left(D_{n}\right)$ is bounded away from 0 .

Proof. Given a nonnegative integer $k$ to be chosen later, consider the new initial distribution $F_{0}$ :

$$
y= \begin{cases}0 & \text { with probability } 2^{-2^{k}} \\ p_{1}^{k} & \text { otherwise }\end{cases}
$$

For $i \geq 1$, define $F_{i}=\beta F_{i-1}$, where $\beta$ is the biased-mean transformation. The new initial expectation $\mathrm{E}\left(F_{0}\right)$ is at least $p_{1}^{k}\left(1-2^{-2^{k}}\right) \sim p_{1}^{k}$. The new initial moment $\mathrm{M}_{d}\left(F_{0}\right)$ is at most $2^{1-2^{k}} p_{1}^{k d}$. By Theorem 2.6, the final expectation is

$$
\begin{aligned}
\mathrm{E}\left(F_{n}\right) & \geq \mathrm{E}\left(F_{0}\right)-\frac{\epsilon\left(\mathrm{M}_{d}\left(F_{0}\right)\right)^{1 / d}}{1-c^{1 / d}} \\
& \geq p_{1}^{k}\left(1-2^{-2^{k}}\right)-\frac{\epsilon\left(2^{1-2^{k}} p_{1}^{k d}\right)^{1 / d}}{1-c^{1 / d}} \\
& \geq p_{1}^{k}\left[1-\frac{1}{2^{2^{k}}}-\frac{2 \epsilon}{\left(1-c^{1 / d}\right) 2^{2^{k}}}\right]
\end{aligned}
$$

Therefore, given $\epsilon<\frac{1}{2}$, we can choose $k=k(\epsilon, c, d)=k(\epsilon)$ sufficiently large and independent of $n$ so that the final expectation is bounded away from 0 , if our initial distribution were $F_{0}$.

Compare the random variables $D_{k}$ and $F_{0}$. It is easy to see that the smallest nonzero value $D_{k}$ can attain is $p_{1}^{k}$. Also, $\operatorname{Pr}\left(D_{k}=0\right)=2^{-2^{k}}$. From these, it is immediate that $F_{0} \prec D_{k}$. Now, note that the biased-mean function $B\left(x_{1}, x_{2}\right)$ is increasing in $x_{1}$ and $x_{2}$. Applying Lemma 2.7, we get $\beta\left(F_{i}\right) \prec \beta\left(D_{k+i}\right)$. Iterating, $F_{n} \prec D_{n+k}$. Therefore, $\mathrm{E}\left(D_{n}\right) \geq \mathrm{E}\left(F_{n-k}\right)$; this gives the result.

Not only is the expected value of $\operatorname{Pr}_{\epsilon}(S)$ bounded away from 0 , but in fact almost every $S$ will have $\operatorname{Pr}_{\epsilon}(S)$ bounded away from 0 .

Theorem 2.9. For every $\epsilon<\frac{1}{2}$, almost every set $S \subseteq\{0,1\}^{n}$ has $\operatorname{Pr}_{\epsilon}(S)$ bounded away from 0 .

Proof. We know that the variance $\operatorname{Var}\left(D_{n}\right)=\frac{1}{2} \mathrm{M}_{2}\left(D_{n}\right)$. Applying the PowerMean inequality [9] followed by iterating Theorem 2.5 , we get $\operatorname{Var}\left(D_{n}\right) \leq \frac{1}{2}\left(c^{n} M_{d}\left(D_{0}\right)\right)^{2 / d}$. Therefore, there exist positive constants $\gamma, \delta$ so that $\operatorname{Var}\left(D_{n}\right) \leq \delta 2^{-\gamma n}$. By Chebyshev's inequality [3], $\operatorname{Pr}\left(\left|D_{n}-\mathrm{E}\left(D_{n}\right)\right|>t\right) \leq \frac{\operatorname{Var}\left(D_{n}\right)}{t^{2}}$. Thus, there is a choice of $\gamma^{\prime}=\gamma^{\prime}(\gamma, \delta)$, so that with probability $1-o(1),\left|D_{n}-\mathrm{E}\left(D_{n}\right)\right| \leq 2^{-\gamma^{\prime} n}$. In other words, for almost every set $S, \operatorname{Pr}_{\epsilon}(S)=\mathrm{E}\left(D_{n}\right)+o(1)$. Applying Theorem 2.8, the proof is complete.
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#### Abstract

A spanning subgraph $G^{\prime}$ of a simple undirected graph $G$ is a $t$-spanner of $G$ if every pair of vertices that are adjacent in $G$ are at distance at most $t$ in $G^{\prime}$. The parameter $t$ is called the dilation of the spanner. Spanners with small dilations have many applications, such as their use as low-cost approximations of communication networks with only small degradations in performance. In this paper, we derive spanners with small dilations for four closely related boundeddegree approximations of hypercubes: butterflies, cube-connected cycles, binary de Bruijn graphs, and shuffle-exchange graphs. We give both direct constructions and methods for deriving spanners for one class of graphs from spanners for another class. We prove that most of our spanners are minimum in the sense that spanners with fewer edges have larger dilations.
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1. Introduction. Given a simple undirected graph $G$, a subgraph $G^{\prime}$ of $G$ is a $t$-spanner of $G$ if $G^{\prime}$ is a spanning subgraph of $G$, and every pair of vertices that are adjacent in $G$ are at distance no greater than $t$ in $G^{\prime}$. From this definition, it is immediate that the distance between any pair of vertices in $G^{\prime}$ is at most $t$ times greater than the distance in $G$. The factor $t$ is called the dilation of the spanner. (Some authors use the term stretch factor instead of dilation [6], [14].) It is also immediate from the definition of spanner that any graph is a 1 -spanner of itself and that a $t$-spanner of a graph is also a $t^{\prime}$-spanner of the graph for every $t^{\prime}>t$. Combining these two observations, any graph is a $t$-spanner of itself for every $t \geq 1$. We will use the terms proper spanner and proper $t$-spanner to refer to spanners that are proper subgraphs of the graphs that they span.

If $G^{\prime}$ has the smallest possible number of edges of any $t$-spanner of $G$, then $G^{\prime}$ is a minimum $t$-spanner of $G$. A minimum $t$-spanner is the least expensive approximation of a network in terms of number of communication links, for which the degradation in performance can be guaranteed not to exceed a factor of $t$. If $t$ is small, then a minimum $t$-spanner can be a practical alternative to a communication network that is too expensive or difficult to build.

Spanners have many applications in addition to their use as approximations of communication networks. They have been used to transform synchronous distributed algorithms into asynchronous algorithms [2], [18], to solve motion planning problems [7], to construct small routing tables [19], to broadcast efficiently [3], and even to solve genetics problems [4].

Spanners are often difficult to find, and most problems involving spanners are $N P$ hard [17], [5], [6]. To date, much of the research on spanners has concentrated on the

[^4]construction of spanners of graphs with small diameters and large average or maximum degrees such as hypercubes [13], [18] and various types of complete graphs [7], [8], [23], and graphs with small degrees and large diameters such as grids [14] and pyramids [21]. In this paper, we study spanners of graphs that have small constant degrees and small diameters. In particular, we derive minimum $t$-spanners for small $t$ for four boundeddegree approximations of hypercubes: butterflies, cube-connected cycles, binary de Bruijn graphs, and shuffle-exchange graphs. We give both direct constructions of spanners and methods for deriving spanners for one class of graphs from spanners for another class.

The study of spanners is closely related to the study of graph embeddings. In a graph embedding problem, the goal is to assign the vertices of a guest graph to the vertices of a host graph in such a way that some parameter, such as dilation or congestion, is minimized. A spanner is, in fact, a graph embedding in which the host graph is restricted to being a spanning subgraph of the guest graph. We refer the reader to [16] for a survey of the many graph embedding results.

In the next section of this paper, we define the four classes of graphs, discuss some of their properties, and describe mappings and relationships among the classes. The four classes are quite closely related to each other [1], [12], and we will use the mappings later in the paper to derive spanners for one class from spanners for other classes. Some care is needed when using mappings to derive spanners in this way. It is possible for a graph $G_{3}$ to be a $t$-spanner of $G_{2}$ and $G_{2}$ to be a $t^{\prime}$-spanner of $G_{1}$ while $G_{3}$ is neither a $t$-spanner nor a $t^{\prime}$-spanner of $G_{1}$. Figure 1 illustrates this situation.




FIg. 1. $G_{3}$ is a 4-spanner of $G_{2} ; G_{2}$ is a 3-spanner of $G_{1} ; G_{3}$ is a 9-spanner of $G_{1}$.
In §3, we construct spanners for cube-connected cycles and butterfly graphs. Dilations 3 and 7 are the only possible small dilations for large graphs from these classes. We give a constructive characterization of all minimum 3 -spanners of butterfly graphs and show that a cube-connected cycles graph of the same order is a minimum 3spanner with the additional desirable property of being 3 -regular. We briefly describe an algorithm to find any 3 -regular minimum 3 -spanner of a butterfly graph. We then give constructive characterizations of all minimum 7 -spanners of butterfly graphs and cube-connected cycles graphs (for all but the first few graphs of each class). We show that some minimum 7 -spanners of cube-connected cycles graphs are also minimum 7 -spanners of butterfly graphs while others are not, and we explain why this is the case. Small dilation spanners of small cube-connected cycles and butterfly graphs are briefly discussed. Our results regarding small dilation spanners of cube-connected cycles and butterfly graphs are summarized in a table at the end of the section.

In §4, we present our results for shuffle-exchange and binary de Bruijn graphs. We concentrate on dilations 3 and 7 , which are the most interesting for these two classes of graphs. We give a constructive characterization of all minimum 3 -spanners of binary de Bruijn graphs and show how to obtain a minimum 3 -spanner of maximum degree 3 from a shuffle-exchange graph of the same order. We also show that every minimum 3 -spanner of a binary de Bruijn graph can be obtained directly from a minimum 3-
spanner of a butterfly graph, and we briefly describe an algorithm to find the minimum 3 -spanners with maximum degree 3 of a binary de Bruijn graph. We then show how to obtain 7 -spanners of shuffle-exchange graphs from 7 -spanners of cube-connected cycles graphs and 7 -spanners of binary de Bruijn graphs from 7 -spanners of butterfly graphs and 7 -spanners of cube-connected cycles graphs. We conclude the section with a table summarizing results regarding small dilation spanners of shuffle-exchange and binary de Bruijn graphs.
2. Definitions, properties, and relationships. Binary strings are used as vertex labels or components of vertex labels for all of the classes of graphs studied in this paper. We use $x(i)$ or $x_{0} x_{1} \cdots \overline{x_{i}} \cdots x_{n-1}$ to denote the binary string obtained from $x=x_{0} x_{1} \cdots x_{n-1}$ by complementing the bit in position $i$. Similarly, $x(i, j)$ and $x_{0} x_{1} \cdots \overline{x_{i}} \cdots \overline{x_{j}} \cdots x_{n-1}$ mean $x$ with bits $i$ and $j$ complemented, and so on. The parity of a vertex is either even or odd, depending on the number of 1 bits in the binary representation of its label. We use $i^{j}$ to denote a string of $j i$ 's. We will abbreviate "the vertex with label $x$ " to "vertex $x$."

The four classes of graphs that we consider in this paper are bounded-degree approximations of binary hypercubes. The $n$-dimensional binary hypercube $H(n)$ has $2^{n}$ vertices which are labelled with the binary strings of length $n$. Two vertices of $H(n)$ are adjacent if their labels differ in exactly one bit position. The edge [x, x(i)] connecting vertices $x$ and $x(i)$ in $H(n)$ is called a dimension $i$ edge and $x$ and $x(i)$ are dimension $i$ neighbours. We will only consider graphs with $n \geq 3$ dimensions in this paper; the spanners of the four bounded-degree approximations of $H(2)$ are not very interesting and some of our general techniques fail on such small graphs.

The binary shuffle-exchange graph of dimension $n$, denoted $S E(n)$, has $2^{n}$ vertices with the same labels as the vertices of $H(n)$. Each vertex $x_{0} x_{1} \cdots x_{n-1}$ is connected to its shuffle neighbour $x_{1} x_{2} \cdots x_{n-1} x_{0}$ and its unshuffle neighbour $x_{n-1} x_{0} \cdots x_{n-2}$ by shuffle edges, and to its exchange neighbour $x_{0} x_{1} \cdots \overline{x_{n-1}}$ by an exchange edge. The shuffle edges of the vertices $0^{n}$ and $1^{n}$ are removed since they are self-loops. If $n$ is even, then one of the two parallel shuffle edges between $0101 \cdots 01$ and $1010 \cdots 10$ is also removed.

The binary de Bruijn graph of dimension $n$, denoted $U B(n)$, has the same vertex set as $H(n)$ and $S E(n)$. As in $S E(n)$, each vertex $x_{0} x_{1} \cdots x_{n-1}$ is connected to its shuffle neighbour $x_{1} x_{2} \cdots x_{n-1} x_{0}$ and its unshuffle neighbour $x_{n-1} x_{0} \cdots x_{n-2}$ by shuffle edges. Shuffle-exchange edges connect $x_{0} x_{1} \cdots x_{n-1}$ to its shuffle-exchange neighbour $x_{1} x_{2} \cdots x_{n-1} \overline{x_{0}}$ and its unshuffle-exchange neighbour $x_{n-1} x_{0} \cdots \overline{x_{n-2}}$. As in $S E(n)$, the shuffle edges at vertices $0^{n}$ and $1^{n}$ are self-loops and are removed. One of the two parallel shuffle or shuffle-exchange edges between $0101 \cdots$ and $1010 \cdots$ is also removed.

The cube-connected cycles graph of dimension $n$, denoted $C C C(n)$, is derived from $H(n)$ by replacing each vertex $x$ of $H(n)$ by a cycle of length $n$. We call such a cycle a fundamental cycle of $\operatorname{CCC}(n)$. Each of the $n$ vertices on the fundamental cycle that replaces $x$ inherits one of the $n$ edges that were incident to $x$ in $H(n)$. The vertices of a fundamental cycle are labelled with pairs $(i, x), 0 \leq i \leq n-1$, where $i$ is called the level of the vertex. ${ }^{1}$ Level $i$ of $\operatorname{CCC}(n)$ is the set of all vertices with level $i$. The edges that connect $(i, x)$ to its neighbours $(i+1, x)$ and $(i-1, x)$ on its fundamental cycle are called $C$-edges. The edge that $(i, x)$ inherits from the hypercube vertex $x$ is called an $H$-edge. The $H$-edge of $(i, x)$ connects it to vertex $(i, x(i))$. We

[^5]will abuse terminology slightly by saying that the fundamental cycles containing ( $i, x$ ) and ( $i, x(i)$ ) are adjacent in dimension $i$.

The butterfly graph of dimension $n, B F(n)$, is derived in a similar way to $C C C(n)$. $B F(n)$ has the same vertex set as $C C C(n)$ and the same fundamental cycles and $C$ edges. The difference is that $B F(n)$ has two $H$-edges corresponding to each former hypercube edge instead of one. The $H$-edges of vertex $(i, x)$ in $B F(n)$ are $[(i, x),(i+$ $1, x(i))]$ and $[(i, x),(i-1, x(i-1))]$. Note that there are two $H$-edges between two fundamental cycles that are adjacent in dimension $i$ : $[(i, x),(i+1, x(i))]$ and $[(i+$ $1, x),(i, x(i))]$.

Observation 2.1 below follows immediately from the definitions of $C C C(n)$ and $B F(n)$. Table 1 lists some of the characteristics of the graph classes that we have defined. The diameter of $\operatorname{CCC}(n)$ shown in the table is from [15] and is for $n>3$. The diameter of $C C C(3)$ is 6 .

Table 1
Some parameters of hypercube-derived graphs.

|  | vertices | edges | degree | diameter |
| :--- | :--- | :--- | :--- | :--- |
| $H(n)$ | $2^{n}$ | $n \cdot 2^{n-1}$ | regular $n$ | $n$ |
| $S E(n)$ | $2^{n}$ | $\frac{3}{2} \cdot 2^{n}-3+(n \bmod 2)$ | maximum 3 | $2 n-1$ |
| $U B(n)$ | $2^{n}$ | $2 \cdot 2^{n}-3$ | maximum 4 | $n$ |
| $C C C(n)$ | $n 2^{n}$ | $\frac{3}{2} \cdot n 2^{n}$ | regular 3 | $2 n+\left\lfloor\frac{n}{2}\right\rfloor-2, n>3$ |
| $B F(n)$ | $n 2^{n}$ | $2 \cdot n 2^{n}$ | regular 4 | $n+\left\lfloor\frac{n}{2}\right\rfloor$ |

Observation 2.1. The graph $H(n)$ results when each fundamental cycle of $B F(n)$ or $C C C(n)$ is contracted into one vertex and parallel edges are eliminated.

Figure 2 illustrates the close relationships among $H(n), C C C(n)$, and $B F(n)$. In the figure, the horizontal edges are the $C$-edges of $C C C(3)$ and $B F(3)$. The numbers across the top of the diagram are the levels. To simplify the figure, the fundamental cycles of $C C C(3)$ and $B F(3)$ have been "cut" at level 0 , and the level 0 vertices of each graph have been duplicated. In the right part of the figure, $\operatorname{CCC}(3)$ is obtained from $B F(3)$ by deleting the dashed edges.
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$C C C(3)$ as a subgraph of $B F(3)$

Fig. 2. Relationships among hypercubes, cube-connected cycles, and butterflies.
The following two propositions describe mappings between classes of graphs. We will use these mappings later in the paper to derive spanners. The homomorphisms $\phi$ and $\psi$ used in Proposition 2.3 were studied in an algebraic context in [1].

Proposition 2.2 (see [10]). $S E(n)$ is a spanning subgraph of $U B(n)$ and $C C C(n)$ is a spanning subgraph of $B F(n)$.

Proof. The mapping of vertices of $S E(n)$ onto vertices of $U B(n)$, which shows that $S E(n)$ is a spanning subgraph of $U B(n)$, is $f(x)=x$ if $x$ has odd parity and $f\left(x_{0} \cdots x_{n-1}\right)=x_{n-1} x_{0} \cdots x_{n-2}$ if $x=x_{0} \cdots x_{n-1}$ has even parity. The mapping of vertices of $C C C(n)$ onto vertices of $B F(n)$, which shows that $C C C(n)$ is a spanning subgraph of $B F(n)$, is $g(i, x)=(i, x)$ if $x$ has even parity and $g(i, x)=(i+1, x)$ if $x$ has odd parity.

Intuitively, the mapping $g$ of vertices of $C C C(n)$ onto vertices of $B F(n)$ rotates the labels of fundamental cycles corresponding to hypercube vertices with odd parity by one position (i.e., one level) so that a vertex at level $i$ moves to level $i+1$. Figure 2 shows these rotations of labels. It is easy to see that $g$ induces a one-to-one mapping of the $C$-edges of $C C C(n)$ onto the $C$-edges of $B F(n)$ and of the $H$-edges of $C C C(n)$ onto half of the $H$-edges of $B F(n)$.


Fig. 3. Mappings among hypercube-derived graphs.
Proposition 2.3. There is a homomorphism (of graphs) $\phi$ from $\operatorname{CCC}(n)$ onto $S E(n)$, and there is a homomorphism $\psi$ from $B F(n)$ onto $U B(n)$, such that $\psi \circ$ $g=f \circ \phi$, where $f$ and $g$ are the mappings of vertices of $S E(n)$ onto $U B(n)$, and $C C C(n)$ onto $B F(n)$, respectively, from the proof of Proposition 2.2.

Proof. The homomorphism $\phi\left(i, x_{0} x_{1} \cdots x_{n-1}\right)=x_{i+1} x_{i+2} \cdots x_{i}$ of the vertices of $C C C(n)$ onto the vertices of $S E(n)$ maps each edge of $C C C(n)$ onto an edge of $S E(n)$. Similarly, the homomorphism $\psi\left(i, x_{0} x_{1} \cdots x_{n-1}\right)=x_{i} x_{i+1} \cdots x_{i-1}$ of the vertices of $B F(n)$ onto the vertices of $U B(n)$ maps each edge of $B F(n)$ onto an edge of $U B(n)$. It is now mechanical to verify the equality $\psi \circ g=f \circ \phi$.

The relationships of Propositions 2.2 and 2.3 are shown in Fig. 3 and later in Fig. 6 (and Fig. 7). In the left part of Fig. 6, the labels next to the vertices of $C C C(3)$ in the interior of the graph are (the labels of) the vertices of $S E(3)$ to which they are mapped by $\phi$. Similarly, the labels in the interior of $B F(3)$ in the right part of the figure are the vertices of $U B(3)$ to which $\psi$ maps the vertices of $B F(3)$.

We conclude this section with a discussion of some properties of cycles in $U B(n)$, $B F(n)$, and $C C C(n)$. Some of these properties are based on results from [11] and others are obtained using homomorphism $\psi$ and results from [1].

Each vertex ( $i, x$ ) of $B F(n)$ belongs to two 4 -cycles which we call basic 4-cycles. One basic 4 -cycle has vertices $(i, x),(i+1, x),(i, x(i))$, and $(i+1, x(i))$. The other basic 4-cycle has vertices $(i, x),(i-1, x),(i, x(i-1))$, and $(i-1, x(i-1))$. Note that each basic 4 -cycle is an alternating sequence of $C$ - and $H$-edges. The basic 4 -cycles of $B F(3)$ are clearly visible in Fig. 2. It is easily verified that each edge of $B F(n)$ belongs to a unique basic 4 -cycle. Thus, a butterfly graph can be viewed as the union of basic 4 -cycles. We state this well-known result as an observation.

Observation 2.4. For $n \geq 3, B F(n)$ is the edge-disjoint union of $n \cdot 2^{n-1}$ basic 4 -cycles.

The next proposition describes a graph $D(n)$ that is derived from the basic 4cycles of $B F(n)$. We will use this result to establish structural properties of $B F(n)$. The proof of Proposition 2.5 is based on a similar proof in [11] for the fast Fourier transform graphs.

Proposition 2.5. For $n \geq 3$, let $D(n)$ be the graph obtained from $B F(n)$ as follows. The vertices of $D(n)$ correspond to the basic 4-cycles of $B F(n)$. There is an edge between two vertices in $D(n)$ if the corresponding basic 4-cycles in $B F(n)$ have a common vertex. Then $D(n)$ is an edge-disjoint union of 4-cycles.

Proof. Consider the basic 4-cycle of $B F(n)$, which has vertices $(i, x),(i+1, x)$, $(i, x(i))$, and $(i+1, x(i))$ where $x=x_{0} \cdots x_{n-1}$. Call this cycle $X . X$ corresponds to a single vertex in $D(n)$ which we will label ( $i, x_{0} \cdots x_{i-1} x_{i+1} \cdots x_{n-1}$ ), or ( $i, x\langle i\rangle$ ) for short (with indices taken $\bmod n$ as usual). Each vertex of $X$ in $B F(n)$ is on a second basic 4-cycle in $B F(n)$, and each of these four basic 4-cycles corresponds to one of the neighbours of vertex ( $i, x\langle i\rangle$ ) in $D(n)$. Using the same labelling convention that we used for the vertex corresponding to $X$, the four neighbours of $(i, x\langle i\rangle)$ in $D(n)$ are $(i-1, x\langle i-1\rangle),(i+1, x\langle i+1\rangle),\left(i-1, x_{0} \cdots x_{i-2} \overline{x_{i}} \cdots x_{n-1}\right)=(i-1, x(i)\langle i-1\rangle)$, and $(i+1, x(i)\langle i+1\rangle)$. It can be verified that each vertex $(i, x\langle i\rangle)$ of $D(n)$ is on two basic 4-cycles of $D(n)$ and that each edge of $D(n)$ is on one basic 4-cycle of $D(n)$. The vertices on one basic 4 -cycle with $(i, x\langle i\rangle)$ are $(i+1, x\langle i+1\rangle),(i, x(i+1)\langle i\rangle)$, and $(i+1, x(i)\langle i+1\rangle)$. The vertices on the other basic 4 -cycle with ( $i, x\langle i\rangle$ ) are $(i-1, x\langle i-1\rangle),(i, x(i-1)\langle i\rangle)$, and $(i-1, x(i)\langle i-1\rangle)$.

The graph $D(n)$ of Proposition 2.5 and $B F(n-1)$ have similar structures in that each graph is the edge-disjoint union of 4 -cycles. However, the number of vertices in $D(n)$ is $n \cdot 2^{n-1}$, the same as the number of basic 4 -cycles of $B F(n)$, whereas $B F(n-1)$ has only $(n-1) \cdot 2^{n-1}$ vertices. The two graphs have the same number ( $2^{n-1}$ ) of fundamental cycles, but the fundamental cycles of $D(n)$ have length $n$ while the fundamental cycles of $B F(n-1)$ have length $n-1$.

In the proof of Proposition 2.5, each basic 4-cycle of $B F(n)$ corresponds to a single vertex in the graph $D(n)$, and each vertex of $D(n)$ is on two basic 4-cycles of $D(n)$. Thus, each basic 4-cycle of $B F(n)$ is on two 4 -cycles of basic 4 -cycles in $B F(n)$. This property of $B F(n)$ is most easily seen by looking at the neighbourhoods of the basic 4 -cycles labelled $a b c d$ in Figs. 2 and 4. (In both figures, the edges that are in $B F(n)$ but not in $C C C(n)$ are shown as thin dashed lines.) We will use this property several times in the next section, so we state it as a proposition.


Fig. 4. The basic 4-cycle abcd is on two 4-cycles of basic 4-cycles.
Proposition 2.6. Each basic 4-cycle of $B F(n)$ is on two 4-cycles of basic 4cycles.

A binary de Bruijn graph can also be viewed as a union of basic cycles. Each vertex $x$ of $U B(n)$ except $0^{n}$ and $1^{n}$ belongs to two basic cycles. $0^{n}$ and $1^{n}$ each belong to one basic cycle. All but two of the basic cycles are 4 -cycles and are alternating sequences of shuffle and shuffle-exchange edges. The basic cycles containing $0^{n}$ and $1^{n}$ are 3 -
cycles. In $\S 4$, we will use the following propositions and corollaries to derive spanners for $U B(n)$ from spanners of $B F(n)$. Proposition 2.7 is from [1]. We have included a proof because some of the details of the proof will be used in $\S 4$. Corollary 2.9 is from [11], and Proposition 2.10 follows directly from a result in [11] for binary de Bruijn digraphs.

Proposition 2.7 (see [1]). $U B(n)$ can be obtained from $B F(n)$ by taking the image under $\psi$ of any two adjacent levels $i$ and $i+1$ of $B F(n)$ and then removing the loops at $0^{n}$ and $1^{n}$ and one of the two duplicate edges $[0101 \cdots, 1010 \cdots]$.

Proof. The homomorphism $\psi\left(i, x_{0} x_{1} \cdots x_{n-1}\right)=x_{i} x_{i+1} \cdots x_{i-1}$ from Proposition 2.3 defines a bijection between the vertices of any level $i$ of $B F(n)$ and the vertices of $U B(n)$. For any given $i, \psi$ maps each of the $2^{n}$ basic 4 -cycles of $B F(n)$ with edges between levels $i$ and $i+1$ onto a basic 4 -cycle (or basic 3 -cycle) of $U B(n)$. More precisely, the basic 4 -cycle $(i, x),(i+1, x),(i, x(i)),(i+1, x(i))$ of $B F(n)$ with $x=x_{0} x_{1} \cdots x_{n-1}$ is mapped to the basic 4-cycle $x_{i} x_{i+1} \cdots x_{i-1}, x_{i+1} \cdots x_{i-1} x_{i}$, $\overline{x_{i}} x_{i+1} \cdots x_{i-1}, x_{i+1} \cdots x_{i-1} \overline{x_{i}}$ of $U B(n)$ unless $x=0^{n}, x(i)=0^{n}, x=1^{n}$, or $x(i)=1^{n}$. If $x=0^{n}$ or $x(i)=0^{n}$, then the image in $U B(n)$ is the basic 3-cycle $0^{n}, 0^{n-1} 1,10^{n-1}$ because the vertices $\left(i, 0^{n}\right)$ and $\left(i+1,0^{n}\right)$ are both mapped to the vertex $0^{n}$ of $U B(n)$. Similarly, if $x=1^{n}$ or $x(i)=1^{n}$, then the image in $U B(n)$ is the basic 3 -cycle $1^{n}, 1^{n-1} 0,01^{n-1}$. Also, each vertex $y$ of $U B(n)$ is the image under $\psi$ of one level $i$ vertex and of one level $i+1$ vertex of $B F(n)$. The level $i$ vertex has two neighbours in level $i+1$, and these neighbours are mapped to the shuffle and shuffle-exchange neighbours of $y$. The level $i+1$ vertex has two neighbours in level $i$, and these neighbours are mapped to the unshuffle and unshuffle-exchange neighbours of $y$. Thus, every edge between levels $i$ and $i+1$ of $B F(n)$ is mapped to a different edge of $U B(n)$, except edges $\left[\left(i, 0^{n}\right),\left(i+1,0^{n}\right)\right]$ and $\left[\left(i, 1^{n}\right),\left(i+1,1^{n}\right)\right]$, which map onto loops at vertices $0^{n}$ and $1^{n}$, respectively, and the two edges which map onto $[0101 \cdots, 1010 \cdots]$. If $n$ is even, then these two edges are $[(i, 0101 \cdots),(i+1,0101 \cdots)]$ and $[(i, 1010 \cdots),(i+1,1010 \cdots)]$. If $n$ is odd, the two edges are $[(i, \cdots 0100101 \cdots),(i+$ $1, \cdots 0101101 \cdots)]$ and $[(i, \cdots 1011010 \cdots),(i+1, \cdots 1010010 \cdots)]$, where the bit positions shown are $i-3$ through $i+3$ (i.e., the two adjacent 0 's in $(i, \cdots 0100101 \cdots)$ are in positions $i-1$ and $i$ ).

Corollary 2.8. Any two edge-disjoint basic 4 -cycles of $B F(n)$ are mapped by $\psi$ onto either the same basic 4- or 3-cycle of $U B(n)$ or onto edge-disjoint basic 4- or 3 -cycles of $U B(n)$.

Proof. It is immediate from Proposition 2.7 that any two 4 -cycles of $B F(n)$ using edges between the same two adjacent levels are mapped onto edge-disjoint basic 4- or 3 -cycles of $U B(n)$. In addition, $n$ edge-disjoint basic 4 -cycles of $B F(n)$ (one between each pair of adjacent levels) are mapped by $\psi$ onto the same basic 4 - or 3 -cycle of $U B(n)$.

Corollary 2.9 (see [11]). For $n \geq 3, U B(n)$ is the union of $2^{n-1}-2 b a$ sic 4-cycles and two basic 3 -cycles, and this union is edge-disjoint except for edge [0101…, 1010…].

Proof. The number of basic 4-cycles between two levels $i$ and $i+1$ of vertices of $B F(n)$ is $2^{n-1}$. The basic 4 -cycles containing $0^{n}$ and $1^{n}$ are mapped by $\psi$ onto basic 3 -cycles of $U B(n)$. All other basic 4-cycles are mapped by $\psi$ on edge-disjoint 4-cycles of $U B(n)$.

Proposition 2.10 (see [11]). For $n \geq 3, U B(n-1)$ is the graph obtained from $U B(n)$ as follows. The vertices of $U B(n-1)$ correspond to the basic 3 -cycles and basic 4-cycles of $U B(n)$. There is an edge in $U B(n-1)$ between two vertices if the
two corresponding basic cycles in $U B(n)$ have a common vertex.
The following result for binary de Bruijn graphs is the analogue of Proposition 2.6. It can be proved directly from Corollary 2.9 and Proposition 2.10 in the same way that Proposition 2.6 was proved directly from Observation 2.4 and Proposition 2.5. Alternatively, the close relationship between $U B(n)$ and $B F(n)$ is emphasized by noting that Proposition 2.11 follows directly from Proposition 2.6 by Proposition 2.7.

Proposition 2.11. Each basic 4-cycle of $U B(n)$ is on two 4- or 3-cycles of basic 4- or 3-cycles. Each basic 3-cycle of UB(n) is on one 3-cycle of basic 4- or 3-cycles.

Proposition 2.12. If $n \geq 6$, every nonfundamental cycle of $C C C(n)$ has length 8 or length at least 12. If $n \geq 8$, every nonfundamental cycle of $B F(n)$ has length 4 or 8 or length at least 12 .

Proof. Any nonfundamental cycle of $C C C(n)$ or $B F(n)$ uses an even number of $H$-edges in any dimension.
(a) Let $X$ be a nonfundamental cycle in $C C C(n)$ with $H$-edges from $r$ different dimensions. Since no two $H$-edges are adjacent in $C C C(n)$, there are at least as many $C$-edges as $H$-edges in $X$, so $X$ has at least $4 r$ edges. In $C C C(n), r \geq 2$, so $|X| \geq 8$. If $r=3$, then $|X| \geq 12$. If $r=2$, but $X$ uses more than two edges in one or both of its dimensions, then it has at least six $H$-edges and $|X| \geq 12$. Thus, any nonfundamental cycle $X$ of $C C C(n)$ with fewer than 12 edges has $r=2$ and uses exactly two $H$-edges in each of two dimensions, say dimensions $i$ and $j$ with $j>i$. But then $X$ must go through the eight vertices $(l, x),(l, x(i)),(l, x(i, j))$, and $(l, x(j))$ for some $x$ and $l=i$ and $l=j$. Thus $X$ contains four paths of $C$-edges, one path in each of the fundamental cycles corresponding to the vertices $x, x(i), x(i, j)$, and $x(j)$ of the hypercube, and each path has length $p=j-i$ or $n-p$. The possible lengths of $X$ are $4 p+4,3 p+(n-p)+4=n+2 p+4$, and $2 p+2(n-p)+4=2 n+4$ for $1 \leq p \leq n-1$. None of these gives a cycle length of 9,10 , or 11 when $n \geq 6$.
(b) Let $X$ be a nonfundamental cycle in $B F(n)$ with $H$-edges from $r$ different dimensions. In $B F(n), r \geq 1$ and $H$-edges can appear consecutively in $X$ if the $H$ edges are from consecutive dimensions. If $r=1$, then $X$ can have length $4, n+2$, or $2 n$. If $r=2$ and the dimensions of the $H$-edges in $X$ do not alternate, then the possible cycle lengths are $n+4,2 n+2$, and $3 n$. If $r=2$ and the two dimensions of the $H$-edges, say $i$ and $j$, alternate, then $X$ contains four paths of $C$-edges, one path in each of the fundamental cycles corresponding to the vertices $x, x(i), x(i, j)$, and $x(j)$ of the hypercube, and each path has length $p=j-i$ or $n-p$ (assuming $j>i$ ). It is not difficult to check that the possible lengths for $X$ in this case are $4 p+4, n+2 p+4,2 n+4$ as in $C C C(n)$ (since $C C C(n)$ is a subgraph of $B F(n)$ ) plus $n+2 p+2, n+2 p+6,2 n, 2 n+2$, and $2 n+8$ for $1 \leq p \leq n-1$. If $n \geq 8$, then the only possible lengths for $X$ are 4,8 , and 12 or greater. If $r \geq 3$ and $n \geq 8$, it is not hard to verify that no new cycle lengths less than 12 are possible.

Remark 2.13. It is immediate from the previous proof that the shortest nonfundamental cycles in $C C C(n)$ are alternating sequences of $H$ - and $C$-edges of length 8. Each such cycle is a sequence of vertices of the form $(i, x),(i, x(i)),(i+1, x(i))$, $(i+1, x(i, i+1)),(i, x(i, i+1)),(i, x(i+1)),(i+1, x(i+1)),(i+1, x),(i, x)$. The $H$-edges of this cycle are from the two adjacent dimensions $i$ and $i+1$. It is easy to verify that this is the only possible way to select the dimensions of the $H$-edges and that each $C$-edge is on exactly one such 8 -cycle. Each $H$-edge $[(i, x),(i, x(i))]$ is on exactly two 8 -cycles; one 8 -cycle uses the adjacent dimensions $i$ and $i+1$ and the other uses adjacent dimensions $i$ and $i-1$. There are $n 2^{n} C$-edges in $C C C(n)$, so there are $n 2^{n-2}$ nonfundamental 8 -cycles, $2^{n-2}$ for each possible choice of adjacent
dimensions $i$ and $i+1$. The four $C$-edges on an 8 -cycle that uses dimensions $i$ and $i+1$ are of the form $\left[\left(i, x_{0} \cdots x_{i-1} \alpha \beta x_{i+2} \cdots x_{n}\right),\left(i+1, x_{0} \cdots x_{i-1} \alpha \beta x_{i+2} \cdots x_{n}\right)\right]$ with $\alpha \beta \in\{00,01,10,11\}$.

The lengths of some of the cycles of $C C C(n)$ and $B F(n)$ are also discussed in [20].
3. Spanners of $\boldsymbol{C C C}(\boldsymbol{n})$ and $\boldsymbol{B F}(\boldsymbol{n})$. From Proposition 2.12, we know that the shortest cycles of $B F(n)$ containing $H$-edges are the basic 4 -cycles. Thus, removing $H$-edges results in a $t$-spanner with $t \geq 3$. The only cycles of $B F(n)$ that do not contain $H$-edges are the fundamental cycles, so proper 2 -spanners are only possible for $B F(3)$.

Proposition 3.1. A minimum 2-spanner of $B F(3)$ has 40 edges and is obtained by removing one edge from each of the eight fundamental 3-cycles. There is no proper 2 -spanner of $B F(n)$ for any $n>3$.

Theorem 3.2. A minimum 3 -spanner of $B F(n)$, $n>4$, has $\frac{3}{2} \cdot n 2^{n}$ edges and is obtained by removing one edge from each basic 4-cycle.

Proof. If $n>4$, then the only 4 -cycles in $B F(n)$ are the basic 4 -cycles. By Observation 2.4, $B F(n)$ is the edge-disjoint union of $n \cdot 2^{n-1}$ basic 4 -cycles. Since each edge is on exactly one 4 -cycle, deleting one edge from each 4 -cycle gives a 3 spanner for $B F(n)$ with $\frac{3}{2} \cdot n 2^{n}$ edges. Deleting a second edge from any 4 -cycle would destroy the only remaining path of length 3 between the endpoints of the first deleted edge, so no 3 -spanner of $B F(n)$ can have fewer than $\frac{3}{2} \cdot n 2^{n}$ edges. Furthermore, the only way that a minimum 3 -spanner of $B F(n)$ can be obtained is by deleting exactly one edge from each basic 4-cycle.

Proposition 3.3. For $3 \leq n \leq 7$ and $\max (3, n-1) \leq t \leq 6$, there is a minimum $t$-spanner of $B F(n)$ with $\frac{3}{2} \cdot n 2^{n}-2^{n-1}$ edges.

Proof. $B F(n)$ is the edge-disjoint union of $n \cdot 2^{n-1}$ basic 4-cycles, so for any $t \geq 3$ a $t$-spanner can be obtained by deleting one edge from each basic 4 -cycle. However, for $3 \leq n \leq 7$, this spanner is not a minimum $t$-spanner if $\max (3, n-1) \leq t \leq 6$; the $2^{n}$ fundamental cycles in $B F(n)$ have length $n$ and all of them could remain intact after the deletion of $n \cdot 2^{n-1}$ edges. If more than one edge is deleted from a basic 4-cycle of $B F(n)$, then none of the edges deleted from the cycle can be an $H$-edge. This is because an $H$-edge is on a unique cycle; if it is deleted, then the other three edges on its 4 -cycle are needed to span it. Thus, the only way to remove more than one edge from a basic 4 -cycle is to remove the two $C$-edges. When both $C$-edges are removed from a basic 4 -cycle, all other edges of the two fundamental cycles that contained the deleted $C$-edges must be retained to span the deleted $C$-edges with a path of length $n-1$. Since there are $2^{n}$ fundamental cycles in $B F(n)$, two $C$-edges can be removed from at most $2^{n-1}$ of the basic 4 -cycles and at most one edge can be removed from the remaining basic 4 -cycles. This leaves at least $\frac{3}{2} \cdot n 2^{n}-2^{n-1}$ edges in the $t$-spanner. For $\max (3, n-1) \leq t \leq 6$, a $t$-spanner with $\frac{3}{2} \cdot n 2^{n}-2^{n-1}$ edges can be constructed by removing one $H$-edge from each of the basic 4 -cycles except those involving one pair of adjacent levels $i$ and $i+1$. All $C$-edges between levels $i$ and $i+1$ (i.e., both $C$-edges of each basic 4 -cycle involving levels $i$ and $i+1$ ) are then deleted. For example, if $i=0$, then for each $x$ the $C$-edge $[(0, x),(1, x)]$ is removed, and one of the two $H$-edges $[(j, x),(j+1, x(j))]$ and $[(j, x(j)),(j+1, x)]$ is removed for each $j>0$.

By Proposition 2.2, $C C C(n)$ is a spanning subgraph of $B F(n)$ with $\frac{3}{2} \cdot n 2^{n}$ edges. In fact, the following stronger result is true.

Theorem 3.4. $C C C(n)$ is a minimum 3-spanner of $B F(n)$ for $n>4$.
Proof. To prove that $C C C(n)$ is a minimum 3 -spanner of $B F(n)$, we will show
that $C C C(n)$ is missing exactly one edge from each basic 4 -cycle of $B F(n)$. In Proposition 2.2, the mapping $g$ from [10] of the vertices of $C C C(n)$ to the vertices of $B F(n)$ induces a one-to-one correspondence between the $C$-edges of $C C C(n)$ and the $C$-edges of $B F(n)$, so we only have to check what happens to the $H$-edges. Each basic 4-cycle of $B F(n)$ is an alternating sequence of $C$ - and $H$-edges of the form $[(i, x),(i+1, x(i))],[(i+1, x(i)),(i, x(i))],[(i, x(i)),(i+1, x)],[(i+1, x),(i, x)] . g$ maps the $H$-edge $[(i, x),(i, x(i))]$ of $C C C(n)$ to the $H$-edge $[(i, x),(i+1, x(i))]$ of $B F(n)$ if $x$ has even parity and to $[(i+1, x),(i, x(i))]$ if $x$ has odd parity. Thus, $g$ maps exactly one $H$-edge of $C C C(n)$ to one $H$-edge of each basic 4-cycle of $B F(n)$. It follows that $C C C(n)$ can be obtained from $B F(n)$ by deleting from each basic 4 -cycle of $B F(n)$ the $H$-edge that is not the image of an edge under mapping $g$. This shows that $C C C(n)$ is a 3 -spanner of $B F(n)$ because each $H$-edge of $B F(n)$ is spanned by the other three edges of its basic 4-cycle. $C C C(n)$ is a minimum 3-spanner of $B F(n)$ by Theorem 3.2.

Theorem 3.2 states that every minimum 3 -spanner of $B F(n)$ can be obtained by deleting one edge from each basic 4 -cycle. Some of these 3 -spanners will have vertices with degree 4. $\operatorname{CCC}(n)$ has the additional property that it is a minimum 3 -spanner with maximum degree 3 . Note that any minimum 3 -spanner with maximum degree 3 must be 3-regular. By Proposition 2.6, each basic 4 -cycle of $B F(n)$ is on two 4cycles of basic 4 -cycles in $B F(n)$. This leads to an algorithm for finding any 3-regular minimum 3-spanner of $B F(n)$. The basic idea is to start by deleting any edge from any basic 4 -cycle. For example, consider the basic 4 -cycle $a b c d$ in Fig. 4. Cycle abcd is on two 4 -cycles of 4 -cycles and deleting an edge from $a b c d$ reduces to eight the number of ways in which edges can be deleted from each of the 4 -cycles of 4 -cycles. For example, suppose that edge $[a, b]$ is deleted from $a b c d$. An edge incident to $c$ must be deleted to reduce the degree of $c$ to 3 and it cannot be another edge from $a b c d$. This leaves only two choices in the other 4 -cycle containing $c$. The deletion of $[a, b]$ also reduces to two the number of choices in each of the other 4 -cycles shown in Fig. 4, either directly or indirectly. Each subsequent edge deletion further reduces the remaining choices until all remaining edge deletions are forced. A detailed description of this algorithm and the proof that it produces 3 -regular minimum 3 -spanners are mechanical, so they are omitted.

The analysis of the spanners of $C C C(n)$ for small $n$ is similar to the analysis for $B F(n)$. By Proposition 2.12, the shortest cycle in $C C C(n)$ containing $H$-edges has length 8 . The only cycles with no $H$-edges are the fundamental cycles, so proper $t$ spanners with $t<7$ are only possible when $n<8$. To get a minimum ( $n-1$ )-spanner when $n<8$, it is necessary and sufficient to delete one $C$-edge from each fundamental cycle. Thus, we get the following result.

Proposition 3.5. If $n \geq 8, C C C(n)$ has no proper $t$-spanner for $t<7$. For $n<8, C C C(n)$ has a minimum ( $n-1$ )-spanner with $\frac{3}{2} \cdot n 2^{n}-2^{n}$ edges and has no proper $t$-spanners for $t<n-1$.

ThEOREM 3.6. For $n \geq 3$, a 7-spanner of $C C C(n)$ with $\frac{5}{4} \cdot n 2^{n}$ edges can be obtained by removing one $C$-edge from each nonfundamental 8 -cycle in such a way that no removed C-edge is common to two nonfundamental 8-cycles. Such a spanner is a minimum 7 -spanner if and only if $n>8$, and this is the only way to obtain minimum 7 -spanners if $n>8$.

Proof. For any $n \geq 3$, a 7 -spanner of $C C C(n)$ can be obtained by removing exactly one $C$-edge from each nonfundamental 8 -cycle. If none of the removed $C$-edges is common to two nonfundamental 8 -cycles, then this gives a 7 -spanner with $\frac{5}{4} \cdot n 2^{n}$ edges.

For example, deleting the $n 2^{n-2} C$-edges of the form $\left[\left(i, x_{0} \cdots x_{i-1} 00 x_{i+2} \cdots x_{n-1}\right)\right.$, $\left.\left(i+1, x_{0} \cdots x_{i-1} 00 x_{i+2} \cdots x_{n-1}\right)\right]$ with $0 \leq i \leq n-1$ and $x_{j} \in\{0,1\}, j \notin\{i, i+1\}$, gives a 7 -spanner. For $n \leq 8$, this construction will leave some intact cycles of length 8 or less. It is not difficult to show that more edges can be removed, so these 7 spanners are not minimum spanners for $n \leq 8$. For $n>8$, these 7 -spanners are minimum because the number of edges that can be deleted cannot exceed the number of 8 -cycles of $C C C(n)$. This is because every edge that is deleted must be spanned by a path of length at most 7 and no such path can be used to span two deleted edges. By Proposition 2.12, there are no cycles of length less than 8 in $C C C(n)$ when $n>8$, so the path spanning a deleted edge must come from an 8 -cycle that contained the deleted edge. Since each $H$-edge is on two 8 -cycles, and each $C$-edge is on one 8 -cycle by Remark 2.13 , all edges removed from 8 -cycles to obtain a minimum 7 -spanner must be $C$-edges.

Theorem 3.7. For $n \geq 3$, there is a 7 -spanner of $B F(n)$ with $\frac{5}{4} \cdot n 2^{n}$ edges. For $n>8$, such a spanner is minimum and can be obtained by removing one edge from each basic 4-cycle and then one edge from each remaining 8 -cycle in such a way that at least two edges remain from each basic 4 -cycle and no edge common to two nonfundamental 8-cycles is removed.

Proof. A 7-spanner of $B F(n)$ cannot be a minimum spanner if it contains any 4 -cycles. To prove this, we will show that there cannot be a 4 -cycle for which all four edges are needed to span edges that have been deleted elsewhere in the graph. First, recall that $B F(n)$ is an edge-disjoint union of 4-cycles by Proposition 2.6, so an edge of a 4 -cycle cannot be on a path of length 3 that spans an edge in another 4 -cycle. Now it is not difficult to see that, for $n>8$, any 8 -cycle of $B F(n)$ that includes an edge of a 4 -cycle must include two consecutive edges of that 4 -cycle, one $C$-edge, and one $H$-edge. Consider the 4 -cycle $a b c d$ in Fig. 4. Every 8 -cycle that includes an edge of $a b c d$ must go through $a b c, a d c, b a d$, or $b c d$. If an edge $e$ not on cycle $a b c d$ is deleted and a path of length 7 spanning $e$ goes through both $a$ and $c$, then the path can use either edge $[a, b]$ or edge $[c, d]$. Similarly, a path that goes through both $b$ and $d$ can use either $[a, b]$ or $[c, d]$. Thus, if either $[a, b]$ or $[c, d]$ is deleted from $a b c d$, there will still be a path of length 7 through $a b c d$ that spans $e$. Clearly, the edge that is deleted from $a b c d$ is spanned by a path of length 3 through the remaining edges of $a b c d$. It follows that at least one edge of each 4 -cycle of $B F(n)$ must be deleted to obtain a minimum 7 -spanner. Every possible set of edge deletions from $B F(n)$ that removes exactly one edge from each basic 4 -cycle leaves exactly one 8 -cycle in each 4 -cycle of basic 4 -cycles. To see this, examine Fig. 4. There are $n 2^{n-2} 4$-cycles of basic 4-cycles in $B F(n)$, so the number of 8-cycles remaining after one edge is deleted from each basic 4 -cycle of $B F(n)$ is the same as the number of 8 -cycles in $C C C(n)$. The argument in the proof of Theorem 3.6 can now be used to show that a minimum 7 -spanner of $B F(n)$ has at least as many edges as a minimum 7 -spanner of $C C C(n)$.

Now, to prove that a minimum 7 -spanner of $B F(n)$ has at most $\frac{5}{4} \cdot n 2^{n}$ edges, we will prove that the minimum 7 -spanner of $C C C(n)$ given in the proof of Theorem 3.6 is a 7 -spanner of $B F(n)$. Any minimum 7 -spanner of $C C C(n)$ can be obtained from $B F(n)$ by the following two steps. In the first step, one $H$-edge is removed from each basic 4-cycle of $B F(n)$ to obtain $C C C(n)$. In the second step, one $C$-edge is removed from each 8 -cycle of $C C C(n)$. The $C$-edges deleted in the second step are spanned by paths of length at most 7 . So, to show that the spanner in the proof of Theorem 3.6 is a 7 -spanner of $B F(n)$, it is sufficient to prove that each of the $H$-edges deleted in the first step is still spanned by a path of length at most 7. By
examining Fig. 4, it is not difficult to see that the $H$-edges deleted from $B F(n)$ to form $C C C(n)$ (shown as thin dashed lines) are still spanned by paths of length 7 in a minimum 7 -spanner of $C C C(n)$ if the $C$-edges that are removed from the 8 -cycles of $C C C(n)$ in step 2 are chosen so that at most one $C$-edge is removed from each basic 4 -cycle of $B F(n)$. The $C$-edges deleted in the proof of Theorem 3.6 have the form $\left[\left(i, x_{0} \cdots x_{i-1} 00 x_{i+2} \cdots x_{n-1}\right),\left(i+1, x_{0} \cdots x_{i-1} 00 x_{i+2} \cdots x_{n-1}\right)\right]$ with $0 \leq i \leq n-1$ and $x_{j} \in\{0,1\}, j \notin\{i, i+1\}$. Half of these edges map to $C$-edges of $B F(n)$ with the same labels on the endpoints (when the sum of the $x_{j}$ 's is even) and the other half map to $C$ edges of the form $\left[\left(i+1, x_{0} \cdots x_{i-1} 00 x_{i+2} \cdots x_{n-1}\right),\left(i+2, x_{0} \cdots x_{i-1} 00 x_{i+2} \cdots x_{n-1}\right)\right]$ (when the parity is odd). No two of these deleted $C$-edges can be on the same basic 4 -cycle of $B F(n)$; if one of the $C$-edges is $[(i, x),(i+1, x)]$, then the other $C$-edge on the same basic 4 -cycle is $[(i, x(i)),(i+1, x(i))]$.

Corollary 3.8. A minimum 7-spanner of $C C C(n)$ that is a 7 -spanner of $B F(n)$ is a minimum 7-spanner of $B F(n)$ for any $n>8$.

The proof of Theorem 3.7 shows that some 7 -spanners of $C C C(n)$, including the 7 -spanner described in the proof of Theorem 3.6, are 7 -spanners of $B F(n)$. Figure 5(a) shows a 7 -spanner of $C C C(3)$ that is also a 7 -spanner of $B F(3)$. In the figure, solid and dotted lines indicate edges that are in both $C C C(3)$ and $B F(3)$ while dashed edges are in $B F(3)$ but not $C C C(3)$. The dotted edges are deleted to obtain a 7 -spanner of both $C C C(3)$ and $B F(3)$.


Fig. 5. 7-spanners of $C C C(n)$. The spanner in (a) is also a 7-spanner of $B F(n)$; the spanner in (b) is not.

However, not all 7-spanners of $C C C(n)$ are 7 -spanners of $B F(n)$. We can see why a 7 -spanner of $C C C(n)$ is not necessarily a 7 -spanner of $B F(n)$ by looking at 4 -cycles of basic 4 -cycles in Fig. 4. The two 8 -cycles $C_{1}$ and $C_{2}$ of $C C C(n)$ use the edges of the basic 4-cycle abcd of $B F(n) . C_{1}$ is shown with heavy solid lines and $C_{2}$ is shown with heavy dashed lines. Deleting one $C$-edge from each 8 -cycle gives a minimum 7 -spanner of $C C C(n)$, but if the two deleted edges are $a b$ and $c d$, then the edge ad of $B F(n)$ is not spanned by a path of length 7 or less. The spanner in Fig. 5(b) is a 7 -spanner of $C C C(3)$, but two $C$-edges have been removed from the basic 4 -cycle $e f g h$, and the $H$-edge eh is not spanned by a path of length 7 or less.

The arguments from the proofs of Theorems 3.6 and 3.7 can be used to construct 7 -spanners of $C C C(n)$ and $B F(n)$ with $\frac{5}{4} \cdot n 2^{n}$ edges for $n \leq 8$. However, these 7spanners are not minimum spanners because the fundamental cycles are short enough to provide paths of length 7 or less. The presence of these short paths permits the construction of spanners with fewer edges.

Table 2 summarizes results proved in this section about minimum $t$-spanners of
$C C C(n)$ and $B F(n)$ for small $t$. The first line shows the numbers of edges in $C C C(n)$ and $B F(n)$ since dilation 1 does not permit the removal of any edges.

Table 2
Numbers of edges in small dilation minimum spanners of $C C C(n)$ and $B F(n)$.

| Dilation | $n$ | $C C C(n)$ | $B F(n)$ |
| :---: | :---: | :---: | :---: |
| 1 | $n \geq 3$ | $\frac{3}{2} \cdot n 2^{n}$ | $2 \cdot n 2^{n}$ |
| 2 | $n=3$ | $\frac{3}{2} \cdot n 2^{n}-2^{n}=28$ <br> Proposition 3.5 | $2 n \cdot 2^{n}-2^{n}=40$ <br> Proposition 3.1 |
|  | $n>3$ | $\begin{aligned} & \frac{3}{2} \cdot n 2^{n} \\ & \text { Proposition } 3.5 \end{aligned}$ | $2 \cdot n 2^{n}$ <br> Proposition 3.1 |
| $3 \leq t \leq 6$ | $3 \leq n \leq t+1$ | $\begin{aligned} & \frac{3}{2} \cdot n 2^{n}-2^{n} \\ & \text { Proposition } 3.5 \end{aligned}$ | $\begin{aligned} & \hline \frac{3}{2} \cdot n 2^{n}-2^{n-1} \\ & \text { Proposition } 3.3 \\ & \hline \end{aligned}$ |
|  | $n>t+1$ | $\frac{3}{2} \cdot n 2^{n}$ <br> Proposition 2.12 <br> \& Proposition 3.5 | $\begin{aligned} & \frac{3}{2} \cdot n 2^{n} \\ & \text { Proposition } 2.12 \\ & \text { \& Theorem } 3.2 \end{aligned}$ |
| 7 | $n>8$ | $\begin{aligned} & \frac{5}{4} \cdot n 2^{n} \\ & \text { Proposition } 3.6 \end{aligned}$ | $\begin{aligned} & \frac{5}{4} \cdot n 2^{n} \\ & \text { Proposition } 3.7 \end{aligned}$ |

4. Spanners of $\boldsymbol{U} \boldsymbol{B}(\boldsymbol{n})$ and $\boldsymbol{S E}(\boldsymbol{n}) . U B(n)$ is pancyclic, that is, $U B(n)$ has at least one cycle of each length $i, 3 \leq i \leq n[24]$, so there is a proper $t$-spanner of $U B(n)$ for every $t, 2 \leq t \leq n-1$. $S E(n)$ also has many cycle lengths but is not pancyclic. However, for large $n$, almost all of the short cycles of $U B(n)$ are 4-cycles and 8 -cycles, and almost all of the short cycles of $S E(n)$ are 8 -cycles. This can be seen by examining the homomorphisms of Proposition 2.3. Under homomorphism $\phi$, the basic 4-cycles of $B F(n)$ map to basic 4 -cycles (and the two basic 3-cycles) of $U B(n)$. Homomorphism $\psi$ maps most 8 -cycles of $C C C(n)$ to 8 -cycles of $S E(n)$. (A few 8cycles of $C C C(n)$ are mapped to 5 -cycles of $S E(n)$.) Since most of the short cycles have length 4 or 8 , the interesting spanners with small dilations are 3 -spanners and 7 -spanners. Consequently, we will concentrate on 3 -spanners and 7 -spanners in this section. The numbers of edges in spanners with other small dilations are presented in a table at the end of the section.

Theorem 4.1. For $n \geq 7$, a minimum 3 -spanner of $U B(n)$ has exactly $3 \cdot 2^{n-1}-3$ edges and is obtained by removing one edge from each basic 4- or 3-cycle.

Proof. By Corollary 2.9, $U B(n)$ is the edge-disjoint union of basic 4 -cycles and basic 3 -cycles except for edge $[0101 \cdots, 1010 \cdots]$. For $n \geq 7$, there are only a few nonbasic cycles of length 4 or less. So, it is easy to check that at most one edge of any basic 4 - or 3 -cycle is also on a nonbasic cycle of length 4 or less. Thus, if more than one edge is deleted from any basic 4-cycle or basic 3 -cycle, there will be two vertices at distance greater than 3 in the resulting spanner. So, to obtain a 3 -spanner, at most $2^{n-1}$ edges can be removed from $U B(n) . U B(n)$ has $2^{n+1}-3$ edges, so a minimum 3 -spanner will have at least $3 \cdot 2^{n-1}-3$ edges. The fact that there exists a 3 -spanner of minimum size follows directly from Corollary 2.9. It is necessary and sufficient to remove one edge from each basic 4-cycle and each basic 3 -cycle of $U B(n)$, being careful not to delete $[0101 \cdots, 1010 \cdots]$, the only edge which belongs to two basic 4-cycles.

For $n<7$ it is not difficult to show that a few more than $2^{n-1}$ edges can be deleted to get a minimum 3 -spanner of $U B(n)$. The constructions that prove the following proposition are mechanical.

Proposition 4.2. A minimum 3-spanner of $\operatorname{UB}(n)$ has $3 \cdot 2^{n-1}-5$ edges for $n=3,5$, or 6 , and $3 \cdot 2^{n-1}-6$ edges for $n=4$.

THEOREM 4.3. If $n \geq 7$ and $n$ is even, then $S E(n)$ is a minimum 3-spanner of $U B(n)$. If $n \geq 7$ and $n$ is odd, a minimum 3-spanner of $U B(n)$ can be obtained by deleting one edge from $\operatorname{SE}(n)$. In both cases, the minimum 3 -spanner has $3 \cdot 2^{n-1}-3$ edges and maximum degree 3.

Proof. Consider the inverse $f^{-1}$ of mapping $f$ from the proof of Proposition 2.2. $f^{-1}$ induces a one-to-one mapping of shuffle edges of $U B(n)$ to shuffle edges of $S E(n)$. Therefore, we have only to determine the dilations due to $f^{-1}$ of shuffle-exchange edges of $U B(n)$. Consider a shuffle-exchange edge $\left[x_{0} x_{1} \cdots x_{n-1}, x_{1} \cdots x_{n-1} \overline{x_{0}}\right]$ of $U B(n)$. If $x_{0} x_{1} \cdots x_{n-1}$ has even parity, then the edge is mapped by $f^{-1}$ to the exchange edge $\left[x_{1} x_{2} \cdots x_{n-1} x_{0}, x_{1} x_{2} \cdots x_{n-1} \overline{x_{0}}\right]$ in $S E(n)$ so the dilation is 1 . If $x_{0} x_{1} \cdots x_{n-1}$ has odd parity, then the endpoints of the edge are mapped to vertices $x_{0} x_{1} \cdots x_{n-1}$ and $x_{2} x_{3} \cdots x_{n-1} \overline{x_{0}} x_{1}$ in $S E(n)$, which are connected by the path $x_{0} x_{1} \cdots x_{n-1}$, $x_{1} x_{2} \cdots x_{n-1} x_{0}, x_{1} x_{2} \cdots x_{n-1} \overline{x_{0}}, x_{2} \cdots x_{n-1} \overline{x_{0}} x_{1}$ in $S E(n)$. So, $S E(n)$ is a 3 -spanner of $U B(n)$ with maximum degree 3 . Since $S E(n)$ has $3 \cdot 2^{n-1}-3+(n \bmod 2)$ edges it is a minimum 3 -spanner if $n$ is even for $n \geq 7$ by Theorem 4.1. If $n$ is odd, $S E(n)$ contains a 4 -cycle with vertices $(01)^{(n-1) / 2} 0,(10)^{(n-1) / 2} 0,(10)^{(n-1) / 2} 1$, and $(01)^{(n-1) / 2} 1$. It is not hard to show that deleting the exchange edge $\left[(10)^{(n-1) / 2} 0,(10)^{(n-1) / 2} 1\right]$ gives a 3 -spanner of $S E(n)$ which is a minimum 3 -spanner of $U B(n)$ with maximum degree 3.

It is also possible to obtain 3 -spanners of $U B(n)$ directly from some of the 3 spanners of $B F(n)$. It follows from Proposition 2.7 that every 3 -spanner of $U B(n)$ can be obtained from $B F(n)$ by deleting exactly one edge from each basic 4 -cycle between two adjacent levels of $B F(n)$ and every other edge of $B F(n)$ that has the same image under $\psi$ as a deleted edge, being careful not to delete any edge that $\psi$ maps to $[0101 \cdots, 1010 \cdots]$.

We will conclude our discussion of minimum 3 -spanners of $U B(n)$ by briefly describing an algorithm for constructing any minimum 3 -spanner of $U B(n)$ with maximum degree 3. The algorithm is quite similar to the algorithm in $\S 3$ for constructing any 3 -regular minimum 3 -spanner of $B F(n)$. The basic idea is to delete exactly one edge from each of the $2^{n-1}$ basic 4- and 3 -cycles of $U B(n)$ in such a way that at least one edge is deleted at each vertex of degree 4 . The only basic 4 -cycles with which we have to be careful are the two basic 4 -cycles that have the edge $[0101 \cdots, 1010 \cdots]$ in common. We start by deleting one edge adjacent to the common edge from one of these basic 4 -cycles. This choice is important since the process fails if no edge adjacent to the common edge is deleted. This choice restricts the choices in the two 4 - or 3 -cycles of basic 4 - or 3 -cycles that contained the deleted edge. Subsequent edge deletions further reduce the remaining choices until all remaining edge deletions are forced. Every valid sequence of edge deletions gives a minimum 3 -spanner with maximum degree 3 . The two basic 3 -cycles are treated in exactly the same way as the basic 4-cycles.

Theorem 4.4. For $n \geq 3$, there is a 7 -spanner of $S E(n)$ with $\frac{5}{4} \cdot 2^{n}-3+(n \bmod 2)$ edges.

Proof. The homomorphism $\phi$ from Proposition 2.3 maps a vertex $\left(i, x_{0} x_{1} \cdots x_{n-1}\right)$ of $C C C(n)$ onto the vertex $x_{i+1} x_{i+2} \cdots x_{i-1} x_{i}$ of $S E(n)$. Thus, $\phi$ maps $C$-edges of $C C C(n)$ onto shuffle edges of $S E(n)$ and $H$-edges of $C C C(n)$ onto exchange edges of $S E(n)$. (Note that the shuffle edges to which $\phi$ maps $C$-edges of the form $\left[\left(i, 0^{n}\right),(i+\right.$ $\left.\left.1,0^{n}\right)\right]$ and $\left[\left(i, 1^{n}\right),\left(i+1,1^{n}\right)\right]$ are loops at $0^{n}$ and $1^{n}$, respectively.) It follows that
each fundamental $n$-cycle of $\operatorname{CCC}(n)$ is mapped onto a cycle of $S E(n)$ that consists entirely of shuffle edges. We will call such a cycle in $S E(n)$ a shuffle cycle. The length of a shuffle cycle of $S E(n)$ is either $n$ or a factor of $n$. If a fundamental $n$ cycle of $C C C(n)$ is mapped by $\phi$ onto a shuffle cycle of length $n$, then the mapping of the edges is one-to-one. If the shuffle cycle has length $k$ where $0<k<n$, then $\phi$ maps $\frac{n}{k} C$-edges to each shuffle edge. Each fundamental cycle of $C C C(n)$ corresponds to a hypercube vertex $x_{0} x_{1} \cdots x_{n-1}$. The fundamental cycles corresponding to $x_{0} x_{1} \cdots x_{n-1}, x_{1} x_{2} \cdots x_{n-1} x_{0}, \cdots, x_{n-1} x_{0} \cdots x_{n-2}$, that is, all cyclic permutations of $x_{0} x_{1} \cdots x_{n-1}$, will map to the same shuffle cycle in $S E(n)$. Most of the nonfundamental 8-cycles of $C C C(n)$ (which are alternating sequences of $C$-edges and $H$-edges) are mapped by $\phi$ to 8 -cycles of $S E(n)$, which are alternating sequences of shuffle and exchange edges. $\phi$ maps $n$ nonfundamental 8 -cycles of $C C C(n)$ to each such 8 -cycle of $S E(n)$. The exceptions are the nonfundamental 8 -cycles of $S E(n)$ that contain a vertex ( $i, 0^{n}$ ) or ( $i, 1^{n}$ ). The $n 8$-cycles containing a vertex ( $i, 0^{n}$ ) are mapped onto the degenerate 8 -cycle of $S E(n)$ consisting of the exchange edge $\left[0^{n}, 0^{n-1} 1\right]$ and the 5 -cycle $0^{n-1} 1,0^{n-2} 10,0^{n-2} 11,10^{n-2} 1,10^{n-1}, 0^{n-1} 1$. The mapping for the $n 8$-cycles containing a vertex $\left(i, 1^{n}\right)$ is symmetric. The construction from Theorem 3.6 for 7 spanners of $C C C(n)$ can be used with mapping $\phi$ to construct 7 -spanners of $S E(n)$ if the edges deleted from $C C C(n)$ are chosen carefully. The construction removes exactly one $C$-edge from each nonfundamental 8 -cycle of $C C C(n)$. Since $\phi$ maps $n$ nonfundamental 8 -cycles of $C C C(n)$ to each 8 -cycle (or degenerate 8 -cycle) $X$ of $S E(n)$, the $n$ edges deleted from the nonfundamental cycles mapping to $X$ should all map to the same edge of $X$. Also, in the degenerate 8 -cycles, the edges $\left[0^{n}, 0^{n-1} 1\right]$ and [ $1^{n}, 1^{n-1} 0$ ] must not be deleted because deleting them would disconnect the graph. Since there are $\frac{n}{4} \cdot 2^{n}$ nonfundamental 8-cycles in $C C C(n)$, this spanner of $S E(n)$ is obtained by deleting $\frac{1}{4} \cdot 2^{n}$ edges, leaving $\frac{5}{4} \cdot 2^{n}-3+(n \bmod 2)$ edges.

The spanners of $S E(n)$ from Theorem 4.4 are not minimum 7 -spanners because some short cycles will remain intact. However, there is only a constant number of cycles of length less than 8 in $S E(n)$, and the number of 8 -cycles of $S E(n)$ that are not images under $\phi$ of 8 -cycles of $C C C(n)$ is also a constant. So, minimum 7-spanners of $S E(n)$ have $\frac{5}{4} \cdot 2^{n}-O(1)$ edges.

The following theorem uses the mapping $\psi$ from Proposition 2.3 to obtain 7spanners of $U B(n)$ from 7 -spanners of $B F(n)$ in the same way that $\phi$ was used in Theorem 4.4. These 7 -spanners of $U B(n)$ are not minimum spanners either, but like the 7 -spanners of $S E(n)$, they are within a constant number of edges of minimum.

Theorem 4.5. For $n \geq 3$, there is a 7 -spanner of $U B(n)$ with $\frac{5}{4} \cdot 2^{n}-3$ edges.
Proof. The homomorphism $\psi$ from Proposition 2.3 , which maps vertices of $B F(n)$ to vertices of $U B(n)$, acts in a very similar way to $\phi$ in the proof of Theorem 4.4. $C$ edges of $B F(n)$ are mapped to shuffle edges of $U B(n)$ (except the $C$-edges $\left[\left(i, 0^{n}\right),(i+\right.$ $\left.\left.1,0^{n}\right)\right]$ and $\left.\left[\left(i, 1^{n}\right),\left(i+1,1^{n}\right)\right]\right), H$-edges of $B F(n)$ are mapped to shuffle-exchange edges of $U B(n)$, and the $n$ fundamental $n$-cycles of $B F(n)$ that correspond to hypercube vertices whose bit strings are cyclic permutations of each other map to the same shuffle cycle of $U B(n)$. It follows from Proposition 2.7 and Corollary 2.8 that $\psi$ maps $n$ of the basic 4-cycles of $B F(n)$ to each basic 4- or 3 -cycle of $U B(n) . \psi$ also maps $n$ nonfundamental 8 -cycles of $B F(n)$ to each 8 -cycle of $U B(n)$ that is an alternating sequence of shuffle and shuffle-exchange edges. $n$ nonfundamental 8 -cycles of $B F(n)$ are also mapped to each of the two degenerate shuffle cycles of $U B(n)$ (which contain vertex $0^{n}$ or $1^{n}$ ). The construction from Theorem 3.7 for 7 -spanners of $B F(n)$ can be used with mapping $\psi$ to construct 7 -spanners of $U B(n)$ as follows. The construction
of Theorem 3.7 first removes one $H$-edge from each basic 4 -cycle of $B F(n)$ and then one $C$-edge from the nonfundamental 8 -cycle remaining in each 4 -cycle of basic 4 cycles. The deleted edges should be chosen so that when $\psi$ maps $n$-cycles of $B F(n)$ to the same 8 -cycle (or degenerate 8-cycle) $X$ of $U B(n)$, or $n$ basic 4-cycles of $B F(n)$ to the same basic 4 - or 3 -cycle $X$ of $U B(n)$, the $n$ deleted edges all map to the same edge of $X$. Care should also be taken not to disconnect vertex $0^{n}$ or vertex $1^{n}$ from the rest of the spanner. If a 7 -spanner of $B F(n)$ satisfies these constraints, then its image under $\psi$ is a 7 -spanner of $U B(n)$.

We can also use the mappings of Propositions 2.2 and 2.3 to obtain 7 -spanners of $U B(n)$ directly from some 7 -spanners of $C C C(n)$. Any 7 -spanner of $C C C(n)$ that is also a 7 -spanner of $B F(n)$ and that is mapped by $\phi$ onto a 7 -spanner of $S E(n)$ will map to a 7 -spanner of $U B(n)$ by either of the mappings $\psi \circ g$ or $f \circ \phi$.

Using the same arguments as were used for $C C C(n)$ and $B F(n)$, it can be shown that some 7-spanners of $S E(n)$ are 7-spanners of $U B(n)$ and others are not. In particular, if a 7 -spanner of $C C C(n)$ is not a 7 -spanner of $B F(n)$, then its image under $\psi \circ g$ or $f \circ \phi$ might not be a 7 -spanner of $U B(n)$ even if its image under $\phi$ is a 7 -spanner of $S E(n)$. Figures 6 and 7 show one example of each type. In Figs. 6 and 7, there are two sets of vertex labels. The labels along the top and left side of each figure are for $C C C(3)$ and $B F(3)$ and are the same as in Fig. 2. The labels next to the vertices in the interiors of the graphs are the labels of the vertices of $S E(n)$ and $U B(n)$ onto which the vertices of $C C C(n)$ and $B F(n)$ are mapped by $\phi$ and $\psi$, respectively.


Fig. 6. A 7-spanner $S$ of $C C C(n)$ for which $\phi(S)$ is a 7 -spanner of $S E(n)$, but $g(S)$ is not a 7-spanner of $B F(n)$ and $f \circ \phi(S)=\psi \circ g(S)$ is not a 7-spanner of $U B(n)$.

Table 3 summarizes results about $t$-spanners of $S E(n)$ and $U B(n)$ for small $t$ and $n \geq 8$. The first line shows the numbers of edges in $S E(n)$ and $U B(n)$ since dilation 1 does not permit the removal of any edges. The results for 3 -spanners and 7 -spanners were proved in this section. The proofs for the other results in the table are omitted. There are very few short cycles of lengths other than 4 and 8 in $S E(n)$ and $U B(n)$, so the omitted proofs involve careful analyses of the cycle structures of the graphs but no new construction or proof techniques. Results about the numbers of edges in minimum 7 -spanners for $U B(n)$ and $S E(n)$ have not been proved in this paper. All of the other results for $U B(n)$ in the table are for minimum spanners. However, none of the results reported in the table for $S E(n)$ are minimum for all $n$ (except the trivial case of dilation 1) because the formulae for the numbers of edges in small dilation spanners for $S E(n)$ are functions of both the dilation and $n$. Rather than list all of the


Fig. 7. A 7-spanner $S$ of $C C C(n)$ for which $\phi(S)$ is a 7-spanner of $S E(n), g(S)$ is a 7-spanner of $B F(n)$, and $f \circ \phi(S)=\psi \circ g(S)$ is a 7 -spanner of $U B(n)$.
cases, we have reported small values that are correct for all $n$. Also note that there is a dilation 2 embedding of $U B(n)$ into $S E(n)$ [16], but it does not give a 2 -spanner of $U B(n)$ because $S E(n)$ is not a subgraph of $U B(n)$ in this embedding.

Table 3
Numbers of edges in some small dilation spanners of $S E(n)$ and $U B(n)$ for $n \geq 8$.

| Dilation | $S E(n)$ | $U B(n)$ |
| :---: | :--- | :--- |
| 1 | $\frac{3}{2} \cdot 2^{n}-3+(n \bmod 2)$ | $2 \cdot 2^{n}-3$ |
| 2 | $\frac{3}{2} \cdot 2^{n}-3+(n \bmod 2)$ | $2 \cdot 2^{n}-7$ |
| 3 | $\frac{3}{2} \cdot 2^{n}-3$ | $\frac{3}{2} \cdot 2^{n}-3$ |
| 4 | $\frac{3}{2} \cdot 2^{n}-7$ | $\frac{3}{2} \cdot 2^{n}-7$ |
| 5 | $\frac{3}{2} \cdot 2^{n}-12$ | $\frac{3}{2} \cdot 2^{n}-12$ |
| 6 | $\frac{3}{2} \cdot 2^{n}-20$ | $\frac{3}{2} \cdot 2^{n}-20$ |
| 7 | $\frac{5}{4} \cdot 2^{n}-3+(n \bmod 2)$ | $\frac{5}{4} \cdot 2^{n}-3$ |

5. Conclusions. In this paper we have concentrated on 3 - and 7 -spanners. The next interesting dilation is 11 since the next small cycle length in $B F(n)$ and $C C C(n)$ is 12 . Results for dilation 11 are apparently much more difficult to obtain than those for dilations 3 and 7 , and we believe that new proof techniques will be necessary to find minimum 11-spanners. We also believe that the trade-off between the dilation $t$ and the number of edges that can be deleted in the classes of graphs we are studying is a well-behaved function of $t$ and $n$, but without tight bounds for 11 -spanners, we were not able to make this trade-off precise.

We were able to construct $t$-spanners of maximum degree 3 for $t$ as small as 3 . It is clearly not possible to lower the maximum degree to 2 and keep $t$ small since any spanner with maximum degree 2 is a Hamilton cycle or path. It is known that $C C C(n), U B(n)$, and $B F(n)$ are Hamiltonian and it has recently been shown [9] that $S E(n)$ has a Hamilton path. An interesting problem is to determine, for each of the four classes of graphs that we have considered, the minimum value of $t$ for which the graph has a $t$-spanner of maximum degree 2 . This problem can be solved by finding the Hamilton cycle or path for which the longest chord has minimum length.
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# LOWER BOUNDS ON REPRESENTING BOOLEAN FUNCTIONS AS POLYNOMIALS IN $Z_{m}{ }^{*}$ 
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#### Abstract

Define the $M O D_{m}$-degree of a boolean function $F$ to be the smallest degree of any polynomial $P$, over the ring of integers modulo $m$, such that for all 0-1 assignments $\vec{x}, F(\vec{x})=0$ iff $P(\vec{x})=0$. By exploring the periodic property of the binomial coefficients modulo $m$, two new lower bounds on the $M O D_{m}$-degree of the $M O D_{l}$ and $\neg M O D_{m}$ functions are proved, where $m$ is any composite integer and $l$ has a prime factor not dividing $m$. Both bounds improve from sublinear to $\Omega(n)$. With the periodic property, a simple proof of a lower bound on the $M O D_{m}$-degree with symmetric multilinear polynomial of the OR function is given. It is also proved that the majority function has a lower bound $\frac{n}{2}$ and the MidBit function has a lower bound $\sqrt{n}$.
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1. Introduction. Proving lower bounds on explicitly given boolean functions is a notoriously difficult task. While the problem of proving nonlinear sized lower bounds for general boolean functions is still not in sight, very powerful results are available for restricted classes, such as monotone circuits or circuits of unbounded fan-in gates with small depth [5], [17]. One of the major tools in obtaining these lower bounds was the use of algebraic techniques [11], [12], [13]. As a result, several researchers started the study of polynomials that in some sense represent boolean functions. In particular, one wishes to find lower bounds on the degree of such polynomials: in some situations this enables us to prove a lower bound on circuit size [12]. In any case, the degree of the representing polynomial is a natural characteristic of the boolean function, and it is interesting to try to find bounds on it.

In this paper we prove lower bounds on the $M O D_{m}$-degree of some functions for composite $m$. These bounds substantially improve previous results [2], use elementary methods, and we hope shed some more light on the power of the $M O D_{m}$ function for composite $m$. Recall that the Smolensky-Razborov technique does not seem applicable in this situation, and Szegedy's dissertation [13] also shows that such gates are surprisingly powerful. Thus any lower bound for these gates is of interest.

We briefly review previous main results. There are many possible representations of boolean functions as polynomials over some ring or field. Nisan and Szegedy [9] studied the degree of real polynomials that represent boolean functions. Paturi [10] studied the degree of real polynomials that approximate symmetric boolean functions. In [14], [15] Tarui proved some results on the degree complexity of boolean functions over rings and applied these results to prove the separations of certain relativized classes. In [2] Barrington, Beigel, and Rudich studied representing boolean functions as polynomials modulo $m$. Our work is an extension of the results in [2].

The techniques of Razborov [11] and Smolensky [12] that show polynomial sized constant depth circuits with $M O D_{p}$ gates cannot compute the $M O D_{q}$ function (the boolean function $\operatorname{MOD}_{m}\left(x_{1}, \ldots, x_{n}\right)$ is defined to be 0 if $\sum_{i=0}^{n} x_{i}$ is a multiple of $m$ and 1 otherwise) when $p$ and $q$ are distinct primes suggest the following definition

[^6][2]. A polynomial $P$ over $Z_{m}$ represents a boolean function $F$ if for all $0-1$ valued assignments $\vec{x}, F(\vec{x})=0$ iff $P(\vec{x})=0$. The $M O D_{m}$-degree of $F$, denoted $\delta(F, m)$, is the degree of the lowest degree polynomial that represents it. This is an interesting complexity measure on its own and, in the case of prime moduli, yields lower bounds for circuit size.

For moduli $m$ that are prime, or prime power, the situation is well understood [12], [3]. It is known that for the OR function of $n$ variables $\delta(O R, p)=\left\lceil\frac{n}{p-1}\right\rceil$ [12], [16]. It is also known that $\delta\left(M O D_{l}, p\right)=\Omega(n)$ when $l$ is not a power of $p$. These results depend crucially on the fact that $Z_{p}$ is a finite field.

For composite moduli, when $Z_{m}$ is a ring and not a field, many of the lemmas simply fall apart. Barrington, Beigel, and Rudich [2] proved the first few lower bounds for the OR and MOD functions for composite $m$. They proved that if the representing polynomial is symmetric, then $\delta(O R, m)=\Theta\left(n^{1 / r}\right)$, where $r$ is the number of distinct prime factors of $m$. They also proved that for any nonsquarefree composite integer $m, \delta\left(M O D_{l}, m\right)=n^{\Omega(1)}$ and $\delta\left(\neg M O D_{l}, m\right)=n^{\Omega(1)}$, where $l$ has a prime factor that is not a divisor of $m$ and $\delta\left(\neg M O D_{m}, m\right)=n^{\Omega(1)}$. If $m$ is squarefree they have $\delta\left(M O D_{l}, m\right)=n^{\Omega(1)}, \delta\left(\neg M O D_{l}, m\right)=\Omega(n)$, and $\delta\left(\neg M O D_{m}, m\right)=\Omega(n)$.

Our paper improves these results. First, we give a new simple proof for the lower bound for the OR function that does not depend on $m$ being squarefree. We prove that the $M O D_{m}$-degree of the majority function is at least $\frac{n}{2}$. We also show a lower bound, $\sqrt{n}$, for the MidBit function. (The MidBit function, defined in [4], is the boolean function that takes $x_{1}, \ldots, x_{n}$ as input and outputs the value of the $\left\lfloor\frac{\log n}{2}\right\rfloor$ th bit in the binary representation of the number $\sum_{i=1}^{n} x_{i}$.)

Finally, we prove that $\delta\left(M O D_{l}, m\right)=\Omega(n)$ and $\delta\left(\neg M O D_{l}, m\right)=\Omega(n)$ when $l$ has a prime that is not a factor of $m$ and that $\delta\left(-M O D_{m}, m\right)=\Omega(n)$. These improve the bounds in [2] for the case $m$ is not squarefree. Our proofs rely on a periodic property of the binomial coefficients. They are simpler and more straightforward than the previous proofs of weaker statements.
2. Notation. As a convention, $[n]$ denotes the set $\{1,2, \ldots, n\}$. Let $A$ and $B$ be sets. We write $A \subseteq B$ if every member of $A$ also belongs to $B$, i.e., $A$ is a subset of $B$. We write $A \subset B$ to indicate that $A$ is a proper subset of $B$. Boolean functions on $n$ variables will be represented as polynomials in the ring $Z_{m}\left[x_{1}, \ldots, x_{n}\right]$. Since we will consider the domain $\{0,1\}^{n}$ only, we are interested in the multilinear polynomials. For $A \subseteq[n]$, we define $X_{A}=\prod_{i \in A} x_{i}$. It is clear that $\left\{X_{A} \mid A \subseteq[n]\right\}$ forms a basis for the multilinear polynomials in $Z_{m}\left[x_{1}, \ldots, x_{n}\right]$. And $\left\{X_{A}|A \subseteq[n],|A| \leq d\}\right.$ forms a basis for the multilinear polynomials of degree at most $d$ in $Z_{m}\left[x_{1}, \ldots, x_{n}\right]$. Let $P\left(x_{1}, \ldots, x_{n}\right)$ be any $n$-variable function with domain $\{0,1\}^{n}$. We say that $P(A)$ has the value obtained with the assignment $x_{i}=1$ if $i \in A$ and 0 otherwise.

Definition 2.1. Define $\delta(F, m)$, the $M O D_{m}$-degree of a boolean function $F$, to be the smallest degree of any polynomial $P$ in $Z_{m}$ such that for all 0-1 assignments $\vec{x}$, $F(\vec{x})=0$ iff $P(\vec{x})=0$.

Definition 2.2. Let $m, r$, and $n$ be positive integers, where $0 \leq r \leq m-1$. The $M O D_{(m, r)}$ function of $n$ variables is defined as

$$
M O D_{(m, r)}\left(x_{1}, \ldots, x_{n}\right)=\left\{\begin{array}{cc}
0 & \text { if } \sum_{i} x_{i} \equiv r \quad(\bmod m) \\
1 & \text { otherwise }
\end{array}\right.
$$

We use $M O D_{m}$ to indicate $M O D_{(m, 0)}$.

Definition 2.3. Let $k$ and $n$ be any positive integers and $k \leq n$. The threshold function $T H_{k}^{n}$ of $n$ variables is defined as

$$
T H_{k}^{n}\left(x_{1}, \ldots, x_{n}\right)=\left\{\begin{array}{cc}
1 & \text { if } \sum_{i} x_{i} \geq k \\
0 & \text { otherwise }
\end{array}\right.
$$

Definition 2.4. Let $n$ be a positive integer. The MidBit function of $n$ variables is defined as $\operatorname{MidBit}\left(x_{1}, \ldots, x_{n}\right)=\left\lfloor\frac{\log n}{2}\right\rfloor$ th bit in the binary representation of $\sum_{i=1}^{n} x_{i}$.
3. Main lemmas. Let $j$ be a nonnegative integer, and let $k$ and $m$ be any positive integers. Fix $k$ and $m$; then the integer function $f(j)=\binom{j}{k} \bmod m$ is a cyclic function of $j$. As H. Kwong pointed out, this property has been proved by several other authors by using different methods [6], [7], [18]. For completeness we show the proof in the following.

Lemma 3.1. Let $p$ be any prime number, and let $a$ and $k$ be any positive integers. Then $\binom{j}{k} \bmod p^{a}$ has the cycle length $p^{a+e}$, where $e=\left\lfloor\log _{p} k\right\rfloor$.

Proof. Define $L_{k}=p^{a+\left\lfloor\log _{p} k\right\rfloor}$. We want to prove $\binom{s L_{k}+j}{k} \equiv\binom{j}{k}\left(\bmod p^{a}\right)$ for any nonnegative integer $s$ and any positive integer $k$ by induction on $j$. For the base case $j=0$, since $\binom{s L_{k}}{k}=\frac{s L_{k}}{s L_{k}-k}\binom{s L_{k}-1}{k}$ is an integer and the largest power of $p$ that divides $s L_{k}-k$ is at most $p^{\left\lfloor\log _{p} k\right\rfloor}$, we know $\binom{s L_{k}}{k}$ is divisible by $p^{a}$. Thus $\binom{s L_{k}}{k} \equiv 0 \quad\left(\bmod p^{a}\right)$ for all nonnegative integers $s$ and any positive integer $k$. Suppose $\binom{s L_{k}+j}{k} \equiv\binom{j}{k} \quad\left(\bmod p^{a}\right)$ for any nonnegative integer $s$ and any positive integer $k$, for $0 \leq j \leq i$. Now consider the case when $j=i+1$ :

$$
\begin{aligned}
\binom{s L_{k}+i+1}{k} & =\binom{s L_{k}+i}{k}+\binom{s L_{k}+i}{k-1} \\
& \equiv\binom{i}{k}+\binom{i}{k-1} \quad\left(\bmod p^{a}\right) \text { because } L_{k-1} \mid L_{k} \\
& \equiv\binom{i+1}{k} \quad\left(\bmod p^{a}\right)
\end{aligned}
$$

Next we need to prove that $L_{k}$ is the smallest cycle. To show $L_{k}$ is the smallest cycle of $\binom{j}{k} \bmod p^{a}$, we prove that there exists an $i, 0 \leq i<k$, such that $\binom{\frac{L_{k}}{p}+i}{k} \not \equiv\binom{i}{k} \equiv 0$ $\left(\bmod p^{a}\right)$. Without loss of generality, let $k=p^{l}+i$, where $l$ is any positive integer and $0 \leq i<p^{l+1}-p^{l}$. With this assumption we have $\left\lfloor\log _{p} k\right\rfloor=l$. By induction on $i$, we will prove $p^{a} \times\binom{ p^{l+a-1}+i}{p^{p}+i}$. This is clear for the base case $i=0$. Suppose it holds for the case up to $i$, i.e., $p^{a} \times\binom{ p^{l+a-1}+m}{p^{l}+m}$, where $0 \leq m \leq i \leq p^{l+1}-p^{l}-1$. Consider the case $m=i+1$. We are interested in the case when $i+1<p^{l+1}-p^{l}$. Then $\binom{p^{l+a-1}+i+1}{p^{l}+i+1}=\frac{p^{l+a-1}+i+1}{p^{l}+i+1}\binom{p^{l+a-1}+i}{p^{l}+i}$. We know $\frac{p^{l+a-1}+i+1}{p^{l}+i+1}$ is not divisible by $p$. By the induction hypothesis we have $p^{a} X\binom{p^{l+a-1}+i+1}{p^{l}+i+1}$. This completes the proof.

By applying the Chinese remainder theorem we can generalize the above lemma as follows.

Lemma 3.2. Let $m_{1}$ and $m_{2}$ be any two relatively prime positive integers. If $\binom{j}{k} \bmod m_{1}$ and $\binom{j}{k} \bmod m_{2}$ has the cycle length $l_{1}$ and $l_{2}$, respectively, then $\binom{j}{k}$ $\bmod m_{1} m_{2}$ has the cycle length $l_{1} l_{2}$.

Theorem 3.3. Let $m=p_{1}^{a_{1}} \ldots p_{r}^{a_{r}}$ be an arbitrary positive integer, where the $p_{i}$ 's are distinct prime numbers and the $a_{i}$ 's are positive integers. Let $e_{i}=\left\lfloor\log _{p_{i}} k\right\rfloor$ for $1 \leq i \leq r$; then $\binom{j}{k} \bmod m$ has the cycle length $\prod_{i=1}^{r} p_{i}^{a_{i}+e_{i}}$.

Proof. The theorem is proved by Lemmas 3.1 and 3.2.
Let $P\left(x_{1}, \ldots, x_{n}\right) \in Z_{m}\left[x_{1}, \ldots, x_{n}\right]$ be a polynomial representing a Boolean function $f\left(x_{1}, \ldots, x_{n}\right)$. If the degree of $P$ is $d$, then we can write $P\left(x_{1}, \ldots, x_{n}\right)=$ $\sum_{A \subseteq[n] ;|A| \leq d} c_{A} X_{A}$. Recall that we define $f(A)=f\left(a_{1}, \ldots, a_{n}\right)$, where $a_{i}=1$ if $i \in \bar{A}$ and 0 otherwise. $P(A)$ is defined similarly. For convenience, for each $A \subseteq[n]$ we use $b_{A}$ to denote $P(A)$. Since $P$ represents $f$, it is clear that if $f(A)=0$, then $b_{A}=0$ and if $f(A)=1$, then $b_{A}$ can be any nonzero integer in $Z_{m}$. If there are $M$ different assignments in $\{0,1\}^{n}$ satisfying $f$, then by a simple counting argument there are $(m-1)^{M}$ multilinear polynomials in $Z_{m}$ representing $f$. For any $A \subseteq[n]$ it is clear that $X_{D}(A)=0$ if $D \nsubseteq A$ and $X_{D}(A)=1$ if $D \subseteq A$. Thus $b_{A}=P(A)=\sum_{D \subseteq A ;|D| \leq d} c_{D}$. There are $2^{n}$ possible inputs. With the given boolean function we can choose a set of $b_{A}$ 's such that $b_{A}=0$ if $f(A)=0$ and $b_{A} \neq 0$ if $f(A)=1$. Then we can set up a system of linear equations with $\sum_{i=0}^{d}\binom{n}{i}$ variables if the representing polynomial has degree $d$. By solving the linear equations, we prove some useful relations among $b_{D}$ 's and $c_{A}$ 's over any ring $Z_{m}$. Actually, Lemma 3.4.1 is a special case of the well-known Möbius inversion theorem [8].

Lemma 3.4. 1. If $A \subset[n]$ and $|A| \leq d$, then

$$
c_{A}=\sum_{D \subseteq A}(-1)^{|A|-|D|} b_{D}
$$

2. If $A \subseteq[n]$ and $|A|>d$, then

$$
b_{A}=\sum_{D \subset A ;|D| \leq d}(-1)^{d-|D|}\binom{|A|-|D|-1}{d-|D|} b_{D} .
$$

Proof. 1. The first part of the lemma is proved by induction on the size of $A$. It is clear for the cases of $|A|=0$ and 1 . Suppose it is true for all $|A| \leq k$. Consider the case of $d \geq|A|=k+1$. Then

$$
\begin{aligned}
P(A) & =b_{A} \\
& =c_{A}+\sum_{S \subset A} c_{S} \\
& =c_{A}+\sum_{S \subset A}\left(b_{S}+\sum_{D \subset S}(-1)^{|S|-|D|} b_{D}\right) .
\end{aligned}
$$

The third equality is by induction hypothesis. Then

$$
c_{A}=b_{A}-\sum_{S \subset A}\left(b_{S}+\sum_{D \subset S}(-1)^{|S|-|D|} b_{D}\right)
$$

Let $D_{l}$ be any subset of $A$ with size $l<|A|$. We want to determine the common coefficient of $b_{D_{l}}$ 's for a fixed $l$. It can be found as

$$
-\left(\sum_{D_{l} \subset A} b_{D_{l}}+\sum_{S \subset A} \sum_{D_{l} \subset S}(-1)^{|S|-l} b_{D_{l}}\right)
$$

$$
\begin{aligned}
& =-\left(\sum_{D_{l} \subset A} b_{D_{l}}+\sum_{D_{l} \subset A} \sum_{i=1}^{|A|-l-1}(-1)^{i}\binom{|A|-l}{i} b_{D_{l}}\right) \\
& =-\sum_{D_{l} \subset A} \sum_{i=0}^{|A|-l-1}(-1)^{i}\binom{|A|-l}{i} b_{D_{l}} \\
& =-\sum_{D_{l} \subset A}(-1)^{|A|-l-1} b_{D_{l}} \\
& =\sum_{D_{l} \subset A}(-1)^{|A|-l} b_{D_{l}}
\end{aligned}
$$

This proves the first claim.
2.

$$
\begin{aligned}
b_{A} & =\sum_{D \subset A ;|D| \leq d} c_{D} \\
& =\sum_{D \subset A ;|D| \leq d}\left(\sum_{T \subseteq D}(-1)^{|D|-|T|} b_{T}\right) \\
& =\sum_{T \subset A ;|T| \leq d} \sum_{i=0}^{d-|T|}(-1)^{i}\binom{|A|-|T|}{i} b_{T} \\
& =\sum_{T \subset A ;|T| \leq d}(-1)^{d-|T|}\binom{|A|-|T|-1}{d-|T|} b_{T} \\
& =\sum_{D \subset A ;|D| \leq d}(-1)^{d-|D|}\binom{|A|-|D|-1}{d-|D|} b_{D}
\end{aligned}
$$

In the second-to-last equation we use the fact $\sum_{i=0}^{l}(-1)^{i}\binom{m}{i}=(-1)^{l}\binom{m-1}{l}$.
From the above lemma we know the first $\left(\sum_{i=0}^{d}\binom{n}{i}\right) b_{A}$ 's will determine the coefficients of the polynomial $P$ and the rest of the $b_{A}$ 's. With the above lemmas we can prove several lower bounds systematically. The key of the proof relies on the periodic property of the binomial coefficients modulo $m$.
4. Lower bounds. From Lemma 3.4 we have an immediate lower bound for the threshold function.

Theorem 4.1. $\delta\left(T H_{k}^{n}, m\right) \geq k$, where $m$ is any positive integer.
Proof. Let $P$ be a polynomial over $Z_{m}$, which represents $T H_{k}^{n}$ and has degree less than $k$. By the definition of the threshold function, we know $b_{A}=0$ for all $A \subset[n]$ with $|A|<k$, and by Lemma 3.4.1 we have $c_{A}=0$ for all $A \in[n]$ with $|A|<k$. By Lemma 3.4.2 $b_{A}=0$ for all $A \subseteq[n]$ with $|A| \geq k$, which is a contradiction to the definition of the threshold function. Thus the degree must be at least $k$.

Let's look at the majority function. We define the majority function on $n$ variables as $\operatorname{MAJ}\left(x_{1}, \ldots, x_{n}\right)=1$ if there are at least $\frac{n}{2} 1$ 's in the input and 0 otherwise. Clearly, it is a special case of the threshold function. Thus we have the following immediate corollaries.

Corollary 4.2. Let $m$ be any positive integer.

1. $\delta(M A J, m) \geq \frac{n}{2}$.
2. $\delta(A N D, m)=n$.
3. $\delta($ MidBit,$m)=\Omega(\sqrt{n})$.

It is clear that part 2 is trivial and part 3 follows from the proof of Theorem 4.1. Next we are going to prove the lower bound for the OR function. With the previous lemmas we prove it without distinguishing between the cases of squarefree and nonsquarefree $m$.

ThEOREM 4.3. Let $m$ be any nonprime-power composite number. If the $O R$ function of $n$ variables is represented by a symmetric polynomial modulo $m$, then the degree is $\Omega\left(n^{1 / r}\right)$, where $r$ is the number of distinct primes dividing $m$.

Proof. Let $P$ be a symmetric polynomial of degree $d$ that represents the OR function over $Z_{m}$. Say $m=\prod_{i=1}^{r} p_{i}^{a_{i}}$. Suppose $p_{i}^{e_{i}} \leq d<p_{i}^{e_{i}+1}$ for $1 \leq i \leq r$. It is clear that $P(\emptyset)=b_{\emptyset}=0$ and $P(A)=b_{A} \neq 0$ if $A \subseteq[n]$ and $A \neq \emptyset$. Since $P$ is symmetric for any $A, B \subseteq[n]$, if $|A|=|B|$, then $b_{A}=b_{B}$ and so $c_{A}=c_{B}$. Thus we can use $c_{|A|}$ to indicate $c_{A}$ and the others of the same cardinality. Consider the case $|A|>d$. It is easy to see $b_{A}=\sum_{i=1}^{d}\binom{|A|}{i} c_{i}$. By Theorem 3.3, we know $\binom{|A|}{d} \bmod m$ has the cycle length $\prod_{j=1}^{r} p_{j}^{e_{j}+a_{j}}$, when $|A|$ ranges over the nonnegative integers. We denote the cycle length as $L$. If $i>j$, then the cycle length of $\binom{|A|}{i} \bmod m$ is a multiple of the cycle length of $\binom{|A|}{j} \bmod m$. Thus $\binom{0+L}{i} \equiv 0 \quad(\bmod m)$, for $1 \leq i \leq d$, since $\binom{0}{i} \equiv 0 \quad(\bmod m)$. We must have $n<L$, otherwise $b_{A}=0$ for $|A|=L$, which contradicts the definition of the OR function. Hence, $n<L=\prod_{j=1}^{r} p_{j}^{e_{j}+a_{j}} \leq m d^{r}$, and therefore $d=\Omega\left(n^{1 / r}\right)$.

It is still open to find an upper bound for the nonsymmetric case. A very weak lower bound can be obtained by a Ramsey argument. Meanwhile in [1], Alon et al. proved a better lower bound than the one that follows from the Ramsey argument. To resolve the problem, we can either try to improve the lower bound or find a small upper bound for the nonsymmetric representation of the OR function.

Theorem 4.4. Let $m$ be a positive composite integer that is not a prime power; then $\delta\left(\neg M O D_{m}, m\right)=\Omega(n)$.

Proof. Let $P$ be a representing polynomial of the $-M O D_{m}$ function of degree $d$. Choose $p^{l}$ such that $p^{l} \mid m$ and $p^{l} \nmid c_{\emptyset}$, where $p$ is a prime factor of $m$. Such $p$ and $l$ exist, since $c_{\emptyset} \not \equiv 0(\bmod m)$. It is clear that $b_{\emptyset}=c_{\emptyset}$. Without loss of generality, let $n=p^{k+l}+p^{k}-1$, where $k$ is an arbitrary integer. From Lemma 3.4.2, we have $b_{A}=\sum_{D \subset A ;|D| \leq d}(-1)^{d-|D|}\binom{|A|-|D|-1}{d-|D|} b_{D}$, for $|A|>d$. We are interested in the sets $A \subset[n]$ with $|A|=p^{k+l}$ and the sum of the corresponding $b_{A}$ 's:

$$
\begin{aligned}
\sum_{A \subset[n]} b_{A} & =\sum_{A \subset[n]} \sum_{D \subset A ;|D| \leq d}(-1)^{d-|D|}\binom{|A|-|D|-1}{d-|D|} b_{D} \\
& =\sum_{D \subset[n] ;|D| \leq d}(-1)^{d-|D|}\binom{|A|-|D|-1}{d-|D|}\binom{n-|D|}{|A|-|D|} b_{D} \\
& =\sum_{D \subset[n] ;|D| \leq d}(-1)^{d-|D|}\binom{|A|-|D|-1}{d-|D|}\binom{n-|D|}{n-|A|} b_{D} .
\end{aligned}
$$

It is clear that $n-|A|=p^{k}-1$ and $b_{A} \equiv 0 \quad(\bmod m)$ since $m X|A|$ and by the definition of the $\neg M O D_{m}$ function. If $0<|D|<p^{k}$, then $n-|D|=p^{k+l}+\left(p^{k}-|D|-1\right)$. And so $\binom{n-|D|}{n-|A|}=\binom{n-|D|}{p^{k}-1} \equiv\binom{p^{k}-|D|-1}{p^{k}-1} \equiv 0 \quad\left(\bmod p^{l}\right)$ since by Lemma 3.1, $\binom{j}{p^{k}-1} \bmod p^{l}$
has the cycle length $p^{k+l-1}$. Therefore, we have

$$
\begin{aligned}
0 & \equiv(-1)^{d}\binom{|A|-1}{d}\binom{n}{n-|A|} b_{\emptyset} \quad\left(\bmod p^{l}\right) \\
& \equiv(-1)^{d}\binom{|A|-1}{d} b_{\emptyset} \quad\left(\bmod p^{l}\right) .
\end{aligned}
$$

If we let $d<p^{k}$, then $\binom{j}{d}\left(\bmod p^{l}\right)$ has the cycle length at most $p^{k+l-1}$. Thus,

$$
\begin{align*}
0 & \equiv(-1)^{d}\binom{|A|-1}{d} b_{\emptyset} \quad\left(\bmod p^{l}\right) \\
& \equiv(-1)^{d}\binom{p^{l+\left\lfloor\log _{p} d\right\rfloor}-1}{d} b_{\emptyset} \quad\left(\bmod p^{l}\right)  \tag{1}\\
& \equiv b_{\emptyset} \sum_{i=0}^{d}(-1)^{i}\binom{p^{l+\left\lfloor\log _{p} d\right\rfloor}}{i} \quad\left(\bmod p^{l}\right) \\
& \equiv b_{\emptyset} \quad\left(\bmod p^{l}\right) .
\end{align*}
$$

The modular equality in (1) follows from the identity $\sum_{i=0}^{n}(-1)^{i}\binom{m}{i}=(-1)^{n}\binom{m-1}{n}$. It leads to a contradiction. Therefore, $d \geq p^{k}=\frac{n+1}{p^{l}+1}$. The theorem is clear now for the case of $n=p^{k+l}+p^{k}-1$. For the case $p^{k+l}+p^{k}-1<n<p^{k+1+l}+p^{k+1}-1$, the $M O D_{m}$-degree must be at least $p^{k}$, which is at least $\frac{n+1}{p^{l+1}+p}$, and the proof is complete.

By following the above proof we have an immediate corollary.
Corollary 4.5. Let $p$ be a prime number that is not a factor of $m$; then $\delta\left(\neg M O D_{p}, m\right)=\Omega(n)$.

It is a fact that for any positive integer $l, \delta\left(M O D_{l}, m\right)=\delta\left(M O D_{(l, 1)}, m\right)+c$, where $c$ is a constant. Thus, following the lines in the proof of Theorem 4.4, we have the following theorem, which not only improves a previous sublinear lower bound in [2] but also extends it to any composite integer $m$.

Theorem 4.6. Let $m$ be a positive composite integer and $q$ be a prime number that is not a factor of $m$; then $\delta\left(M O D_{q}, m\right)=\Omega(n)$.

Proof. Instead of proving the lower bound for the $M O D_{q}$ function we prove it for the $M O D_{(q, 1)}$ function. As usual let $P$ be a representing polynomial for the $M O D_{(q, 1)}$ function. Choose $p^{l}$ as we did in Theorem 4.4. Without loss of generality, let $n=p^{(k+l)(q-1)}+p^{k(q-1)}-1$, where $k$ is an arbitrary integer. Then by following the proof in Theorem 4.4 and Fermat's little theorem we can prove the lower bound.

Theorems 4.4 and 4.6 show that it is difficult to compute the functions $M O D_{p}$ and $\neg M O D_{p}$ by polynomials over $Z_{m}$, when $p$ is not a factor of $m$. By a simple counting argument, we know that almost every boolean function needs $M O D_{m}$-degree at least $\frac{n}{2}-o(\sqrt{n})$ for any positive integer $m$. It will be interesting to see whether $\frac{n}{2}-o(\sqrt{n})$ is enough for almost every boolean function when $n$ is big enough.
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# ON CONVEX SUBSETS IN TOURNAMENTS* 
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#### Abstract

A tournament is a complete directed graph. A convex subset is a vertex subset with the property that every two-path beginning and ending inside the convex subset is contained completely within the subset. This paper shows that every nontrivial convex subset is the closure of a subset of vertices of cardinality two. This result leads to algorithms that find all convex subsets in a tournament in $O\left(n^{4}\right)$ serial time and in $O\left(\log ^{2} n\right)$ parallel time using $O\left(n^{4}\right)$ processors. Several variations of the problem that are solvable with this new algorithm are also presented.
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1. Introduction. A tournament is a directed graph on $n$ vertices that is obtained by directing all of the edges in a complete undirected graph. A convex subset is a subset of the vertices such that any vertex not in the subset either dominates or is dominated by all of the vertices in the convex subset. A convex subset partitions the vertex set into three subsets: the convex subset, those vertices that dominate all of the vertices in the convex subset, and those vertices that are dominated by all of the vertices in the convex subset. This observation leads to a complete characterization of the convex subsets in a tournament, which leads to a serial algorithm that finds all convex subsets in any tournament within $O\left(n^{4}\right)$ time. Although it is known that a single convex subset can be found in $O\left(n^{3}\right)$ time [2], our algorithm enumerates all of them (potentially $\Theta\left(n^{2}\right)$ [5]) in $O\left(n^{4}\right)$ time. Furthermore, we give a work-efficient $\mathcal{N C}$ algorithm that takes $O\left(\log ^{2} n\right)$ time and $O\left(n^{4}\right)$ processors for finding all convex subsets in any tournament. Finally, our algorithm (in both the parallel and sequential versions) can be easily modified to provide solutions to variations of the convex subsets problem, including finding all of the convex subsets that contain a given subset of vertices and efficiently finding the smallest convex subset that contains a given subset with two or more vertices.
1.1. Background. Varlet investigated many properties of convexity in tournaments and suggested that "it would be nice to have a simple algorithm giving all convex subsets of a tournament" [5, p. 574]. Determining a single convex subset in a tournament is essentially equivalent to finding a split in a directed graph (digraph) when the digraph is a tournament. This fact is alluded to in [1], although no proof is given in the literature. For completeness we have included a proof in the appendix. The graphs induced by a split are called a simple decomposition of the graph. Cunningham gives an $O\left(n^{4}\right)$ algorithm for determining whether a graph has a split and for computing a generalization of a simple decomposition called a prime decomposition [3]. When restricted to a tournament, a simple decomposition yields a convex subset if one exists. A prime decomposition of a tournament yields a list of graphs such that each graph directly corresponds to either a convex subset that does not properly contain another convex subset (i.e., a minimal convex subset) or a subtournament that

[^7]contains no (nontrivial) convex subsets. The prime decomposition of a tournament of size $n$ has $O(n)$ graphs. Since there are tournaments with $\Omega\left(n^{2}\right)$ convex subsets [5], the prime decomposition will not immediately give rise to all convex subsets in a tournament. An obvious algorithm that extracts all convex subsets from a prime decomposition by repeatedly considering the union of known convex subsets with other known convex subsets and parts of the prime decomposition takes $O\left(n^{5}\right)$ time. Any approach that repeatedly checks candidate subsets for convexity will likely take $\Omega\left(n^{4}\right)$ time in the worst case since $\Omega\left(n^{2}\right)$ subsets might be considered, and each convexity check takes $\Omega\left(n^{2}\right)$ time in the worst case.

Bouchet gives an $O\left(n^{3}\right)$ time algorithm for finding a split of a digraph [2] (a convex subset in a tournament) if one exists. This algorithm shares the limitations of Cunningham's algorithm in generating all convex subsets of a tournament. AstieVidal and Matteo were the first to give an algorithm that enumerates all of the convex subsets of a tournament [1]. However, their algorithm applies only to regular tournaments (tournaments where the outdegree of each vertex is equal to its indegree). They claim that the number of "elementary operations" for their algorithm is $O\left(n^{3}\right)$. However, they include operations such as set intersection and set subtraction as elementary operations. In this paper, we view those operations (as well as other related operations) as taking $O(n)$ time. Their algorithm has an $O\left(n^{4}\right)$ time bound with this interpretation. Our algorithm with that same time bound computes all of the convex subsets of any tournament. Furthermore, we parallelize our algorithm to show that the problem of computing all of the convex subsets of a tournament is in $\mathcal{N C}$. The algorithm given by Astie-Vidal and Matteo does not have an obvious parallelization. Also note that Cunningham's algorithm is not obviously parallelizable since it requires vertices to be considered in a very special order.
1.2. Definitions. Let $T=(V, E)$ be a tournament on $n$ vertices. Assume that $V=\{1,2, \ldots, n\}$. For vertices $v, w \in V$, we say that $v$ dominates $w$ (denoted $v \rightarrow w$ ) if the edge between $v$ and $w$ is directed from $v$ to $w$. A convex subset in $T$ is a set $C \subseteq V$ such that for any $v \in V-C$ either $v$ dominates every vertex in $C$ (denoted $v \Rightarrow C$ ) or every vertex in $C$ dominates $v$ (denoted $C \Rightarrow v$ ). This notion is illustrated in Fig. 1. Since every subset of $V$ of size 0,1 , and $n$ is convex, these convex subsets are called trivial. This paper deals only with finding the nontrivial convex subsets and, henceforth, we use the term convex to mean nontrivial convex. Finally, note that we call sets $A, B$, and $C$ strongly incomparable if $A \nsubseteq B \cup C, B \nsubseteq A \cup C$, and $C \nsubseteq A \cup B$.

Let $S \subset V$ be any set of vertices within a tournament. $S$ partitions the remaining vertices into three sets: winners, losers, and mediocre players. The winners are the vertices that dominate all of the vertices in $S$. The losers are the vertices dominated by all of the vertices in $S$. We are interested in the mediocre players, those that dominate some of the vertices in $S$ and are dominated by others. Let $M(S)=\{v \in$ $V-S \mid \exists x, y \in S$, where $x \rightarrow v$ and $v \rightarrow y\}$ be the set of mediocre players relative to $S$.

Since a nontrivial convex subset contains at least two vertices, we use every twovertex subset of $V$ as a starting point for computing all of the convex subsets. For $i, j \in V, i \neq j$, let $C_{i, j}(k)$ be defined inductively as follows:

$$
\begin{aligned}
& C_{i, j}(0)=\{i, j\}, \\
& C_{i, j}(k)=C_{i, j}(k-1) \cup M\left(C_{i, j}(k-1)\right) \text { for } k>0 .
\end{aligned}
$$

This definition implies a closure operator and immediately suggests an obvious

a) Tournament

b) Winners, losers, and convex subset

Fig. 1. Example tournament with a convex subset.
$O\left(n^{5}\right)$ time algorithm for computing all convex subsets. In $\S 2$ we present this algorithm more completely and prove its correctness. We also show that every convex subset is the closure of a subset of cardinality two by showing that every convex subset is equal to some $C_{i, j}$ (defined below). The time bound is easy to verify. Computing $M\left(C_{i, j}(k-1)\right)$ takes $O\left(n^{2}\right)$ time since at most each pair of vertices needs to be considered. We can stop computing each $C_{i, j}(k)$ when $k=n-1$ or when $C_{i, j}(k)=C_{i, j}(k-1)$. Let $C_{i, j}$ denote the resulting set. Since there are $O\left(n^{2}\right)$ sets to compute, the claimed bound is immediate.

We use the following notation and lemma in the demonstration of a polylogarithmic time bound for our parallel algorithm in $\S 3$ as well as in our improvement of the time bound of the obvious algorithm in §4. The lemma shows a simple relationship among vertices in a convex subset and, curiously, allows us to ignore the vertex $j$ in our algorithms.

Let $r_{i, j}(v)$ denote the round of induction when vertex $v$ is brought into $C_{i, j}$. Thus, $r_{i, j}(v)=k$ if and only if $v \in C_{i, j}(k)$ and $v \notin C_{i, j}(k-1)$. Note that $r_{i, j}(i)=r_{i, j}(j)=0$. If a vertex $v \notin C_{i, j}$, then $r_{i, j}(v)=\infty$. We use $R_{i, j}(k)=\left\{v \in V \mid r_{i, j}(v)=k\right\}$ to denote the set of vertices brought into $C_{i, j}$ in round $k$.

Lemma 1.1. Let $i, j, v \in C_{i, j}$ be three distinct vertices such that $r_{i, j}(v)=k>0$. Then there exists a vertex $w \in C_{i, j}$ such that $r_{i, j}(w)=k-1$ and either $w \rightarrow v \rightarrow i$ or $i \rightarrow v \rightarrow w$.

Proof. For a given $v$ where $r_{i, j}(v)=k>0$, let $x, y \in C_{i, j}(k-1)$ be as in the definition of $M\left(C_{i, j}(k-1)\right)$. Note that either $r_{i, j}(x)=k-1$ or $r_{i, j}(y)=k-1$, otherwise $r_{i, j}(v)$ would be less than $k$.

Suppose $r_{i, j}(x)=r_{i, j}(y)=k-1$. Now, either $v \rightarrow i$ or $i \rightarrow v$. Because of the nature of $x$ and $y$, either $x$ or $y$ dominates $v$ and the other is dominated by $v$. In either case, we have the claimed two-path.

Now suppose exactly one of $r_{i, j}(x)$ and $r_{i, j}(y)$ is $k-1$. Without loss of generality, assume it is $r_{i, j}(x)$. Thus, $r_{i, j}(y) \leq k-2$ and $y$ must have the same orientation to $v$ as $i$ does; otherwise $r_{i, j}(v)$ would be one more than $r_{i, j}(y)$. This implies that either $x \rightarrow v \rightarrow i$ or $i \rightarrow v \rightarrow x$.

Since we know there is always at least one such "predecessor" vertex, $w$, we define a function $P_{i, j}:\left(C_{i, j}-\{i, j\}\right) \rightarrow C_{i, j}$ such that $P_{i, j}(v)=w$, where $w$ is the lowest numbered vertex satisfying $r_{i, j}(w)=r_{i, j}(v)-1$ and either $w \rightarrow v \rightarrow i$ or $i \rightarrow v \rightarrow w$. Note that these predecessor functions compose with themselves. We will use $P_{i, j}^{l}$ to denote the composition of $P_{i, j}$ with itself $l$ times.
2. Finding all convex subsets. In this section we show that the algorithm in Fig. 2 finds all convex subsets of a tournament. The modifications used to provide a faster serial algorithm and an $\mathcal{N C}$ algorithm do not invalidate the results of this section. We begin with a useful lemma from [5].

```
For each pair \((i, j)\) with \(1 \leq i<j \leq n\) do
    \(C_{i, j}(0) \leftarrow\{i, j\}\)
    \(k \leftarrow 0\)
    Repeat
        \(k \leftarrow k+1\)
        \(M_{i, j} \leftarrow M\left(C_{i, j}(k-1)\right)\)
        \(C_{i, j}(k) \leftarrow C_{i, j}(k-1) \cup M_{i, j}\)
    Until \(\left|C_{i, j}(k)\right|=\left|C_{i, j}(k-1)\right|\)
```

Fig. 2. Sequential algorithm.
Lemma 2.1 (see [5]). Let $A, B$ be convex subsets such that $A \cap B \neq \emptyset$. Then $A \cup B$ is convex.

The following lemma is of particular importance in proving the correctness of our algorithms. We use this lemma to show that three strongly incomparable convex subsets cannot be related to one another via various "intersection" properties. Three of these intersection properties are identified in the corollaries that follow the lemma.

Lemma 2.2. There do not exist three distinct vertices $x, y, z \in V$ and three distinct convex subsets $A, B$, and $C$ such that $x \notin A, y, z \in A, y \notin B, x, z \in B$, $z \notin C$, and $x, y \in C$.

Proof. Assume that three such vertices $x, y, z \in V$ along with the corresponding convex subsets $A, B$, and $C$ do exist. Consider the triangle of vertices $x, y$, and $z$. Without loss of generality, assume that $y \rightarrow z$. Since $y, z \in A$ and $A$ is convex, either $x \rightarrow y$ and $x \rightarrow z$ or $y \rightarrow x$ and $z \rightarrow x$. If $x \rightarrow y$, then the set $B$ cannot be convex because of the two-path $x \rightarrow y \rightarrow z$, which is a contradiction. So it must be that $y \rightarrow x$ and $z \rightarrow x$. Similarly, the two-path $y \rightarrow z \rightarrow x$ implies that $C$ cannot be convex, leading to a contradiction and thus implying the claim.

The following corollaries provide a more concrete interpretation of the previous lemma. The first one shows that no three strongly incomparable convex subsets share a common intersection as shown in Fig. 3a.


Fig. 3. Impossible convex subset overlaps.
Corollary 2.3. For any vertex $i \in V$, there do not exist three strongly incomparable convex subsets $X, Y$, and $Z$ such that $i \in X \cap Y \cap Z$.

Proof. Assume the claim is not true and let $X, Y$, and $Z$ be three strongly incomparable convex subsets such that $i \in X \cap Y \cap Z$. Now, $A=Y \cup Z, B=X \cup Z$, and $C=X \cup Y$ are all convex due to Lemma 2.1. Since $X, Y$, and $Z$ are strongly incomparable, there exists $x \in X$ such that $x \notin Y \cup Z$, there exists $y \in Y$ such that $y \notin X \cup Z$, and there exists $z \in Z$ such that $z \notin X \cup Y$. Lemma 2.2 implies that vertices $x, y$, and $z$ and convex subsets $A, B$, and $C$ cannot exist. This contradiction gives the desired result.

Another impossible overlap is shown in Fig. 3b.
Corollary 2.4. Let $X, Y$, and $Z$ be disjoint convex subsets. There does not exist a convex subset $W$ such that $W \cap X \neq \emptyset, W \cap Y \neq \emptyset$, and $W \cap Z \neq \emptyset$.

Proof. Assume the claim is not true and let $A=Y \cup Z \cup W, B=X \cup Z \cup W$, and $C=X \cup Y \cup W$. The rest of the argument is similar to Corollary 2.3.

The next corollary of Lemma 2.2 is central to the proof of correctness of our algorithms. It demonstrates that the overlap shown in Fig. 3c is also impossible.

Corollary 2.5. There do not exist strongly incomparable convex subsets $X, Y$, and $Z$ such that $X \cap Y \neq \emptyset, Y \cap Z \neq \emptyset$, and $Z \cap X \neq \emptyset$.

Proof. Assume the claim is not true and let $A=Y \cup Z, B=X \cup Z$, and $C=X \cup Y$. The result now follows as in the previous two corollaries.

We also use the following simple observation, stated without proof, in the proof of Theorem 2.7.

Lemma 2.6. Let $a, b, i, j \in V$. If $a, b \in C_{i, j}$, then $C_{a, b} \subseteq C_{i, j}$.
Theorem 2.7. Let $C$ be any convex subset in a tournament or the trivial convex subset consisting of the entire tournament. Then $C=C_{i, j}$ for some $i, j \in V$.

Proof. Suppose there are convex subsets which are different than every $C_{i, j}$ for $i, j \in V$. Let $C$ be such a convex subset of minimal cardinality. Pick any vertex $x \in C$. Consider $C_{x, c}$ for all $c \in C, c \neq x$. None of these $C_{x, c}$ 's can be $C$ by our assumption, and each of these $C_{x, c}$ 's must be a subset of $C$ by the definition of $C_{x, c}$. Now choose all of the "largest" $C_{x, c}$ 's where largest means that $C_{x, c}$ is not a proper subset of any other $C_{x, c^{\prime}}$ for $c^{\prime} \in C$. Note that by Corollary 2.3 there are at most two such largest convex subsets. Also note that there must be at least two such largest convex subsets, otherwise the largest would be equal to $C$, violating our initial assumption. Therefore, vertex $x$ divides $C$ into two subsets $A \subset C$ and $B \subset C$ such that $A \cup B=C$ and $x \in A \cap B$. Choose a vertex $y \in A$ and $z \in B$ such that $C_{x, y}=A$ and $C_{x, z}=B$. Such a $y$ and $z$ must exist because of the minimality of $C$. Note that $y, z \notin A \cap B$ since $C_{a, b} \subseteq A \cap B$ for any $a, b \in A \cap B$.

We now turn our attention to $C_{y, z}$ and ask the question, "How big is $C_{y, z}$ ?" Using $C_{x, y}, C_{x, z}$, and $C_{y, z}$, Corollary 2.5 implies that $x \in C_{y, z}$. But, since $x, y \in C_{y, z}$, we know that $C_{x, y} \subseteq C_{y, z}$ by Lemma 2.6. Similarly, since $x, z \in C_{y, z}$, we know that $C_{x, z} \subseteq C_{y, z}$. We therefore have $C_{y, z}=C$, a statement which contradicts our original assumption.

Note that Theorem 2.7 does not extend to half-splits in general digraphs because half-splits are not necessarily the closure of subsets of cardinality two. However, a direct result of this theorem is a tight upper bound on the number of convex subsets in a tournament.

Corollary 2.8. There are at most $n(n+1) / 2+1$ convex subsets (including trivial ones) in any tournament on $n$ vertices. Furthermore, this bound is tight.

Proof. Theorem 2.7 implies an upper bound of $n(n-1) / 2-1$ nontrivial convex subsets. Clearly, there are exactly $n+2$ trivial convex subsets. The tightness of the bound follows from Varlet's claim that a transitive tournament has exactly $n(n+$ 1) $/ 2+1$ convex subsets [5].
3. Finding convex subsets in parallel. In this section we describe a parallel algorithm that finds all convex subsets in $O\left(\log ^{2} n\right)$ time using $O\left(n^{4}\right)$ processors on a CREW-PRAM. (See Já Já [4] for a description of CREW-PRAM.)

An obvious parallelization of the sequential algorithm given in $\S 2$ assigns a group of processors to each set $C_{i, j}$. This algorithm, however, may not result in a polylogarithmic time algorithm since the computation of each $C_{i, j}$ may require as many as $n-1$ rounds. A more aggressive approach that takes advantage of Lemmas 1.1 and 2.6 substantially reduces the number of rounds.

We introduce slightly different notation for the intermediate sets in the parallel computation of $C_{i, j}$. This new notation is used to differentiate between the two constructions. Intuitively, $C_{i, j}^{\prime}(k)$ denotes the set of vertices in $C_{i, j}$ after $k$ rounds of the parallel algorithm. A more formal notion comes from the algorithm given in Fig. 4.

```
For each pair \((i, j)\) with \(1 \leq i<j \leq n\) pardo
    \(C_{i, j}^{\prime}(0)\)
\(k \leftarrow 0\)
\(\leftarrow\)
    Repeat
        \(k \leftarrow k+1\)
        \(M_{i, j}^{\prime} \leftarrow M\left(C_{i, j}^{\prime}(k-1)\right)\)
        \(C_{i, j}^{\prime}(k) \leftarrow C_{i, j}^{\prime}(k-1) \cup M_{i, j}^{\prime}\)
        For each \(x \in M_{i, j}^{\prime}\) pardo
            \(C_{i, j}^{\prime}(k) \leftarrow C_{i, j}^{\prime}(k) \cup C_{i, x}^{\prime}(k-1)\)
    Until \(\left|C_{i, j}^{\prime}(k)\right|=\left|C_{i, j}^{\prime}(k-1)\right|\)
```

Fig. 4. Parallel algorithm.
Theorem 3.1. The algorithm in Fig. 4 finds all of the convex subsets of a tournament.

Proof. The only difference between Fig. 4 and the algorithm in Fig. 2 is the extra loop in lines 8 and 9. This does not alter the output of the algorithm as demonstrated by Lemma 2.6 .

The following lemma shows the time bound for the algorithm in Fig. 4.
Lemma 3.2. The Repeat loop in lines $4-10$ of Fig. 4 stops after $O(\log n)$ iterations.

Proof. We show this by proving the following claim. For every vertex $v \in V$, either $r_{i, j}(v)=\infty$ or $v \in C_{i, j}^{\prime}(k)$, where $k=\left\lceil\log _{2}\left(r_{i, j}(v)+1\right)\right\rceil$. We prove this by induction on $k$. The base case of $k=0$ is trivial in that the only vertices that cause $k=0$ are $i$ and $j$. Assume that the claim holds for $k \geq 0$. We now show that the claim holds for $k+1$. Consider a vertex $v$ such that $2^{k} \leq r_{i, j}(v)<2^{k+1}$. By following the sequence of vertices $P_{i, j}(v), P_{i, j}^{2}(v), \ldots, P_{i, j}^{l}(v)$ until $r_{i, j}\left(P_{i, j}^{l}(v)\right)=2^{k}-1$, we find a "magnet" vertex $m=P_{i, j}^{l-1}(v)$. If $l=1$, then $m=v$, and by our induction hypothesis, $P_{i, j}(m) \in C_{i, j}^{\prime}(k)$. Even though $m \notin C_{i, j}^{\prime}(k)$, after line 7 of the algorithm $m \in C_{i, j}^{\prime}(k+1)$. What remains to be shown is that if $m \neq v$, then $v \in C_{i, j}^{\prime}(k+1)$ after line 9 of the algorithm. Since $m=P_{i, j}^{l-1}(v)$ and $l \leq 2^{k}, r_{i, m}(v)<2^{k}$. This implies that $v \in C_{i, m}^{\prime}(k)$ by our induction hypothesis. Thus $v \in C_{i, j}^{\prime}(k+1)$ and the lemma follows.

Theorem 3.3. The algorithm in Fig. 4 finds all convex subsets in an $n$ vertex tournament in $O\left(\log ^{2} n\right)$ time using $O\left(n^{4}\right)$ processors in the CREW-PRAM computing model.

Proof. We begin by analyzing the work required for a single vertex pair $(i, j)$.

Then, we simply multiply the processor requirement by $O\left(n^{2}\right)$ to arrive at the claimed resource bound.
$O\left(n^{2}\right)$ processors can compute $M_{i, j}^{\prime}(\operatorname{line} 6)$ in $O(\log n)$ time without the need for concurrent write. We assign a processor to each pair of vertices $x, y$, for $x \in C_{i, j}^{\prime}(k-1)$, $y \notin C_{i, j}^{\prime}(k-1)$. Each processor checks whether $x \rightarrow y \rightarrow i$ or $i \rightarrow y \rightarrow x$. If so, this processor outputs a 0 , otherwise it outputs a 1 . (Note that by Lemma 1.1 this check is sufficient.) The output goes into an array where the $\left|C_{i, j}^{\prime}(k-1)\right|$ outputs associated with the vertex $y$ are stored. Adding these outputs will determine whether $y$ belongs in the set $M_{i, j}^{\prime}$. The union at line 7 can clearly be done in $O(1)$ time using $O(n)$ processors without using concurrent write. The $O(n)$ unions at line 9 of the algorithm take $O(\log n)$ time using $O\left(n^{2}\right)$ processors using the exclusive write model.

Since there are $O\left(n^{2}\right)$ vertex pairs, the total processor requirement is $O\left(n^{4}\right)$. Furthermore, since each of the $O(\log n)$ iterations of the repeat loop of lines 4-10 takes $O(\log n)$ time, the claimed time bound holds.
4. A better analysis of the sequential algorithm. The running time we originally gave for the sequential algorithm in Fig. 2 is not as tight as possible. Here we improve our analysis by showing that the computation of the mediocre sets at line 6 is not as expensive as first observed.

Theorem 4.1. The algorithm in Fig. 2 finds all the convex subsets of a tournament in $O\left(n^{4}\right)$ time.

Proof. Clearly the For loop at line 1 requires $O\left(n^{2}\right)$ iterations. Thus, to remain within our claimed time bound the Repeat loop at lines 4-8 must not consume more than $O\left(n^{2}\right)$ time. We already know that it may take as many as $n-1$ iterations and that the union operation requires $O(n)$ time. We have already consumed $O\left(n^{2}\right)$ time in the Repeat loop.

What remains to be shown is that the computation of $M\left(C_{i, j}(k-1)\right)$ does not cause the time bound to be exceeded. This is done by looking at the total work performed over all such computations of mediocre sets (hence, over all iterations of the Repeat loop). Lemma 1.1 tells us that we need consider only the vertices $x \in R_{i, j}(k-1)$, vertices $y \in V-C_{i, j}(k-1)$, and the vertex $i$ in the following manner. For $x \in R_{i, j}(k-1)$ and all vertices $y \notin C_{i, j}(k-1)$ we determine whether there exists a two-path of the form $x \rightarrow y \rightarrow i$ or $i \rightarrow y \rightarrow x$. The vertex $y$ is included in $M\left(C_{i, j}(k-1)\right)$ only if such a two-path exists. This observation implies every pair of vertices will be considered at most once. Since this check is done in $O(1)$ time, the Repeat loop at lines 4-8 will take $O\left(n^{2}\right)$ time.

This algorithm is asymptotically not as fast as Bouchet's algorithm for finding a split of a digraph. However, our algorithm finds all convex subsets (or splits) in $O\left(n^{4}\right)$ time, whereas Bouchet's algorithm finds only one in $O\left(n^{3}\right)$ time. It is not clear how to modify Bouchet's algorithm to find all of the convex subsets.
5. Summary. We have proven properties about the relationships among convex subsets in tournaments that provide a basis for sequential and parallel algorithms for finding convex subsets in tournaments. Because of these properties, our algorithm can be easily modified to an $O\left(n^{3}\right)$ time algorithm to determine all of the convex subsets that contain a given subset of vertices. Let $S$ be a given subset. Let $V-S=$ $\left\{v_{1}, v_{2}, \ldots, v_{k}\right\}$. Now all convex subsets that contain $S$ can be computed by using $S, S \cup\left\{v_{1}\right\}, \ldots, S \cup\left\{v_{k}\right\}$ as starting points for computing mediocre sets.

Computing the smallest convex subset that contains a set $S$ can be done simply by using $S$ as the starting point. This can be done in $O\left(n^{2}\right)$ time if $S$ has at least
two vertices. If $|S|=1$ then, using this approach, all the starting subsets mentioned above must be used and the time bound is $O\left(n^{3}\right)$.

Finally, note that the parallel version of our algorithm will solve both of the variations mentioned above in $O\left(\log ^{2} n\right)$ time using $O\left(n^{4}\right)$ processors.

Appendix: Splits in tournaments. Here we show the relationship between finding convex subsets in a tournament and finding splits in a digraph when the digraph is restricted to a tournament. We use notation adapted from [3]. Let $G_{1}=\left(V_{1}, A_{1}\right)$ and $G_{2}=\left(V_{2}, A_{2}\right)$ be two digraphs such that $V_{1} \cap V_{2}=\{v\}$. Define a composition of $G_{1}$ and $G_{2}$, written as $G=G_{1} * G_{2}$, as follows. Let $A_{\text {in }}=\left\{(x, y) \mid(x, y) \in A_{1} \cup A_{2}, x \neq v \neq y\right\}$. Let $A_{\text {cross }}=\left\{(x, y) \mid(x, v) \in A_{1}\right.$ and $(v, y) \in A_{2}$ or $(x, v) \in A_{2}$ and $\left.(v, y) \in A_{1}\right\}$. Now, let $G=(V, A)$, where $V=V_{1} \cup V_{2}-\{v\}$ and $A=A_{\text {in }} \cup A_{\text {cross. }}$. Given a digraph $G=G_{1} * G_{2}$, we call $\left\{G_{1}, G_{2}\right\}$ a simple decomposition of $G$, and $\left\{V_{1}, V_{2}\right\}$ is a split of $G$ with the associated marker element $v$. This discussion assumes that the convex subsets are nontrivial and that $\left|V_{1}\right| \geq 2 \leq\left|V_{2}\right|$.

We now claim that a split of a tournament exists if and only if the tournament has a convex subset. We show this by demonstrating that a convex subset implies a split and that either $V_{1}$ or $V_{2}$ is a convex subset if $\left\{V_{1}, V_{2}\right\}$ is a split.

Theorem A.1. If a tournament has a convex subset, then the tournament has a split.

Proof. Let $C$ be a convex subset of the tournament $G=(V, A)$. We create the simple decomposition as follows. Let $V_{1}=C \cup\{v\}$ and $V_{2}=(V-C) \cup\{v\}$. Let $A_{1}=\{(x, y) \mid x, y \in C\} \cup\{(x, v) \mid x \in C\} \cup\{(v, x) \mid x \in C\}$. Let $A_{2}=\{(x, y) \mid x, y \in$ $V-C\} \cup\{(x, v) \mid x \in V-C$ and $x \Rightarrow C\} \cup\{(v, x) \mid x \in V-C$ and $C \Rightarrow x\}$. Clearly $\left\{V_{1}, V_{2}\right\}$ is a split.

Theorem A.2. If a tournament has a split $\left\{V_{1}, V_{2}\right\}$, then either $V_{1}-\{v\}$ or $V_{2}-\{v\}$ is a convex subset, where $v$ is the associated marker.

Proof. Suppose that $V_{1}-\{v\}$ is not convex. Then, there exists vertices $a, c \in V_{1}$ and $b \in V_{2}$ such that either $a \rightarrow b \rightarrow c$ or $c \rightarrow b \rightarrow a$. Thus, the edge set $A_{2}$ must contain $(b, v)$ and $(v, b)$. This condition implies that for every vertex $x \in V_{1}$ either $(x, v) \in A_{1}$ or $(v, x) \in A_{1}$, but not both, since the tournament does not have any bidirectional edges. Furthermore, since the tournament must have an edge between every pair of vertices, if the edge $(x, v) \in A_{1}$, then $x \Rightarrow V_{2}$. Similarly, if the edge $(v, x) \in A_{1}$, then $V_{2} \Rightarrow x$. Hence, $V_{2}-\{v\}$ is convex.
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# HORIZONTAL PRINCIPAL STRUCTURE OF LAYERED MIXED MATRICES: DECOMPOSITION OF DISCRETE SYSTEMS BY DESIGN-VARIABLE SELECTIONS* 
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#### Abstract

A matrix $A=\binom{Q}{T}$ is called a layered mixed matrix (LM-matrix) if the set of nonzero entries of $T$ is algebraically independent over the field to which the entries of $Q$ belong. This concept has been proposed as a mathematical tool for describing discrete physical/engineering systems. It is known that there uniquely exists a finest block-triangularization of an LM-matrix, which is called the combinatorial canonical form (CCF).

In this paper, associated with an LM-matrix we introduce a new submodular function $q$ characterizing its rank. This submodular function $q$ is defined on a modular lattice. It will be shown that the principal structure of $q$ gives the coarsest decomposition of the row side that is finer than any decomposition induced by the CCF of the submatrix consisting of a base of the column vectors of $A$. This gives a best possible bound on the extent to which the whole system can be decomposed by a suitable choice of design variables.
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1. Introduction. Consider a discrete physical/engineering system described by a set of variables $\boldsymbol{x}=\left(x_{j} \mid j \in C\right)$ subject to a set of linear equations $A \boldsymbol{x}=\boldsymbol{b}$ such as an electric network. When the system of equations is not uniquely solvable, i.e., the rank $r$ of $A$ is smaller than $n$, the number of variables, we must pick suitable $n-r$ variables and specify their values so that the state of the system is determined uniquely. The variables to be picked are called design variables in engineering terms, and usually we have a chance to choose a nice set of design variables. From a computational point of view, it is desirable to select a set of design variables that makes the remaining system hierarchically decomposable as finely as possible. Even though we may not expect an optimal system in this respect, we would like to know "How fine can we decompose the system after a clever choice of design variables?" We will answer this question in this paper by using the extension of the principal structure for submodular systems proposed by Fujishige [5].

To be more concrete, let us begin with an electric network shown in Fig. 1. Such a network is called a two-port network since it has two pairs of terminals open for the connection with other elements such as current/voltage sources (cf. Iri [7] and Recski [19]). We denote by $\xi^{\mu}$ and $\eta_{\mu}$ the current in branch $e_{\mu}$ and the voltage across branch $e_{\mu}$, respectively. All these variables are governed by the following system of

[^8]
\[

$$
\begin{aligned}
& \xi^{\mu}: \text { current } \\
& \eta_{\mu}: \text { voltage } \\
& \quad(\mu=1, \ldots, 6) \\
& r_{a}: \text { resistance } \\
& \quad(a=1, \ldots, 4)
\end{aligned}
$$
\]

Fig. 1. An electric network (from Iri [7]).
equations:
(1)

$$
\left(\begin{array}{cccccccccccc}
1 & 0 & 0 & -1 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & -1 & -1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & -1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 1 \\
\hline r_{1} & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & r_{2} & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & r_{3} & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & r_{4} & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0
\end{array}\right)\left(\begin{array}{l}
\xi^{1} \\
\xi^{2} \\
\xi^{3} \\
\xi^{4} \\
\xi^{5} \\
\xi^{6} \\
\eta_{1} \\
\eta_{2} \\
\eta_{3} \\
\eta_{4} \\
\eta_{5} \\
\eta_{6}
\end{array}\right)=\left(\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right) .
$$

The coefficient matrix is of row-full rank, but the rank is less than the number of variables by two, which implies the system of equations is not uniquely solvable unless we specify the values of these certain two variables. Although we have various candidates of such variables, we pay attention here to two examples.

For the first instance, we choose $\left\{\xi^{5}, \xi^{6}\right\}$ as a set of design variables. This means in practice that we attach current sources to branch $e_{5}$ and branch $e_{6}$. The coefficient matrix of the system of equations that governs the remaining variables can be rewritten in a block-triangular form with three diagonal blocks by certain permutations of
the row-set and the column-set as follows:

$$
\left(\begin{array}{cccccccccc}
\eta_{5} & \eta_{6} & \xi^{1} & \xi^{2} & \xi^{3} & \xi^{4} & \eta_{1} & \eta_{2} & \eta_{3} & \eta_{4} \\
1 & & & & & & 1 & 1 & 1 & \\
& 1 & & & & & 1 & 1 & & \\
& & 1 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
& & 0 & 1 & 0 & -1 & 0 & 0 & 0 & 0 \\
& & 0 & 0 & 1 & -1 & 0 & 0 & 0 & 0 \\
& & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
& & r_{1} & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
& & 0 & r_{2} & 0 & 0 & 0 & -1 & 0 & 0 \\
& & 0 & 0 & r_{3} & 0 & 0 & 0 & -1 & 0 \\
& & 0 & 0 & 0 & r_{4} & 0 & 0 & 0 & -1
\end{array}\right) .
$$

The block-triangularization of a matrix under two independent permutations of the row-set and the column-set is obtained by the Dulmage-Mendelsohn decomposition (or DM-decomposition) [4] of a bipartite graph representing the zero/nonzero patterns of the matrix.

When we talk about a decomposition of a discrete physical/engineering system, we must consider a transformation group of physical importance. In this respect the mere permutations are not adequate to be considered. It is an essential observation that the equations that govern a discrete physical/engineering system are classified into two types: structural equations such as Kirchhoff's laws and constitutive equations such as Ohm's laws. Accordingly, the rows of the coefficient matrix are divided into two groups. For example, the first six rows of the matrix in (1) represent structural equations, and the last four rows represent constitutive equations. Such a matrix is called a layered mixed matrix or LM-matrix (see §2 for the precise definition). As a natural transformation for an LM-matrix we should admit not only permutations but also the linear combinations of the structural equations. Such transformation is called an admissible transformation and the finest block-triangularization of an LM-matrix under admissible transformations is known to exist and is called the combinatorial canonical form or CCF [14], [18] (see §2 for more detail). It can be shown that the above matrix cannot be decomposed any more by admissible transformations.

Suppose instead that we choose $\left\{\xi^{5}, \eta_{6}\right\}$ as a set of design variables or, in other words, we attach a current source to branch $e_{5}$ and a voltage source to branch $e_{6}$. Then the coefficient matrix of the remaining system can be decomposed into four blocks as follows by an admissible transformation for an LM-matrix:

$$
\begin{array}{cccccccccc}
\xi^{6} & \eta_{5} & \xi^{1} & \xi^{2} & \eta_{1} & \eta_{2} & \xi^{3} & \xi^{4} & \eta_{3} & \eta_{4} \\
\left(\begin{array}{ccccccccc}
-1 & & 1 & & & 1 & & & 1 \\
& 1 & & & & & & \\
& & -1 & 1 & 0 & 0 & & & \\
& & 0 & 0 & 1 & 1 & & & \\
& & r_{1} & 0 & -1 & 0 & & & \\
& & 0 & r_{2} & 0 & -1 & & & \\
& & & & & & 1 & -1 & 0 \\
& 0 \\
& & & & & & 0 & 0 & 1 \\
& & r_{3} & 0 & -1 & 0 \\
& & & & & & 0 & r_{4} & 0 \\
& -1
\end{array}\right) .
\end{array}
$$

Thus we observe that how fine the remaining system can be decomposed depends on the selection of design variables. In this paper we are interested in an upper bound
on the decomposition, i.e., the coarsest decomposition of the row side that is finer than any decomposition induced by the CCF of a submatrix consisting of a base of the column vectors. See Example 2.1 for a concrete example.

A matrix is said to be a generic matrix if its nonzero elements are independent indeterminates (see Brualdi and Ryser [2] for the precise definition). Admissible transformations for a generic matrix are independent permutations of the row-set and the column-set. In this case the finest block-triangularization is obtained by the DMdecomposition. When we are restricted to generic matrices, the bound of our present interest has been given by McCormick [12] and called "SP-decomposition." See also Chang and McCormick [3] and McCormick and Chang [13] for related topics.

As to LM-matrices, Murota [16] characterized the coarsest decomposition of the column-set finer than any decomposition induced by the CCF of a submatrix consisting of a base of row vectors by applying the concept of principal structure of submodular systems proposed by Fujishige [5] to a submodular function $p$ associated with an LM-matrix. This result gives an interpretation of McCormick's SP-decomposition in terms of submodular systems as well. However, it does not lead us directly to a solution of our present problem, because what we would like to know is concerned with submatrices consisting of a base of not row vectors but column vectors and the transpose of an LM-matrix is no longer an LM-matrix.

Recently, block-triangularizations of partitioned matrices, which contain the CCF of LM-matrices as a special case, were investigated in [8], where a submodular function $p$ on a modular lattice was introduced in association with a partitioned matrix. The transpose of an LM-matrix is also a partitioned matrix as well, and we are lead to the idea of introducing a new submodular function $q$ associated with an LM-matrix. Although we will not explicitly deal with a transposed LM-matrix, the definition of the new submodular function $q$ in this paper comes from the application of the submodular function for partitioned matrices to transposed LM-matrices. The new submodular function $q$ is defined on a nondistributive lattice. Therefore we need to extend the notion of principal structure to a submodular function on general lattices, whereas Fujishige [5] assumes boolean lattices. Such an extension was already given by Tomizawa and Fujishige [20]. Then we will show in Theorem 4.3 that the principal structure of the submodular function $q$ gives the best possible upper bound on the extent to which the discrete physical/engineering system described by the LM-matrix can be decomposed after a suitable choice of design variables.

This result leads us to call the principal structure of the submodular function $q$ the horizontal principal structure of an LM-matrix. In contrast, the principal structure of $p$ will be called here the vertical principal structure of an LM-matrix, although Murota [16] simply called it the principal structure of an LM-matrix.

The outline of this paper is as follows. Section 2 covers the preliminaries on the CCF of LM-matrices. Section 3 is devoted to the extension of the notion of the principal structure. Sections 4 and 5 contain the main theorem and its proof, respectively.
2. Preliminaries on LM-matrices. Let $\boldsymbol{K}$ be a subfield of $\boldsymbol{F}$. An $m \times n$ matrix $A=\binom{Q}{T}$ is called an LM-matrix with respect to $\boldsymbol{F} / \boldsymbol{K}$ when $Q$ is an $m_{Q} \times n$ matrix over $\boldsymbol{K}, T$ is an $m_{T} \times n$ matrix over $\boldsymbol{F}$, and the set of nonzero entries of $T$ is algebraically independent over $\boldsymbol{K}$. For a matrix $M$ in general, we denote the row-set and the column-set of $M$ by $\operatorname{Row}(M)$ and $\operatorname{Col}(M)$, respectively, and the submatrix with the row-set $R_{*}$ and the column-set $C_{*}$ by $M\left[R_{*}, C_{*}\right]$.

The rank of an LM-matrix is characterized by a submodular function $p$ defined
on column subsets as follows. Given an LM-matrix $A=\binom{Q}{T}$, set $R_{Q}=\operatorname{Row}(Q)$, $R_{T}=\operatorname{Row}(T)$, and $C=\operatorname{Col}(A)$. Put

$$
p(J)=\rho(J)+\gamma(J)-|J|, \quad J \subseteq C
$$

where $\rho(J)$ denotes the rank of $Q\left[R_{Q}, J\right]$ and $\gamma(J)$ the number of nonzero rows in $T\left[R_{T}, J\right]$. Then the function $p: 2^{C} \rightarrow Z$ is submodular:

$$
p\left(J_{1}\right)+p\left(J_{2}\right) \geq p\left(J_{1} \cup J_{2}\right)+p\left(J_{1} \cap J_{2}\right), \quad J_{h} \subseteq C \quad(h=1,2) .
$$

The following identity is fundamental.
Lemma 2.1 (rank identity for an LM-matrix [14], [18]). For an LM-matrix A,

$$
\operatorname{rank} A=\min \{p(J) \mid J \subseteq C\}+|C| .
$$

The combinatorial canonical form (CCF) of an LM-matrix $A$ is the finest proper block-triangularization by admissible transformations:

$$
\widetilde{A}=\left(\begin{array}{cc}
S_{Q} & O \\
O & I_{T}
\end{array}\right)\binom{Q}{T}
$$

where $S_{Q}$ is an $m_{Q}$-dimensional nonsingular matrix over the subfield $K$ and $I_{T}$ is the $m_{T}$-dimensional unit matrix. We say that $A$ and $A^{\prime}$ are $L M$-equivalent if they are connected by an admissible transformation.

We say that $\widetilde{A}$ is in block-triangular form or is block-triangularized if $R=\operatorname{Row}(\widetilde{A})$ and $C=\operatorname{Col}(\widetilde{A})$ are split into a certain number of blocks, that is, $\left(R_{0} ; R_{1}, \ldots, R_{b} ; R_{\infty}\right)$ and $\left(C_{0} ; C_{1}, \ldots, C_{b} ; C_{\infty}\right)$ in such a way that

$$
\begin{array}{lll}
\left|R_{0}\right|<\left|C_{0}\right| & \text { or } & \left|R_{0}\right|=\left|C_{0}\right|=0 \\
\left|R_{k}\right|=\left|C_{k}\right|>0 & \text { for } & k=1, \ldots, b, \\
\left|R_{\infty}\right|>\left|C_{\infty}\right| & \text { or } & \left|R_{\infty}\right|=\left|C_{\infty}\right|=0
\end{array}
$$

and

$$
\widetilde{A}\left[R_{k}, C_{l}\right]=O \quad \text { if } \quad 0 \leq l<k \leq \infty
$$

An LM-matrix $\widetilde{A}$ is said to be properly block-triangularized if in addition

$$
\operatorname{rank} \widetilde{A}\left[R_{k}, C_{k}\right]=\min \left(\left|R_{k}\right|,\left|C_{k}\right|\right) \text { for } k=0,1, \ldots, b, \infty
$$

is satisfied. Note that

$$
\begin{equation*}
\operatorname{rank} \widetilde{A}=m-\left|R_{\infty}\right|+\left|C_{\infty}\right|=n-\left|C_{0}\right|+\left|R_{0}\right| \tag{2}
\end{equation*}
$$

if $\widetilde{A}$ is properly block-triangularized. The submatrices $\widetilde{A}\left[R_{0}, C_{0}\right]$ and $\widetilde{A}\left[R_{\infty}, C_{\infty}\right]$ are called the horizontal tail and the vertical tail of $\widetilde{A}$, respectively. It is clear that if $\widetilde{A}$ is block-triangularized in the above sense, we can put it into an explicit upper blocktriangular form $\bar{A}=P_{r} \widetilde{A} P_{c}$ in the usual sense by using certain permutation matrices $P_{r}$ and $P_{c}$.

Moreover, for a block-triangularized matrix $\widetilde{A}$, a partial order is naturally induced among the blocks $\left(C_{1}, \ldots, C_{b}\right)$ by the zero/nonzero structure of $\widetilde{A}$. The partial order $\preceq$ is the reflexive and transitive closure of the relation defined by

$$
C_{k} \text { is "smaller" than or equal to } C_{l} \text { if } \widetilde{A}\left[R_{k}, C_{l}\right] \neq O .
$$

As is well known [1], the ideals of the poset $\left(\left\{C_{1}, \ldots, C_{b}\right\}, \underline{)}\right.$ constitute a distributive lattice, which we denote by $\mathcal{D}_{*}(\widetilde{A})$. By adding $C_{0}$ to each element of $\mathcal{D}_{*}(\widetilde{A})$, we obtain an isomorphic lattice $\mathcal{D}(\widetilde{A})$, i.e.,

$$
\begin{equation*}
\mathcal{D}(\widetilde{A})=\left\{C_{*} \cup C_{0} \mid C_{*} \in \mathcal{D}_{*}(\widetilde{A})\right\} \tag{3}
\end{equation*}
$$

Suppose both $\widetilde{A}$ and $\widetilde{A}^{\prime}$ are LM-equivalent to $A$. Then we say that $\widetilde{A}$ is finer, as a decomposition of $A$, than $\widetilde{A}^{\prime}$ if $\mathcal{D}\left(\widetilde{A}^{\prime}\right)$ is a sublattice of $\mathcal{D}(\widetilde{A})$.

Lemma 2.2 (the CCF of an LM-matrix [14], [18]). For an LM-matrix A, there uniquely exists a properly block-triangularized matrix $\widetilde{A}$ that is finer than any other properly block-triangularized matrix $L M$-equivalent to $A$.

The block-triangular matrix $\widetilde{A}$ in Lemma 2.2 is called the CCF (combinatorial canonical form) of an LM-matrix $A$. The submodular function $p$ has played an essential role in the construction of the CCF. In particular, the set of minimizers of $p$ is a sublattice of $2^{C}$, which agrees with the distributive lattice $\mathcal{D}(\widetilde{A})$ for $\widetilde{A}$, i.e., the CCF of $A$.

It should be noted here that the CCF of LM-matrices is a proper extension of the Dulmage-Mendelsohn decomposition for bipartite graphs [2], [4], [11]. See [15], [17] for other properties and applications of LM-matrices.

Example 2.1. Consider the LM-matrix

$$
A=\begin{gathered}
y_{1} \\
y_{2} \\
z_{1} \\
z_{1} \\
z_{2}
\end{gathered}\left(\begin{array}{ccccc}
x_{1} & x_{2} & x_{3} & x_{4} & x_{5} \\
0 & 1 & 1 & 1 & 1 \\
0 & 2 & 0 & 2 & 0 \\
t_{1} & & & & t_{2} \\
t_{3} & & t_{4} & t_{5} &
\end{array}\right),
$$

where $C=\left\{x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right\}, R_{Q}=\left\{y_{1}, y_{2}\right\}$, and $R_{T}=\left\{z_{1}, z_{2}\right\}$. The whole matrix $A$ is the horizontal tail of its CCF, i.e., $C_{0}=C$.

Let us illustrate our present problem using this instance. Put $B_{h}=C-\left\{x_{h}\right\}$; then submatrix $A\left[R, B_{h}\right]$ is nonsingular for each $h=1, \ldots, 5$. The CCFs of $A\left[R, B_{h}\right]$ 's are as follows:

$$
\begin{gathered}
\widetilde{A}_{1}=\left(\begin{array}{cccc}
1 & 1 & & \\
& t_{5} & t_{4} & \\
& & 1 & 1 \\
& & & t_{2}
\end{array}\right), \quad \widetilde{A}_{2}=\left(\begin{array}{cccc}
0 & 1 & 1 & \\
t_{1} & 0 & t_{2} & \\
t_{3} & t_{4} & 0 & t_{5} \\
& & & 1
\end{array}\right), \quad \widetilde{A}_{3}=\left(\begin{array}{cccc}
1 & 1 & & \\
& t_{5} & t_{3} & \\
& & t_{1} & t_{2} \\
& & & 1
\end{array}\right), \\
\widetilde{A}_{4}=\left(\begin{array}{cccc}
0 & 1 & 1 & \\
t_{1} & 0 & t_{2} & \\
t_{3} & t_{4} & 0 & \\
& & & 1
\end{array}\right), \quad \widetilde{A}_{5}=\left(\begin{array}{cccc}
1 & 1 & & \\
& t_{5} & t_{3} & t_{4} \\
& & t_{1} & \\
& & & 1
\end{array}\right),
\end{gathered}
$$

where $\widetilde{A}_{h}$ denotes the CCF of $A\left[R, B_{h}\right]$. We are interested in the common refinement of these decompositions.
3. Principal structure of submodular functions. This section is devoted to the extension, proposed in [20], of the principal structure of submodular systems [5] to that of submodular functions on arbitrary lattices. The following definition agrees with the original one when $\mathcal{L}$ is a boolean lattice, as will be explained in Remark 3.1.

Let $\mathcal{L}$ be a lattice with finite length and $f$ a submodular function on it, i.e.,

$$
f(X)+f(Y) \geq f(X \vee Y)+f(X \wedge Y), \quad X, Y \in \mathcal{L}
$$

The partial order $\preceq$ in $\mathcal{L}$ is defined by

$$
X \preceq Y \text { if } X \vee Y=Y \text { or equivalently } X \wedge Y=X
$$

Given an element $X \in \mathcal{L}$ we denote by $D(f ; X)$ the minimum element of the sublattice

$$
\left\{Y \in \mathcal{L} \mid X \preceq Y, f(Y)=\min \left\{f\left(Y^{\prime}\right) \mid X \preceq Y^{\prime} \in \mathcal{L}\right\}\right\}
$$

A mapping $\varphi: \mathcal{L} \rightarrow \mathcal{L}$ is said [1] to be a closure function if it satisfies the following three conditions.
(CL0) $\forall X \in \mathcal{L}: X \preceq \varphi(X)$.
(CL1) $\forall X, Y \in \mathcal{L}: X \preceq Y \Rightarrow \varphi(X) \preceq \varphi(Y)$.
(CL2) $\forall X \in \mathcal{L}: \varphi(\varphi(X))=\varphi(X)$.
Then we have the following lemma.
Lemma 3.1. The mapping $D(f ; \cdot): \mathcal{L} \rightarrow \mathcal{L}$ is a closure function on $\mathcal{L}$.
Proof. The conditions (CL0) and (CL2) are immediate from the definition. The condition (CL1) is proved as follows. Because of the definition of $D(f ; \cdot)$, we have

$$
f(D(f ; Y)) \leq f(D(f ; X) \vee D(f ; Y))
$$

It follows from the submodularity of $f$ and the above inequality that

$$
f(D(f ; X)) \geq f(D(f ; X) \wedge D(f ; Y))
$$

On the other hand, if $X \preceq Y$, it holds that $X \preceq D(f ; X) \wedge D(f ; Y)$. Thus from the minimality of $D(f ; X)$ we have $D(f ; X)=D(f ; X) \wedge D(f ; Y)$, which implies $D(f ; X) \preceq D(f ; Y)$.

For a closure function $\varphi$, it can easily be shown that $\varphi(X \wedge Y)=X \wedge Y$ if $\varphi(X)=X$ and $\varphi(Y)=Y$. That is to say, the family $\{X \in \mathcal{L} \mid \varphi(X)=X\}$ of "closed sets" is a lower semilattice. Therefore the subset $\mathcal{K}(f)$ defined by

$$
\mathcal{K}(f)=\{X \in \mathcal{L} \mid D(f ; X)=X\}
$$

is a lower semilattice containing the maximum element of $\mathcal{L}$. We say that $\mathcal{K}(f)$ is the principal structure of $(\mathcal{L}, f)$. Denoting the minimum sublattice that contains $\mathcal{K}(f)$ by $\mathcal{L}(f)$, we will call $\mathcal{L}(f)$ the principal sublattice of $(\mathcal{L}, f)$.

Remark 3.1. Originally in [5], the principal structure of submodular systems is defined as follows. See also [6] for the details on submodular systems.

Let $E$ be a finite set and $f: 2^{E} \rightarrow Z$ be a submodular function, i.e.,

$$
f(X)+f(Y) \geq f(X \cup Y)+f(X \cap Y), \quad X, Y \subseteq E
$$

The pair $(E, f)$ is called a submodular system. Given an element $e \in E$, we denote by $D(f ; e)$ the minimum element of the distributive lattice

$$
\mathcal{D}(f ; e)=\{X \subseteq E \mid e \in X, f(X)=\min \{f(Y) \mid e \in Y \subseteq E\}\}
$$

Since the relation $\sqsubseteq$ defined by

$$
e \sqsubseteq e^{\prime} \Leftrightarrow e \in D\left(f ; e^{\prime}\right)
$$

is reflexive and transitive, $E$ is decomposed into partially ordered blocks as follows. Consider the equivalence relation $\sim$ defined by

$$
e \sim e^{\prime} \Leftrightarrow e \sqsubseteq e^{\prime}, e^{\prime} \sqsubseteq e,
$$

and split $E$ into the equivalence classes $\left\{E_{1}, \ldots, E_{s}\right\}$. A partial order $\preceq$ is induced among the equivalence classes in such a way that $E_{k} \preceq E_{l}$ iff $e \sqsubseteq e^{\prime}$ for $e \in E_{k}$ and $e^{\prime} \in E_{l}$. This decomposition, together with the partial order $\preceq$ among the blocks, is called the principal structure of the submodular system $(E, f)$.

Put $\mathcal{L}=2^{E}$, and then the principal sublattice $\mathcal{L}(f)$ in the sense of the present paper is a distributive lattice, which, according to Birkhoff's representation theorem [1], can be represented as a family of ideals of a poset. This poset is nothing but the principal structure of submodular system ( $E, f$ ) in Fujishige's sense.
4. Result. In addition to the function $p$ described in $\S 2$ we introduce here another submodular function $q$ associated with an LM-matrix $A$. This submodular function turns out to give a solution to our problem as is stated in Theorem 4.3.

For an LM-matrix $A=\binom{Q}{T}$, we may interpret the $m_{Q} \times n$ matrix $Q$ as a representation of a linear transformation from $K^{n}$ to the dual space $V_{Q}{ }^{*}$ of $V_{Q}$, where $V_{Q} \cong \boldsymbol{K}^{m_{Q}}$ and $V_{Q}{ }^{*} \cong \boldsymbol{K}^{m_{Q}} .{ }^{1}$

Consider the lattice $\mathcal{L}$ that consists of the pairs of a subspace of $V_{Q}$ and a subset of $R_{T}$. The operations $\wedge$ and $\vee$ in $\mathcal{L}$ are defined by

$$
\left.\begin{array}{l}
\left(W_{1}, I_{1}\right) \wedge\left(W_{2}, I_{2}\right)=\left(W_{1} \cap W_{2}, I_{1} \cap I_{2}\right) \\
\left(W_{1}, I_{1}\right) \vee\left(W_{2}, I_{2}\right)=\left(W_{1}+W_{2}, I_{1} \cup I_{2}\right)
\end{array}\right\} \quad W_{h} \subseteq V_{Q}, \quad I_{h} \subseteq R_{T} \quad(h=1,2) .
$$

Obviously $\mathcal{L}$ is a modular lattice. For a subspace $W$ of $V_{Q}$, we denote by $W^{\perp}$ the subspace of $V_{Q}{ }^{*}$ annihilating $W$, i.e.,

$$
W^{\perp}=\left\{v \in V_{Q}^{*} \mid\langle w, v\rangle=0, \forall w \in W\right\}
$$

where $\langle\cdot, \cdot\rangle$ means the inner product (dual pairing). For $H \subseteq R_{Q}$, we denote by $\Upsilon(H)$ the subspace of $V_{Q}$ defined by

$$
\Upsilon(H)=\left\{w \in V_{Q} \mid\left\langle w, e_{i}\right\rangle=0, \forall i \notin H\right\}
$$

where $e_{i} \in V_{Q}$ is the $i$ th unit vector. Note that $\operatorname{dim} \Upsilon(H)=|H|$.
We introduce a function $\kappa: \mathcal{L} \times 2^{C} \rightarrow Z$ defined by

$$
\kappa((W, I), J)=\mid\left\{j \in J \mid Q_{j} \notin W^{\perp} \text { or } \exists i \in I \text { s.t. } T_{i j} \neq 0\right\} \mid
$$

where $Q_{j}$ denotes the column vector of $Q$ indexed by $j \in C$ and $T_{i j}$ the $(i, j)$ component of $T$. Note that $Q_{j} \in V_{Q}{ }^{*}$ and $\operatorname{Im} Q \subseteq V_{Q}{ }^{*}$.

The intuitive meaning of this function can be explained as follows. Take a basis of $W$ and augment it to a basis of $V_{Q}$. Let $H$ denote the index set for the basis of $W$. Then re-express the matrix $Q$. Define

$$
\Omega=\left\{j \in J \mid Q_{j} \in W^{\perp}, T[I, j]=0\right\}
$$

[^9]and further put
$$
K=J-\Omega, \quad R_{Q}^{\prime}=R_{Q}-H, \quad R_{T}^{\prime}=R_{T}-I
$$

Then we have the form

$$
\left.\widehat{A}[R, J]=\left(\begin{array}{c}
\Omega \\
\\
\\
\widehat{Q}\left[R_{Q}, J\right] \\
T\left[R_{T}, J\right]
\end{array}\right)=\begin{array}{cc}
R_{Q}^{\prime} & H \\
H & \widehat{Q}\left[R_{Q}^{\prime}, C^{\prime}\right]
\end{array} \begin{array}{|cc}
O & \widehat{Q}\left[R_{Q}^{\prime}, K\right] \\
R_{T}^{\prime} & T\left[R_{T}^{\prime}, C^{\prime}\right] \\
& T\left[R_{T}^{\prime}, K\right] \\
O & T[I, K]
\end{array}\right),
$$

from which it is clear that $\kappa((W, I), J)$ coincides with the cardinality of $K$.
Put

$$
q((W, I), J)=\kappa((W, I), J)-\operatorname{dim} W-|I| .
$$

We now have the following lemma.
Lemma 4.1. The function $q: \mathcal{L} \times 2^{C} \rightarrow Z$ is bisubmodular, i.e.,

$$
\begin{aligned}
& q\left(X_{1}, J_{1}\right)+q\left(X_{2}, J_{2}\right) \geq q\left(X_{1} \vee X_{2}, J_{1} \cap J_{2}\right)+q\left(X_{1} \wedge X_{2}, J_{1} \cup J_{2}\right) \\
& X_{h} \in \mathcal{L}, \quad J_{h} \subseteq C(h=1,2)
\end{aligned}
$$

Proof. Put $\omega((W, I), J)=|\Omega((W, I), J)|$, where

$$
\Omega((W, I), J)=\left\{j \in J \mid Q_{j} \in W^{\perp}, T[I, j]=0\right\}
$$

Since we have

$$
q((W, I), J)=|J|-|\Omega((W, I), J)|-\operatorname{dim} W-|I|, \quad(W, I) \in \mathcal{L}, \quad J \subseteq C
$$

it suffices to show the bisupermodularity of $\omega$ as

$$
\begin{aligned}
& \omega\left(X_{1}, J_{1}\right)+\omega\left(X_{2}, J_{2}\right) \leq \omega\left(X_{1} \vee X_{2}, J_{1} \cap J_{2}\right)+\omega\left(X_{1} \wedge X_{2}, J_{1} \cup J_{2}\right), \\
& X_{h} \in \mathcal{L}, \quad J_{h} \subseteq C \quad(h=1,2) .
\end{aligned}
$$

Noting that

$$
\Omega\left(X_{1}, J_{1}\right) \cap \Omega\left(X_{2}, J_{2}\right)=\Omega\left(X_{1} \vee X_{2}, J_{1} \cap J_{2}\right)
$$

and

$$
\Omega\left(X_{1}, J_{1}\right) \cup \Omega\left(X_{2}, J_{2}\right) \subseteq \Omega\left(X_{1} \wedge X_{2}, J_{1} \cup J_{2}\right)
$$

we obtain

$$
\begin{aligned}
\left|\Omega\left(X_{1}, J_{1}\right)\right|+\left|\Omega\left(X_{2}, J_{2}\right)\right| & =\left|\Omega\left(X_{1}, J_{1}\right) \cap \Omega\left(X_{2}, J_{2}\right)\right|+\left|\Omega\left(X_{1}, J_{1}\right) \cup \Omega\left(X_{2}, J_{2}\right)\right| \\
& \leq\left|\Omega\left(X_{1} \vee X_{2}, J_{1} \cap J_{2}\right)\right|+\left|\Omega\left(X_{1} \wedge X_{2}, J_{1} \cup J_{2}\right)\right|
\end{aligned}
$$

which establishes the bisupermodularity of $\omega$.
Fix $J \subseteq C$ and put $q_{J}(\cdot)=q(\cdot, J)$; then $q_{J}$ is a submodular function on $\mathcal{L}$. It may be remarked that the function $q_{C}$ agrees with the submodular function defined
in [8] associated with the transpose of $A$ when it is considered as a partitioned matrix. In this context it should be clear that the transpose of an LM-matrix is no longer an LM-matrix, but it stays in the wider class of partitioned matrices.

As to the submodular function $q_{C}$, we have the following identity, which is quite similar to Lemma 2.1.

Theorem 4.2. For an $m \times n$ LM-matrix $A$,

$$
\operatorname{rank} A=\min \left\{q_{C}(X) \mid X \in \mathcal{L}\right\}+m
$$

Proof. For any $X=(W, I) \in \mathcal{L}, A$ can be transformed, by taking a basis extended from $W$, to the form

$$
\widehat{A}=\binom{\widehat{Q}}{T}=\begin{array}{cc}
C^{\prime} & K \\
R_{Q}^{\prime} \\
R_{T}^{\prime} \\
I
\end{array}\left(\begin{array}{cc}
\widehat{Q}\left[R_{Q}^{\prime}, C^{\prime}\right] & \widehat{Q}\left[R_{Q}^{\prime}, K\right] \\
O & \widehat{Q}[H, K] \\
T\left[R_{T}^{\prime}, C^{\prime}\right] & T\left[R_{T}^{\prime}, K\right] \\
O & T[I, K]
\end{array}\right),
$$

where $K=\left\{j \in C \mid \widehat{Q}_{j} \notin W^{\perp}\right.$ or $\exists i \in I$ s.t. $\left.T_{i j} \neq 0\right\}, C^{\prime}=C-K,|H|=\operatorname{dim} W$, $R_{Q}^{\prime}=R_{Q}-H$, and $R_{T}^{\prime}=R_{T}-I$. Now we have the inequality

$$
\operatorname{rank} A=\operatorname{rank} \widehat{A} \leq\left|R_{Q}^{\prime} \cup R_{T}^{\prime}\right|+|K|=q_{C}(X)+m
$$

from the above form of $\widehat{A}$.
Considering the CCF of $A$ with the notation of $\S 2$, put $W_{\infty}=\Upsilon\left(R_{Q} \cap R_{\infty}\right)$ and $I_{\infty}=R_{T} \cap R_{\infty}$. Since $\operatorname{rank} A=m-\left|R_{\infty}\right|+\left|C_{\infty}\right|$ from (2), $\left|C_{\infty}\right|=\kappa\left(\left(W_{\infty}, I_{\infty}\right), C\right)$, and $\operatorname{dim} W_{\infty}+\left|I_{\infty}\right|=\left|R_{\infty}\right|$, we have

$$
\operatorname{rank} A=q\left(\left(W_{\infty}, I_{\infty}\right), C\right)+m
$$

Thus we have obtained $\operatorname{rank} A=\min \left\{q_{C}(X) \mid X \in \mathcal{L}\right\}+m$.
As is evident from the proof of Theorem 4.2, the CCF $\widetilde{A}$ of an LM-matrix $A$ yields a distributive sublattice of $\mathcal{L}$. To be more precise, put

$$
\mathcal{L}_{C C F}=\left\{(W, I) \in \mathcal{L} \mid W=\Upsilon\left(R_{Q}-\alpha\left(C_{*}\right)\right), I=R_{T}-\alpha\left(C_{*}\right), C_{*} \in \mathcal{D}(\widetilde{A})\right\}
$$

where $\alpha(\cdot)$ denotes the natural correspondence from the blocks ( $C_{0} ; C_{1}, \ldots, C_{b} ; C_{\infty}$ ) to $\left(R_{0} ; R_{1}, \ldots, R_{b} ; R_{\infty}\right)$, i.e., $\alpha\left(C_{0}\right)=R_{0}, \alpha\left(C_{0} \cup C_{1}\right)=R_{0} \cup R_{1}$, and so on, and where $\mathcal{D}(\widetilde{A})$ is defined by (3). Because of the uniqueness of the CCF, $\mathcal{L}_{C C F}$ is determined uniquely from $A$. Now $\mathcal{L}_{C C F}$ is a distributive sublattice of $\mathcal{L}$, since it is isomorphic to $\mathcal{D}(\widetilde{A})$ as the above expression of $\mathcal{L}_{C C F}$ shows. Note that $\mathcal{L}_{C C F}$ agrees with the set of minimizers of the submodular function $q_{C}$.

We denote by $\mathcal{K}_{P S}$ and $\mathcal{L}_{P S}$, respectively, the principal structure and the principal sublattice of $\left(\mathcal{L}, q_{C}\right)$ in the sense of $\S 3$. Then $\mathcal{L}_{C C F} \subseteq \mathcal{K}_{P S}$, and in particular, $\mathcal{L}_{C C F}=\mathcal{K}_{P S}=\mathcal{L}_{P S}$ if $C_{0}=\emptyset$, i.e., $A$ is of column-full rank.

For $J \subseteq C$, consider the submatrix $A[R, J]$, which is also an LM-matrix. As we define $\mathcal{L}_{C C F}$ from $A$, we can define a sublattice of $\mathcal{L}$ from the submatrix $A[R, J]$, which will be denoted by $\mathcal{L}_{C C F}(J)$. Put

$$
\mathcal{B}=\{B \subseteq C|\operatorname{rank} A=\operatorname{rank} A[R, B]=|B|\}
$$

That is, $\mathcal{B}$ is the base family of the matroid $M(A)$ that represents the linear dependency among the column vectors of $A$.

Now we are ready to state the main result of this paper, the proof of which is postponed to $\S 5$.

Theorem 4.3. For an LM-matrix $A$,

$$
\mathcal{K}_{P S}=\bigcup_{B \in \mathcal{B}} \mathcal{L}_{C C F}(B)
$$

Let $\Lambda$ be the family of all the sublattices of $\mathcal{L}$ augmented by the empty set $\emptyset$. As is well known, $\Lambda$ is a lattice whose minimum element is $\emptyset$ and maximum element is $\mathcal{L}$ itself. Then $\mathcal{L}_{P S} \in \Lambda$ and $\mathcal{L}_{C C F}(B) \in \Lambda$. We have the following corollary to Theorem 4.3.

Corollary 4.4. For an LM-matrix $A$,

$$
\mathcal{L}_{P S}=\bigvee_{B \in \mathcal{B}} \mathcal{L}_{C C F}(B)
$$

where $\bigvee$ designates the join operation in the lattice $\Lambda$.
Example 4.1. Consider the LM-matrix in Example 2.1. We denote by $V_{1}$ and $V_{2}$ the one-dimensional vector spaces spanned by $\left(\begin{array}{ll}0 & 1\end{array}\right) \in V_{Q}$ and $\left(\begin{array}{ll}2 & -1\end{array}\right) \in V_{Q}$, respectively.

As is easily verified, we have

$$
\mathcal{K}\left(q_{C}\right)=\left\{(0, \emptyset),\left(V_{1}, \emptyset\right),\left(V_{2}, \emptyset\right),\left(0, Z_{1}\right),\left(V_{2}, Z_{1}\right),\left(V_{2}, R_{T}\right),\left(V_{Q}, R_{T}\right)\right\}
$$

where $Z_{1}=\left\{z_{1}\right\}$ and $Z_{2}=\left\{z_{2}\right\}$. The principal structure $\mathcal{K}_{P S}=\mathcal{K}\left(q_{C}\right)$ and the principal sublattice $\mathcal{L}_{P S}=\mathcal{L}\left(q_{C}\right)$ are illustrated in Fig. 2.

On the other hand, we have $\mathcal{B}=\left\{B_{h}=C-\left\{x_{h}\right\} \mid h=1, \ldots, 5\right\}$. Figure 3 illustrates the sublattices $\mathcal{L}_{C C F}\left(B_{h}\right)$ for $h=1, \ldots, 5$, which correspond to the CCFs $\widetilde{A}_{h}$ for $h=1, \ldots, 5$ given in Example 2.1. For example, the height of $\mathcal{L}_{C C F}\left(B_{5}\right)$ is four since $A_{5}$ is in a block-triangular form with four diagonal blocks, and a parallelogram appears in $\mathcal{L}_{C C F}\left(B_{5}\right)$ since the (3,4)-component of $A_{5}$ is zero. We can easily observe that $\mathcal{K}_{P S}$ agrees with $\bigcup_{h=1}^{5} \mathcal{L}_{C C F}\left(B_{h}\right)$. Furthermore $\mathcal{L}_{P S} \neq \mathcal{L}_{C C F}(B)$ for any $B \in$ $\mathcal{B}$.

Remark 4.1. For an LM-matrix $A$ of rank $r$, what is the coarsest simultaneous decomposition of the row and the column sides that is finer than any decomposition induced by the CCF of an $r$-dimensional nonsingular submatrix of $A$ ? Theorem 4.3 (or Corollary 4.4), together with the main theorem of [16], give a solution to this question. All the diagonal blocks of the CCF of $A$ should remain in the CCF of an $r$-dimensional nonsingular submatrix. The refinement of the horizontal tail of the CCF of $A$ is given by the principal structure of $q$, while the principal structure of $p$ gives the refinement of the vertical tail. This is the reason why we name the former "horizontal principal structure" and the latter "vertical principal structure" in this paper.
5. Proof. Consider a submatrix $A[R, B]$ for $B \in \mathcal{B}$. Since $A[R, B]$ is of columnfull rank, having no horizontal tail in its CCF, the principal structure $\mathcal{K}\left(q_{B}\right)$ coincides with the distributive lattice induced by the CCF of $A[R, B]$, i.e.,

$$
\begin{equation*}
\mathcal{K}\left(q_{B}\right)=\mathcal{L}_{C C F}(B) \tag{4}
\end{equation*}
$$



Fig. 2. The Hasse diagram for the principal sublattice $\mathcal{L}_{P S}$ in Example 4.1. The double circles correspond to the elements of $\mathcal{K}_{P S}$.

Hence, in order to prove Theorem 4.3, we shall reveal the relation between $\mathcal{K}\left(q_{C}\right)$ and $\mathcal{K}\left(q_{B}\right)$, i.e., the relation between $D\left(q_{C} ; X\right)$ and $D\left(q_{B} ; X\right)$.

Lemma 5.1. For any $X \in \mathcal{L}$ and any $J \subseteq C$,

$$
D\left(q_{C} ; X\right) \preceq D\left(q_{J} ; X\right) .
$$

Proof. The following argument is the same as that in [16]. Fix $X \in \mathcal{L}$ and put $D_{C}=D\left(q_{C} ; X\right)$ and $D_{J}=D\left(q_{J} ; X\right)$ for notational simplicity. To establish $D_{C} \preceq D_{J}$, it suffices to show

$$
q_{C}\left(D_{C}\right) \geq q_{C}\left(D_{C} \wedge D_{J}\right)
$$

By the bisubmodularity of $q$, we have

$$
q\left(D_{C}, C\right)-q\left(D_{C} \wedge D_{J}, C\right) \geq q\left(D_{C} \vee D_{J}, J\right)-q\left(D_{J}, J\right)
$$

That is,

$$
q_{C}\left(D_{C}\right)-q_{C}\left(D_{C} \wedge D_{J}\right) \geq q_{J}\left(D_{C} \vee D_{J}\right)-q_{J}\left(D_{J}\right)
$$

where the right-hand side must be nonnegative since $X \preceq D_{C} \vee D_{J}$.
Lemma 5.2. For any $X \in \mathcal{L}$, there exists $B \in \mathcal{B}$ such that

$$
D\left(q_{C} ; X\right)=D\left(q_{B} ; X\right)
$$


$\mathcal{L}_{C C F}\left(B_{1}\right)$


$$
\mathcal{L}_{C C F}\left(B_{2}\right)
$$

$$
\mathcal{L}_{C C F}\left(B_{3}\right)
$$


$\mathcal{L}_{C C F}\left(B_{4}\right)$

$\mathcal{L}_{C C F}\left(B_{5}\right)$

Fig. 3. The Hasse diagrams for $\mathcal{L}_{C C F}\left(B_{h}\right)$ 's in Example 4.1.

Proof. Fix $X \in \mathcal{L}$ and put $D_{C}=\left(W_{C}, I_{C}\right)=D\left(q_{C} ; X\right)$ for notational simplicity. By taking a basis in $V_{Q}$ extended from $W_{C}, A$ can be transformed to the form

$$
\widehat{A}=\binom{\widehat{Q}}{T}=\begin{gathered}
C^{\prime} \\
R_{Q}^{\prime} \\
R_{T}^{\prime} \\
R_{T}^{\prime} \\
I_{C}
\end{gathered}\left(\begin{array}{cc}
\widehat{Q}\left[R_{Q}^{\prime}, C^{\prime}\right] & \widehat{Q}\left[R_{Q}^{\prime}, K\right] \\
O & \widehat{Q}[H, K] \\
T\left[R_{T}^{\prime}, C^{\prime}\right] & T\left[R_{T}^{\prime}, K\right] \\
O & T\left[I_{C}, K\right]
\end{array}\right),
$$

where $K=\left\{j \in C \mid \widehat{Q}_{j} \notin W_{C}{ }^{\perp}\right.$ or $\exists i \in I_{C}$ s.t. $\left.T_{i j} \neq 0\right\}, C^{\prime}=C-K,|H|=\operatorname{dim} W_{C}$, $R_{Q}^{\prime}=R_{Q}-H$, and $R_{T}^{\prime}=R_{T}-I_{C}$.

Put $R^{\prime}=R_{Q}^{\prime} \cup R_{T}^{\prime}$ and we will claim that the submatrix $\widehat{A}\left[R^{\prime}, C^{\prime}\right]$ is of row-full rank, i.e.,

$$
\begin{equation*}
\operatorname{rank} \widehat{A}\left[R^{\prime}, C^{\prime}\right]=\left|R^{\prime}\right| \tag{5}
\end{equation*}
$$

Since $\widehat{A}\left[H \cup I_{C}, C^{\prime}\right]=O$ and the rank of an LM-matrix is invariant under admissible transformations, it holds that

$$
\begin{equation*}
\operatorname{rank} \widehat{A}\left[R^{\prime}, C^{\prime}\right]=\operatorname{rank} \widehat{A}\left[R, C^{\prime}\right]=\operatorname{rank} A\left[R, C^{\prime}\right] \tag{6}
\end{equation*}
$$

Applying Theorem 4.2 to the LM-matrix $A\left[R, C^{\prime}\right]$, we have from $Q_{j} \in W_{C}{ }^{\perp}$ and $T\left[I_{C}, j\right]=0$ for all $j \in C^{\prime}$ that

$$
\begin{align*}
\operatorname{rank} A\left[R, C^{\prime}\right] & =\min \left\{q\left((W, I), C^{\prime}\right) \mid(W, I) \in \mathcal{L}\right\}+m  \tag{7}\\
& =\min \left\{q\left((W, I), C^{\prime}\right) \mid W \supseteq W_{C}, I \supseteq I_{C}\right\}+m
\end{align*}
$$

Assume that $W \supseteq W_{C}$ and $I \supseteq I_{C}$; then we have

$$
\begin{aligned}
\kappa\left((W, I), C^{\prime}\right) & =\kappa((W, I), C)-|K| \\
& =\kappa((W, I), C)-\kappa\left(\left(W_{C}, I_{C}\right), C\right) .
\end{aligned}
$$

Hence it holds that

$$
\begin{align*}
q\left((W, I), C^{\prime}\right) & =\kappa\left((W, I), C^{\prime}\right)-|I|-\operatorname{dim} W  \tag{8}\\
& =q((W, I), C)-q\left(\left(W_{C}, I_{C}\right), C\right)-\left|I_{C}\right|-\operatorname{dim} W_{C}
\end{align*}
$$

It follows from the definition of $D_{C}=\left(W_{C}, I_{C}\right)$ and $(W, I) \succeq X$ that

$$
\begin{equation*}
q_{C}(W, I)-q_{C}\left(W_{C}, I_{C}\right) \geq 0 \tag{9}
\end{equation*}
$$

Combining (6), (7), (8), (9), and $m-\left|I_{C}\right|-\operatorname{dim} W_{C}=\left|R^{\prime}\right|$, we obtain (5).
Therefore there exists $J^{\prime} \subseteq C^{\prime}$ such that

$$
\operatorname{rank} \widehat{A}\left[R^{\prime}, J^{\prime}\right]=\left|R^{\prime}\right|=\left|J^{\prime}\right|
$$

At the same time, there exists $J_{K} \subseteq K$ such that

$$
\operatorname{rank} \widehat{A}\left[H \cup I_{C}, K\right]=\operatorname{rank} \widehat{A}\left[H \cup I_{C}, J_{K}\right]=\left|J_{K}\right|
$$

Put $B=J^{\prime} \cup J_{K}$. Since both $\widehat{A}\left[R^{\prime}, J^{\prime}\right]$ and $\widehat{A}\left[H \cup I_{C}, J_{K}\right]$ are of column-full rank,

$$
\widehat{A}[R, B]=\begin{aligned}
& \\
& R^{\prime} \\
& H \cup I_{C}
\end{aligned}\left(\begin{array}{cc}
J^{\prime} & J_{K} \\
{\left[R^{\prime}, J^{\prime}\right]} & \widehat{A}\left[R^{\prime}, J_{K}\right] \\
O & \widehat{A}\left[H \cup I_{C}, J_{K}\right]
\end{array}\right)
$$

is of column-full rank, i.e.,

$$
\begin{equation*}
\operatorname{rank} \widehat{A}[R, B]=|B| \tag{10}
\end{equation*}
$$

On the other hand, since $\widehat{A}\left[R^{\prime}, C^{\prime}\right]$ is of row-full rank,

$$
\operatorname{rank} \widehat{A}=\operatorname{rank} \widehat{A}\left[R^{\prime}, C^{\prime}\right]+\operatorname{rank} \widehat{A}\left[H \cup I_{C}, K\right]=\left|J^{\prime}\right|+\left|J_{K}\right|=|B|
$$

Thus we obtain $B \in \mathcal{B}$.
Applying Theorem 4.2 to the LM-matrix $A[R, B]$, we have from $\operatorname{rank} A[R, B]=$ $\operatorname{rank} \widehat{A}[R, B]$ and (10) that

$$
\min \left\{q_{B}(Y) \mid Y \in \mathcal{L}\right\}=|B|-m
$$

which together with $q_{B}\left(D_{C}\right)=\left|J_{K}\right|-\left|I_{C}\right|-\operatorname{dim} W_{C}=|B|-m$ and $X \preceq D_{C}$ implies

$$
q_{B}\left(D_{C}\right)=\min \left\{q_{B}(Y) \mid X \preceq Y \in \mathcal{L}\right\} .
$$

Thus we obtain $D_{C} \succeq D\left(q_{B} ; X\right)$, which completes the proof since we have already shown $D_{C} \preceq D\left(q_{B} ; X\right)$ in Lemma 5.1.

Now we are ready to prove Theorem 4.3. It follows from Lemma 5.1 that $D\left(q_{J} ; X\right)=$ $X$ implies $D\left(q_{C} ; X\right)=X$. Hence,

$$
\mathcal{K}\left(q_{J}\right) \subseteq \mathcal{K}\left(q_{C}\right)
$$

holds for any $J \subseteq C$. On the other hand, from Lemma $5.2, X=D\left(q_{C} ; X\right)$ implies the existence of $B \in \mathcal{B}$ such that $X=D\left(q_{B} ; X\right)$. That is to say,

$$
\mathcal{K}\left(q_{C}\right) \subseteq \bigcup_{B \in \mathcal{B}} \mathcal{K}\left(q_{B}\right)
$$

Thus we have $\mathcal{K}\left(q_{C}\right)=\bigcup_{B \in \mathcal{B}} \mathcal{K}\left(q_{B}\right)$, which establishes Theorem 4.3 when combined with (4).
6. Conclusion. It is shown that the principal structure of the submodular function $q$ defined on a modular lattice associated with an LM-matrix gives the coarsest decomposition of the row side that is finer than any decomposition induced by the CCF of the submatrix consisting of a base of the column vectors of $A$. This gives a best possible bound on the extent to which the whole system described by an LMmatrix can be decomposed by a suitable choice of design variables. This result can be extended to multilayered matrices [18] under a certain genericity assumption.

Computing the principal structure of the submodular function $q_{C}$ involves the minimization of submodular functions on nondistributive modular lattices and compact representations of them. Unfortunately, little is known on this matter. However, the projection of the principal sublattice $\mathcal{L}\left(q_{C}\right)$ to the Boolean lattice $2^{R_{T}}$ can be computed efficiently. Although this projection has only partial information on the horizontal principal structure of the LM-matrix, it is still interesting because it gives the best possible upper bound on the decompositions of $R_{T}$, which corresponds to the set of physical elements of the system in question.

A unification of horizontal and vertical principal structure is given in [10] in terms of independent matchings, and a further extension is presented in [9].
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# DATA SECURITY EQUALS GRAPH CONNECTIVITY* 
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#### Abstract

To protect sensitive information in a cross-tabulated table, it is a common practice to suppress some of the cells in the table. This paper investigates four levels of data security of a two-dimensional table concerning the effectiveness of this practice. These four levels of data security protect the information contained in, respectively, individual cells, individual rows and columns, several rows or columns as a whole, and a table as a whole. The paper presents efficient algorithms and NP-completeness results for testing and achieving these four levels of data security. All these complexity results are obtained by means of fundamental equivalences between the four levels of data security of a table and four types of connectivity of a graph constructed from that table.
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1. Introduction. Cross-tabulated tables are used in a wide variety of documents to organize and exhibit information. The values of sensitive cells in such tables are routinely suppressed to conceal sensitive information. There are two fundamental issues concerning the effectiveness of this practice [1], [4], [5], [6], [7], [8], [9], [20], [21], [22], [23]. One is whether an adversary can deduce significant information about the suppressed cells from the published data of a table. The other is how a table maker can suppress a small number of cells in addition to the sensitive ones so that the resulting table does not leak significant information.

This paper investigates how to protect the information in a two-dimensional table that publishes three types of data (see [16] for examples): (1) the values of all cells except a set of sensitive ones, which are suppressed, (2) an upper bound and a lower bound for each cell, and (3) all row sums and column sums of the complete set of cells. The cells may have real or integer values. They may have different bounds, and the bounds may be finite or infinite. The upper bound of a cell should be strictly greater than its lower bound; otherwise, the value of that cell is immediately known even if that cell is suppressed. The cells that are not suppressed also have upper and lower bounds. These bounds are necessary because some of the unsuppressed cells may later be suppressed to protect the information in the sensitive cells.

The focus of this paper is how to protect the type of information defined here. A bounded feasible assignment to a table is an assignment of values to the suppressed cells such that each row or column adds up to its published sum and the bounds of the suppressed cells are all satisfied. A linear combination of the suppressed cells is a linear invariant if it has the same value at all bounded feasible assignments (see [16] for examples). Intuitively, the information contained in a linear invariant is unprotected because its value can be uniquely deduced from the published data. Five classes of linear invariants are of special significance. A positive invariant is one whose coefficients are all nonnegative with at least one positive coefficient. A

[^10]unitary invariant is one whose coefficients are $+1,0$, or -1 . A sum invariant is one whose coefficients are +1 or 0 . A rectangular sum invariant is one that sums over all suppressed cells shared by a set of rows and a set of columns. An invariant cell is a suppressed cell that forms a linear invariant all by itself.

Four levels of data security of a table are discussed in this paper. To motivate the discussion, suppose that a given table tabulates the quantities of several products made by different factories. A row represents a factory, a column records the quantities of a product, and a cell contains the quantity of a product made by a factory. Level 1 protects the suppressed cells individually. A factory wishes to conceal the quantity of a particular product. Naturally, that quantity should be suppressed and its precise value should not be uniquely determined from the published data of the table. Thus, a suppressed cell is protected if it is not an invariant cell [12]. Level 2 protects a row (or column) as a whole. After all suppressed cells are protected, an adversary may still be able to obtain useful information by combining the suppressed cells. If a factory wishes to protect the information about the quantities of all its products as a whole, it must ensure that no information of a sensitive type can be extracted by combining the suppressed cells in the row representing that factory. Hence, a row is protected if there is no linear invariant of a desired type that combines the suppressed cells in that row. Level 3 protects a set of $k$ rows (or $k$ columns) as a whole. Suppose that a company owns $k$ factories. It wishes to conceal aggregate information about all its factories, not just the information about each individual factory. It should require that no information of an important type can be derived by combining the suppressed cells in the $k$ rows for its $k$ factories. Thus, a set of $k$ rows is protected if there is no linear invariant of a desired type that combines the suppressed cells in those rows. Level 4 protects the given table as a whole. Further suppose that the above company owns all the factories tabulated in the table. It wishes to protect aggregate information about all its factories and all their products. It stipulates that only trivial information may be found among a desired class of combinations of the suppressed cells. Thus, a table is protected if it has no linear invariant of a desired type that combines its suppressed cells.

The key contribution of this paper is to establish that the latter three levels of data security of a table are equivalent to three types of connectivity of a graph called the suppressed graph of that table. Previously, Gusfield showed that the first level of data security is equivalent to a certain type of connectivity of the suppressed graph [12]. The paper further uses these fundamental equivalences to obtain three sets of complexity results. First, the second and fourth levels of data security of a table can be tested in optimal linear time and the third level can be tested in polynomial time. Previously, Gusfield showed how to find all invariant cells of a table and test for its first level of data security in optimal linear time [12]. Second, for each of the four levels of data security, it is an NP-complete problem to compute and suppress the minimum number of additional cells in a table in order to achieve the desired level of data security. Third, for a large and practical class of tables, the above optimal suppression problem for the second and fourth levels of data security can be solved in optimal linear time. For the first level of data security, Gusfield showed that the optimal suppression problem can be solved in optimal linear time [11]. For the third level of data security the optimal suppression problem remains open.

We review basics of graphs and tables in $\S 2$, discuss the four levels of data security in $\S 3$ through $\S 5$, and compare them in $\S 6$.

| row <br> column <br> index | a | b | c | row <br> sum |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 9 | 1 | 10 |
| 2 | 9 | 9 | 0 | 18 |
| 3 | 6 | 0 | 5 | 11 |
| column <br> sum | 15 | 18 | 6 |  |



The number in a table cell is its value. A cell with a box is suppressed. The lower and upper bounds of the cells are 0 and 9 . The graph is the suppressed graph of the table. Vertex $R_{p}$ corresponds to row $p$ and vertex $C_{q}$ to column $q$.

Fig. 1. A table and its suppressed graph.
2. Preliminaries. Every graph in this paper is a mixed graph, i.e., it may contain both undirected and directed edges with at most one edge between two vertices. Let $\mathcal{T}$ be a table. The suppressed graph $\mathcal{H}=(A, B, E)$ and the total graph $\mathcal{H}^{\prime}=\left(A, B, E^{\prime}\right)$ of $\mathcal{T}$ are the bipartite graphs constructed here (see Fig. 1 for an example). For each row (respectively, column) of $\mathcal{T}$, there is a vertex in $A$ (respectively, $B$ ); this vertex is called a row (respectively, column) vertex. For each cell $x$ at row $i$ and column $j$, there is an edge $e \in E^{\prime}$ between the vertices of row $i$ and column $j$. If the value of $x$ is strictly between its lower and upper bounds, then $e$ is undirected. Otherwise, if the value equals the lower (respectively, upper) bound, then $e$ points from the row endpoint to the column endpoint (respectively, from the column endpoint to the row endpoint). $E$ consists of the edges corresponding to the suppressed cells. Note that $\mathcal{H}$ is a subgraph of $\mathcal{H}^{\prime}$ and $\mathcal{H}^{\prime}$ is complete (i.e., for all $u \in A$ and $v \in B, E^{\prime}$ has exactly one edge between $u$ and $v$ ). Also, given an arbitrary complete bipartite graph and a subgraph on the same vertices, it takes only linear time to construct a table with these two graphs as its total and suppressed graphs.

A traversable cycle or path is one that can be traversed along its edge directions. A direction-blind cycle or path is one that can be traversed if its edge directions are disregarded; we often omit the word direction-blind for brevity. A graph is connected if each pair of vertices are in a path. A connected component is a maximal connected subgraph. A nonsingleton connected component is one with two or more vertices. A graph is strongly connected if each pair of vertices are in a traversable cycle. A strong component is a maximal strongly connected subgraph.

The effective area of a linear invariant $F$ of $\mathcal{T}$, denoted by $E A(F)$, is the set of
suppressed cells in the nonzero terms of $F . E A(F)$ is also regarded as a set of edges in $\mathcal{H} . F$ is nonzero if $E A(F) \neq \emptyset . F$ is minimal if it is nonzero and $\mathcal{T}$ has no nonzero linear invariant whose effective area is a proper subset of $E A(F)$. Note that given a minimal linear invariant $F$, if $F^{\prime}$ is a nonzero linear invariant with $E A\left(F^{\prime}\right) \subseteq E A(F)$, then $F^{\prime}$ is also minimal and is a multiple of $F$. Thus, a minimal linear invariant is unique up to a multiplicative factor with respect to its effective area.

An edge set of a graph is an edge cut if its removal disconnects a connected component. An edge cut is minimal if no proper subset of it is an edge cut.

FACT 1. Let $Z$ be an edge set of a strong component $\mathcal{H}^{\prime}$ of $\mathcal{H}$. $Z$ is a minimal edge cut of $\mathcal{H}^{\prime}$ if and only if $\mathcal{H}^{\prime}-Z$ has exactly two connected components, say, $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$, and each edge of $Z$ is between $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$.

Assume that $Z$ is a minimal edge cut of $\mathcal{H}^{\prime} . Z$ is bipartite if the endpoints of $Z$ in $\mathcal{H}_{1}$ are all row vertices or all column vertices. An edge set of $\mathcal{H}$ is a (respectively, bipartite) basic set if it consists of an edge not in any strong component of $\mathcal{H}$ or is a (respectively, bipartite) minimal edge cut of some strong component.

Theorem 2.1 (see [14]). 1. A linear invariant of $\mathcal{T}$ is minimal if and only if its effective area is a basic set of $\mathcal{H}$. Also, for each basic set $Z$ of $\mathcal{H}$, there is a minimal linear invariant $F$ of $\mathcal{T}$ with $E A(F)=Z$.
2. Every minimal linear invariant is a multiple of a unitary invariant. Furthermore, a minimal linear invariant $F$ of $\mathcal{T}$ is a multiple of a sum invariant if and only if $E A(F)$ is a bipartite basic set of $\mathcal{H}$.
3. For each nonzero linear invariant $F$ of $\mathcal{T}$, there exist unitary minimal linear invariants $F_{1}, \ldots, F_{k}$ of $\mathcal{T}$ such that $F=\sum_{i=1}^{k} c_{i} \cdot F_{i}$ for some $c_{i}>0$, $E A(F)=\cup_{i=1}^{k} E A\left(F_{i}\right)$, and for each $F_{i}$ and each $e \in E A\left(F_{i}\right)$, the coefficients of $e$ in $F$ and $F_{i}$ are either both positive or both negative.
Remark. A referee has indicated that a different proof for Theorem 2.1 from that in [14] can be constructed by means of conformal vector decomposition [18], [19].
3. Protection of a cell. A suppressed cell of $\mathcal{T}$ is protected if it is not an invariant cell.
3.1. Cell protection and bridge-freeness. A graph is bridge free if it has no edge cut consisting of a single edge.

Theorem 3.1 (see [12]). 1. A suppressed cell of $\mathcal{T}$ is protected if and only if it is an edge in an edge-simple traversable cycle of $\mathcal{H}$.
2. The suppressed cells of $\mathcal{T}$ are all protected if and only if each connected component of $\mathcal{H}$ is strongly connected and bridge free.
Corollary 3.2 (see [12]). Given $\mathcal{H}$, the unprotected cells of $\mathcal{T}$ can be found in $O(|\mathcal{H}|)$ time.
3.2. Optimal suppression problems for cell protection. The problem below is concerned with suppressing the minimum number of additional cells in $\mathcal{T}$ such that the original and the new suppressed cells in the resulting table are all protected.

Problem 1 (protection of all cells).

- Input: $\mathcal{T}$ and an integer $p \geq 0$.
- Output: Is there a set $P$ consisting of at most $p$ published cells of $\mathcal{T}$ such that all suppressed cells are protected in the table formed by $\mathcal{T}$ with the cells in $P$ also suppressed?
Problem 1 can be reformulated as the graph augmentation problem below.
Problem 2.
- Input: A complete bipartite graph $\mathcal{H}^{\prime}$, a subgraph $\mathcal{H}$, and an integer $p \geq 0$.
- Output: Is there a set $P$ of at most $p$ edges in $\mathcal{H}^{\prime}-\mathcal{H}$ such that each connected component of $\mathcal{H} \cup P$ is strongly connected and bridge free?
Lemma 3.3. Problems 1 and 2 can be reduced to each other in linear time.
Proof. The proof follows from Theorem 3.1(2).
The next problem is NP-complete [10]. It is used here to prove that Problems 1 and 2 are hard.

Problem 3 (hitting set).

- Input: A finite set $S$, a nonempty set $W \subseteq 2^{S}$, and an integer $h \geq 0$.
- Output: Is there a subset $S^{\prime}$ of $S$ such that $\left|S^{\prime}\right| \leq h$ and $S^{\prime}$ contains at least one element in each set in $W$ ?
Theorem 3.4. Problems 1 and 2 are NP-complete.
Proof. Problems 1 and 2 are both in NP. To prove their completeness, by Lemma 3.3, it suffices to reduce Problem 3 to Problem 2.

Given an instance $S=\left\{s_{1}, \ldots, s_{\alpha}\right\}, W=\left\{S_{1}, \ldots, S_{\beta}\right\}, h$ of Problem 3, an instance $\mathcal{H}^{\prime}=\left(A, B, E^{\prime}\right), \mathcal{H}=(A, B, E), p$ of Problem 2 is constructed as follows:

- Rule 1: Let $A=\left\{a_{0}, a_{1}, \ldots, a_{\alpha}\right\}$. The vertices $a_{1}, \ldots, a_{\alpha}$ correspond to $s_{1}, \ldots, s_{\alpha}$, but $a_{0}$ corresponds to no $s_{i}$.
- Rule 2: Let $B=\left\{b_{0}, b_{1}, \ldots, b_{\beta}\right\}$. The vertices $b_{1}, \ldots, b_{\beta}$ correspond to $S_{1}, \ldots, S_{\beta}$ of $S$, but $b_{0}$ corresponds to no $S_{j}$.
- Rule 3: Let $E^{\prime}$ consist of the following edges:

1. The edge between $a_{0}$ and $b_{0}$ is $b_{0} \rightarrow a_{0}$.
2. For all $j$ with $1 \leq j \leq \beta$, the edge between $a_{0}$ and $b_{j}$ is $a_{0} \rightarrow b_{j}$.
3. For all $i$ with $1 \leq i \leq \alpha$, the edge between $a_{i}$ and $b_{0}$ is $a_{i} \rightarrow b_{0}$.
4. For each $s_{i}$ and each $S_{j}$, if $s_{i} \in S_{j}$, then the edge between $a_{i}$ and $b_{j}$ is $b_{j} \rightarrow a_{i}$; otherwise it is $a_{i} \rightarrow b_{j}$.

- Rule 4: Let $E=\left\{b_{0} \rightarrow a_{0}\right\} \cup\left\{a_{0} \rightarrow b_{1}, \ldots, a_{0} \rightarrow b_{\beta}\right\}$.
- Rule 5: Let $p=h+\beta$.

The above construction can be easily computed in polynomial time. The next two claims show that it is indeed a desired reduction from Problem 3 to Problem 2.

Claim 1. If some $S^{\prime} \subseteq S$ with $\left|S^{\prime}\right| \leq h$ has at least one element in each $S_{j}$, then some $P \subseteq E^{\prime}-E$ consists of at most $p$ edges such that every connected component of $\mathcal{H} \cup P$ is strongly connected and bridge free.

To prove this claim, observe that for each $S_{j}$, some $s_{i_{j}} \in S^{\prime} \cap S_{j}$ exists. By Rule 3(4), $P_{1}=\left\{b_{1} \rightarrow a_{i_{1}}, \ldots, b_{\beta} \rightarrow a_{i_{\beta}}\right\}$ exists. By Rule 3(3), $P_{2}=\left\{a_{i_{1}} \rightarrow b_{0}, \ldots, a_{i_{\beta}} \rightarrow\right.$ $\left.b_{0}\right\}$ exists. Let $P=P_{1} \cup P_{2}$. Note that $P_{1}$ consists of $\beta$ edges. $P_{2}$ consists of at most $\left|S^{\prime}\right|$ edges. Thus $P$ has at most $p=\beta+h$ edges. For all $j$ with $1 \leq j \leq \beta$, the edges $b_{0} \rightarrow a_{0}, a_{0} \rightarrow b_{j}, b_{j} \rightarrow a_{i_{j}}$, and $a_{i_{j}} \rightarrow b_{0}$ form a vertex-simple traversable cycle. Because $E \cup P$ consists of the edges in these cycles, every connected component of $\mathcal{H} \cup P$ is strongly connected and bridge free. This finishes the proof of Claim 1.

Claim 2. If some $P \subseteq E^{\prime}-E$ consists of at most $p$ edges such that every connected component of $\mathcal{H} \cup P$ is strongly connected and bridge free, then some $S^{\prime} \subseteq S$ with $\left|S^{\prime}\right| \leq h$ has at least one element in each $S_{j}$.

To prove this claim, observe that for all $j$ with $1 \leq j \leq \beta$, by Rule $4, E$ contains $a_{0} \rightarrow b_{j}$ but no edge pointing from $b_{j}$. Because every connected component of $\mathcal{H} \cup P$ is strongly connected, $P$ contains an edge $b_{j} \rightarrow a_{i_{j}}$ for some $i_{j}$. By Rule 3(4), $s_{i_{j}} \in S_{j}$. Let $S^{\prime}=\left\{s_{i_{1}}, \ldots, s_{i_{\beta}}\right\}$. Note that $P$ contains $b_{1} \rightarrow a_{i_{1}}, \ldots, b_{\beta} \rightarrow a_{i_{\beta}}$ but $E$ contains no edges pointing from $\left\{a_{i_{1}}, \ldots, a_{i_{\beta}}\right\}$. Because every connected component of $\mathcal{H} \cup P$ is strongly connected, $P$ must also contain at least one edge pointing from each vertex in $\left\{a_{i_{1}}, \ldots, a_{i_{\beta}}\right\}$. Thus $P$ contains at least $\left|S^{\prime}\right|+\beta$ edges. Then $\left|S^{\prime}\right| \leq h$ because
$|P| \leq \beta+h$. This finishes the proof of Claim 2 and thus that of Theorem 3.4.
The next two problems are optimization versions of Problems 1 and 2 for undirected graphs and tables whose total graphs are undirected.

Problem 4 (protection of all cells).

- Input: The suppressed graph of a table $\mathcal{T}$ whose total graph is undirected.
- Output: A set $P$ consisting of the smallest number of published cells of $\mathcal{T}$ such that all suppressed cells are protected in the table formed by $\mathcal{T}$ with the cells in $P$ also suppressed.


## Problem 5.

- Input: A bipartite undirected graph $\mathcal{H}=(A, B, E)$.
- Output: A set $P$ consisting of the smallest number of undirected edges between $A$ and $B$ but not in $E$ such that every connected component of $(A, B, E \cup P)$ is bridge free.
Note that Problem 5 need not specify $\mathcal{H}^{\prime}$ because it is undirected and thus is unique for $\mathcal{H}$. Similarly, $\mathcal{H} \cup P$ is always strongly connected.

Lemma 3.5. Problems 4 and 5 can be reduced to each other in linear time.
Proof. The proof is similar to that of Lemma 3.3.
Theorem 3.6 (see [11]). Problem 5 is solvable in linear time; thus so is Problem 4.
4. Protection of rows and columns. This section discusses the data security of a table at levels 2 and 3 in a unified framework. Let $E A(R)$ denote the set of suppressed cells in a row or column $R$. Let $\bar{R}=\sum_{e \in E A(R)}$ e. Let $R_{1}, \ldots, R_{k}$ be $k$ rows or $k$ columns of $\mathcal{T}$, but no mixed case. For level 3 data security, $\left\{R_{1}, \ldots, R_{k}\right\}$ is protected with respect to the linear invariants (respectively, the positive invariants, the unitary invariants, the sum invariants, or the rectangular sum invariants) if the conditions below hold:

1. Each linear invariant (respectively, positive invariant, unitary invariant, sum invariant, or rectangular sum invariant) $F$ of $\mathcal{T}$ with $E A(F) \subseteq \cup_{i=1}^{k} E A\left(R_{i}\right)$ is a linear combination of $\bar{R}_{1}, \ldots, \bar{R}_{k}$.
2. No suppressed cell of $R_{1}, \ldots, R_{k}$ is an invariant cell.

Level 2 data security is a special case of level 3 with $k=1$, and its definitions can be simplified. A row or column $R$ is protected with respect to the linear invariants (respectively, the positive invariants, the unitary invariants, or the sum invariants) if the conditions below hold:

1. Each linear invariant (respectively, positive invariant, unitary invariant, or sum invariant) $F$ with $E A(F) \subseteq E A(R)$ is a multiple of $\bar{R}$.
2. No suppressed cell in $R$ is an invariant cell.

We do not explicitly consider the protection of $R$ with respect to the rectangular sum invariants because for $k=1$ these invariants are the same as the sum invariants. Also, the five types of invariants here are implicitly considered for cell protection because a linear invariant with exactly one nonzero term is essentially an invariant cell.

The two conditions in the definitions are based on technical considerations. No matter how many cells in $\mathcal{T}$ are suppressed, $\bar{R}_{1}, \ldots, \bar{R}_{k}$ and their linear combinations are always linear invariants. Thus the first condition gives the best possible protection for $R_{1}, \ldots, R_{k}$ as a whole. If $R_{i}$ has either no suppressed cell or at least two, the first condition implies the second one; otherwise, the first condition holds trivially but the only suppressed cell in $R_{i}$ is an invariant. The second condition is adopted to avoid this undesirable situation.

These definitions also require that $R_{1}, \ldots, R_{k}$ be all rows or all columns. In these two pure cases, $E A\left(R_{1}\right), \ldots, E A\left(R_{k}\right)$ are pairwise disjoint. Therefore, a linear combination of $\bar{R}_{1}, \ldots, \bar{R}_{k}$ has a very simple structure and encodes essentially the same information as $\bar{R}_{1}, \ldots, \bar{R}_{k}$. In contrast, if at least one $R_{i}$ is a row and at least one $R_{j}$ is a column, then a linear combination of $\bar{R}_{1}, \ldots, \bar{R}_{k}$ may have a very complex structure and may encode very different information from that contained in $\bar{R}_{1}, \ldots, \bar{R}_{k}$. Furthermore, unlike in the two pure cases, these definitions do not seem to have useful characterizations in the mixed case.

The importance of the first four types of invariants considered in the definitions are evident. The fifth type, a rectangular sum invariant, is motivated by a popular technique for protecting information in a table. Let $e$ be an invariant cell at row $i$ and column $j$. To protect $e$, row $i$ can be split into several rows and column $j$ into several columns. Correspondingly, $e$ is split into four or more cells. Then enough of these refined cells can be suppressed to ensure that each suppressed refined cell is protected. However, the sum of the suppressed refined cells of $e$ is a rectangular sum invariant. This property can be used to uniquely determine the value of $e$. Thus the consideration of rectangular sum invariants renders this refinement approach useless at the third level of data security.
4.1. Equivalence of $\boldsymbol{k}$ row-column protection. This section shows that the five definitions of $k$ row-column protection are all equivalent.

Lemma 4.1. Every sum minimal invariant is rectangular.
Proof. Let $F$ be a sum minimal invariant of $\mathcal{T}$. If $E A(F)$ consists of an edge not in any strong component of $\mathcal{H}$, then $F$ is trivially rectangular. Otherwise, by Theorem 2.1, $E A(F)$ is a bipartite minimal cut set of a strong component $\mathcal{H}^{\prime}$ of $\mathcal{H}$. By Fact $1, \mathcal{H}^{\prime}-E A(F)$ has two connected components $\mathcal{H}_{1}^{\prime}$ and $\mathcal{H}_{2}^{\prime}$. Let $U_{1}$ and $U_{2}$ be the sets of endpoints of $E A(F)$ in $\mathcal{H}_{1}^{\prime}$ and $\mathcal{H}_{2}^{\prime}$, respectively. By the bipartiteness of $E A(F)$, without loss of generality the vertices in $U_{1}$ are rows in $\mathcal{T}$ and those in $U_{2}$ are columns. Then $F$ is rectangular because $E A(F)$ consists of the edges between $U_{1}$ and $U_{2}$ in $\mathcal{H}$.

Lemma 4.2. If no $E A\left(R_{i}\right)$ is empty, the statements below are equivalent:

1. Every positive invariant $F$ with $E A(F) \subseteq \cup_{i=1}^{k} E A\left(R_{i}\right)$ is a linear combination of $\bar{R}_{1}, \ldots, \bar{R}_{k}$.
2. Every sum invariant $F$ with $E A(F) \subseteq \cup_{i=1}^{k} E A\left(R_{i}\right)$ is a linear combination of $\bar{R}_{1}, \ldots, \bar{R}_{k}$.
3. Every rectangular sum invariant $F$ with $E A(F) \subseteq \cup_{i=1}^{k} E A\left(R_{i}\right)$ is a linear combination of $\bar{R}_{1}, \ldots, \bar{R}_{k}$.
4. $\bar{R}_{1}, \ldots, \bar{R}_{k}$ are the only sum minimal invariants of $\mathcal{T}$ whose effective areas are subsets of $\cup_{i=1}^{k} E A\left(R_{i}\right)$.
Proof. The directions $1 \Rightarrow 2 \Rightarrow 3$ are straightforward. The direction $4 \Rightarrow 1$ follows from the fact that by statement $4, \bar{R}_{1}, \ldots, \bar{R}_{k}$ are the only factors in the decomposition in Theorem 2.1(3) for a positive invariant $F$ with $E A(F) \subseteq \cup_{i=1}^{k} E A\left(R_{i}\right)$. To prove $3 \Rightarrow 4$, note that because $\bar{R}_{j}$ is a positive invariant for all $R_{j}$, by Theorem 2.1(3) there is a sum minimal invariant $F$ with $E A(F) \subseteq E A\left(\bar{R}_{j}\right)$. Since $F$ is also rectangular, by statement $3, F=\sum_{i=1}^{k} c_{i} \cdot \bar{R}_{i}$ for some $c_{i}$. Because $\bar{R}_{1}, \ldots, \bar{R}_{k}$ share no variable, by the minimality of $F$ and coefficient comparison $\bar{R}_{j}$ equals $F$ and thus is a sum minimal invariant. To prove the desired uniqueness of $\bar{R}_{1}, \ldots, \bar{R}_{k}$, let $F^{\prime}$ be a sum minimal invariant with $E A\left(F^{\prime}\right) \subseteq \cup_{i=1}^{k} E A\left(R_{i}\right)$. By Lemma 4.1, $F^{\prime}$ is rectangular. By statement $3, F^{\prime}=\sum_{i=1}^{k} c_{i}^{\prime} \cdot \bar{R}_{i}$ for some $c_{i}^{\prime}$. Because $F^{\prime}$ is nonzero, some $c_{\underline{h}}^{\prime} \neq 0$. Because $\bar{R}_{1}, \ldots, \bar{R}_{k}$ do not share variables, $E A\left(\bar{R}_{h}\right) \subseteq E A\left(F^{\prime}\right)$. Then, $F^{\prime}=\bar{R}_{h}$ by
coefficient comparison and the minimality of $F^{\prime}$.
Lemma 4.3. If no $E A\left(R_{i}\right)$ is empty, the statements below are equivalent:
5. Every linear invariant of $\mathcal{T}$ whose effective area is a subset of $\cup_{i=1}^{k} E A\left(R_{i}\right)$ is a linear combination of $\bar{R}_{1}, \ldots, \bar{R}_{k}$.
6. Every unitary invariant whose effective area is a subset of $\cup_{i=1}^{k} E A\left(R_{i}\right)$ is a linear combination of $\bar{R}_{1}, \ldots, \bar{R}_{k}$.
7. $\bar{R}_{1}, \ldots, \bar{R}_{k}$ and their nonzero multiples are the only minimal linear invariants of $\mathcal{T}$ whose effective areas are subsets of $\cup_{i=1}^{k} E A\left(R_{i}\right)$.
Proof. The proof is similar to that of Lemma 4.2.
Lemma 4.4. $\left\{R_{1}, \ldots, R_{k}\right\}$ is protected with respect to the positive invariants (respectively, the linear invariants) if and only if the following statements hold:
8. For each strong component $D$ of $\mathcal{H}$ and each vertex $R_{i}$ contained in $D$, the component $D$ contains all edges incident to $R_{i}$ in $\mathcal{H}$.
9. The nonempty sets among $E A\left(R_{1}\right), \ldots, E A\left(R_{k}\right)$ are the only bipartite minimal edge cuts (respectively, the only minimal edge cuts) of the strong components of $\mathcal{H}$ among the subsets of $\cup_{i=1}^{k} E A\left(R_{i}\right)$.
10. Each vertex $R_{i}$ is either isolated or incident to two or more edges in $\mathcal{H}$.

Proof. The proofs of the lemma for the positive invariants and of that for the general invariants are similar; only the former is detailed here. For the direction $\Rightarrow$, statement 3 follows from the second condition of the definition of $\left\{R_{1}, \ldots, R_{k}\right\}$ being protected. Then statements 1 and 2 follow from Lemma 4.2(1), 4.2(4) and Theorem 2.1(1), 2.1(2). For the direction $\Leftarrow$, by statements 1 and 2, Theorem 2.1, and Lemma 4.2, the first condition of $\left\{R_{1}, \ldots, R_{k}\right\}$ being protected is satisfied. The second condition then follows from statement 3.

A set of vertices in a connected graph is a vertex cut if its removal disconnects the graph.

FACT 2. If each $E A\left(R_{i}\right)$ is included in the strong component of $\mathcal{H}$ that contains $R_{i}$, then the following statements are equivalent:

1. Among the subsets of $\cup_{i=1}^{k} E A\left(R_{i}\right)$, the nonempty sets $E A\left(R_{i}\right)$ are the only minimal edge cuts of the strong components of $\mathcal{H}$.
2. Among the subsets of $\cup_{i=1}^{k} E A\left(R_{i}\right)$, the nonempty sets $E A\left(R_{i}\right)$ are the only bipartite minimal edge cuts of the strong components of $\mathcal{H}$.
3. $\left\{R_{1}, \ldots, R_{k}\right\}$ includes no vertex cut of any strong component of $\mathcal{H}$.

Theorem 4.5. The five definitions of a set of $k$ rows or $k$ columns being protected are all equivalent.

Proof. If some $E A\left(R_{i}\right)=\emptyset$, then $\left\{R_{1}, \ldots, R_{k}\right\}$ is protected if and only if $\left\{R_{1}, \ldots, R_{k}\right\}-\left\{R_{i}\right\}$ is protected. Thus, without loss of generality, assume that no $E A\left(R_{i}\right)$ is empty. Then, by Lemma 4.2 , the protection definitions with respect to the positive, sum, and rectangular invariants are all equivalent. Similarly, by Lemma 4.3, those with respect to the general and unitary invariants are also equivalent. This theorem then follows directly from Lemma 4.4 and Fact 2.
4.2. $k$ row-column protection and bipartite- $(k+1)$-connectivity. A connected bipartite graph $\mathcal{G}=(X, Y, I)$ is bipartite- $(k+1)$-connected if $|X| \geq k+1$, $|Y| \geq k+1$, and neither $X$ nor $Y$ includes a vertex cut of at most $k$ vertices. $\mathcal{G}$ is ( $k+1$ )-connected if $|X \cup Y| \geq k+1$ and there is no vertex cut of at most $k$ vertices.

Lemma 4.6. $\left\{R_{1}, \ldots, R_{k}\right\}$ is protected if and only if the statements below hold:

1. For each strong component $D$ of $\mathcal{H}$ and each vertex $R_{i} \in D, D$ contains all the edges incident to $R_{i}$ in $\mathcal{H}$.
2. $\left\{R_{1}, \ldots, R_{k}\right\}$ includes no vertex cut of any strong component of $\mathcal{H}$.
3. Each $R_{i}$ is either isolated or incident to two or more edges in $\mathcal{H}$.

Proof. This lemma follows from Theorem 4.5, Lemma 4.4, and Fact 2. $\quad$ ]
Theorem 4.7. Every set of at most $k$ rows or $k$ columns of $\mathcal{T}$ is protected if and only if every nonsingleton connected component of $\mathcal{H}$ is strongly connected and bipartite- $(k+1)$-connected.

Proof. This theorem follows directly from Lemma 4.6.
Corollary 4.8.

1. Given $\mathcal{H}$ and $\left\{R_{1}, \ldots, R_{k}\right\}$, whether $\left\{R_{1}, \ldots, R_{k}\right\}$ is protected can be determined in $O(|\mathcal{H}|)$ time.
2. Given $\mathcal{H}$ and $k$, whether $\mathcal{T}$ has any unprotected set of at most $k$ rows or $k$ columns can be answered in $O\left(k^{4} n^{2}\right)$ time, where $n$ is the number of vertices in $\mathcal{H}$.
Proof. Statement 1 follows from Lemma 4.6 in a straightforward manner using linear-time algorithms for connectivity and strong connectivity [3]. Statement 2 follows from Theorem 4.7. The key step is to test the bipartite- $(k+1)$-connectivity of $\mathcal{H}$ within the stated time bound. We first construct two auxiliary graphs $\mathcal{H}_{A}$ and $\mathcal{H}_{B}$. For each vertex $u \in A$, replace $u$ with $k+1$ copies in $\mathcal{H}_{A}$. For each $u \in A$ and each edge $e$ in $\mathcal{H}$ between $u$ and a vertex $v \in B$, replace $e$ with $k+1$ copies between $v$ and the $k+1$ copies of $u$ in $\mathcal{H}_{A} . \mathcal{H}_{B}$ is obtained by exchanging $A$ and $B$ in the construction. Because $\mathcal{H}$ is connected and each vertex in $A$ is duplicated $k+1$ times, $\mathcal{H}_{A}$ has a vertex cut $U$ of at most $k$ vertices if and only if $U$ is a subset of $B$ and is a vertex cut of $\mathcal{H}$. A symmetrical statement for $B$ also holds. Thus $\mathcal{H}$ is bipartite- $(k+1)$-connected if and only if both $\mathcal{H}_{A}$ and $\mathcal{H}_{B}$ are $(k+1)$-connected. This corollary then follows from the fact [2], [17] that the $(k+1)$-connectivity of an $m$-vertex graph can tested in $O\left(k^{2} m^{2}\right)$ time if $k \leq \sqrt{m}$.

Corollary 4.9. Given $\mathcal{H}$, it takes $O(|\mathcal{H}|)$ time to find the unprotected rows and columns of $\mathcal{T}$ and decide whether all individual rows and columns of $\mathcal{T}$ are protected.

Proof. This corollary follows from Lemma 4.6 in a straightforward manner using linear-time algorithms for strong connectivity and 2-connectivity [3].

### 4.3. Optimal suppression problems for $\boldsymbol{k}$ row-column protection.

Problem 6 (protection of all sets).

- Input: $\mathcal{T}$ and two integers $k>0$ and $p \geq 0$.
- Output: Is there a set $P$ consisting of at most $p$ published cells of $\mathcal{T}$ such that every set of at most $k$ rows or $k$ columns is protected in the table formed by $\mathcal{T}$ with the cells in $P$ also suppressed?
Problem 6 can be reformulated as the following graph augmentation problem.
Problem 7.
- Input: A complete bipartite graph $\mathcal{H}^{\prime}$, a subgraph $\mathcal{H}$, and integers $k>0$ and $p \geq 0$.
- Output: Is there a set $P$ of at most $p$ edges in $\mathcal{H}^{\prime}-\mathcal{H}$ such that each nonsingleton connected component of $\mathcal{H} \cup P$ is strongly connected and bipartite-$(k+1)$-connected?
Lemma 4.10. Problems 6 and 7 can be reduced to each other in linear time.
Proof. The proof follows from Theorem 4.7.
Theorem 4.11. For $k=1$, Problems 6 and 7 are NP-complete. Thus, both problems are NP-complete for general $k$.

Proof. Problems 6 and 7 are both in NP. To prove their completeness for $k=1$, by Lemma 4.10, it suffices to reduce Problem 3 to Problem 7 with $k=1$. Given an instance $S=\left\{s_{1}, \ldots, s_{\alpha}\right\}, W=\left\{S_{1}, \ldots, S_{\beta}\right\}, h$ of Problem 3, let $\mathcal{H}^{\prime}=\left(A, B, E^{\prime}\right), \mathcal{H}=$
( $A, B, E$ ), $p$ be the instance constructed for Theorem 3.4. The next two claims show that this transformation is indeed a desired reduction.

Claim 3. If some $S^{\prime} \subseteq S$ with $\left|S^{\prime}\right| \leq h$ has at least one element in each $S_{j}$, then some $P \subseteq E^{\prime}-E$ consists of at most $p$ edges such that every nonsingleton connected component of $\mathcal{H} \cup P$ is strongly connected and bipartite-2-connected.

To prove this claim, observe that for each $S_{j}$, some $s_{i_{j}} \in S^{\prime} \cap S_{j}$ exists. Let $P_{1}=\left\{b_{1} \rightarrow a_{i_{1}}, \ldots, b_{\beta} \rightarrow a_{i_{\beta}}\right\}$, which exists by Rule 3(4) of the construction of $\mathcal{H}^{\prime}$, $\mathcal{H}$, and $p$. By Rule 3(3), $P_{2}=\left\{a_{i_{1}} \rightarrow b_{0}, \ldots, a_{i_{\beta}} \rightarrow b_{0}\right\}$ exists. Let $P=P_{1} \cup P_{2}$. Note that $P_{1}$ consists of $\beta$ edges. $P_{2}$ consists of at most $\left|S^{\prime}\right|$ edges. Thus $P$ has at most $p=\beta+h$ edges. For each $j$ with $1 \leq j \leq \beta$, the edges $b_{0} \rightarrow a_{0}, a_{0} \rightarrow b_{j}, b_{j} \rightarrow a_{i_{j}}$, and $a_{i_{j}} \rightarrow b_{0}$ form a vertex-simple traversable cycle. These cycles all go through $b_{0} \rightarrow a_{0}$ and form the only nonsingleton connected component of $\mathcal{H} \cup P$. This component is clearly strongly connected and bipartite-2-connected. This finishes the proof of Claim 3.

Claim 4. If some $P \subseteq E^{\prime}-E$ consists of at most $p$ edges such that every nonsingleton connected component of $\mathcal{H} \cup P$ is strongly connected and bipartite-2connected, then some $S^{\prime} \subseteq S$ with $\left|S^{\prime}\right| \leq h$ has at least one element in each $S_{j}$.

The proof of this claim is the same as that of Claim 2 and uses only the componentwise strong connectivity of $\mathcal{H} \cup P$. This, then, finishes the proof of Theorem 4.11.

The next two problems are variants of Problems 6 and 7.
Problem 8 (protection of all sets).

- Input: The suppressed graph of a table $\mathcal{T}$ whose total graph is undirected and a positive integer $k$.
- Output: A set $P$ consisting of the smallest number of published cells of $\mathcal{T}$ such that every set of at most $k$ rows or $k$ columns is protected in the table formed by $\mathcal{T}$ with the cells in $P$ also suppressed.
Problem 9.
- Input: A bipartite undirected graph $\mathcal{H}=(A, B, E)$ and a positive integer $k$.
- Output: A set $P$ consisting of the smallest number of undirected edges between $A$ and $B$ but not in $E$ such that every nonsingleton connected component of $(A, B, E \cup P)$ is bipartite- $(k+1)$-connected.
Lemma 4.12. Problems 8 and 9 can be reduced to each other in linear time.
Proof. The proof is similar to that of Lemma 4.10.
Theorem 4.13 (see [13]). For $k=1$, Problem 9 can be solved in linear time.
Theorem 4.14. For $k=1$, Problem 8 can be solved in linear time.
Proof. The proof follows from Lemma 4.12 and Theorem 4.13.

5. Protection of a table. Let $R_{1}, \ldots, R_{n}$ be the rows and columns of $\mathcal{T}$. $\mathcal{T}$ is protected with respect to the positive invariants (respectively, the sum invariants or the rectangular sum invariants) if it holds the, conditions below:
6. Every positive invariant (respectively, nonzero sum invariant or nonzero rectangular sum invariant) of $\mathcal{T}$ is a positive linear combination of $\bar{R}_{1}, \ldots, \bar{R}_{n}$, where a positive linear combination is one that has no negative coefficients and at least one positive coefficient.
7. $\mathcal{T}$ has no invariant cell.

These definitions allow only positive linear combinations because general linear combinations of $\bar{R}_{1}, \ldots, \bar{R}_{n}$ generate all linear invariants and leave nothing for protection. This restriction excludes the protection with respect to the general linear invariants.

As a result, the protection with respect to the unitary invariants is also not considered, because by Theorem 2.1, these invariants have the same structures as the general linear invariants do.

Theorem 5.1. The three definitions of a table being protected are all equivalent.
Proof. Because a protected table has no invariant cells, each row or column has either no suppressed cell or at least two suppressed cells. It suffices to prove that if $\mathcal{T}$ holds this condition, then the following statements are equivalent:

1. Every positive invariant is a positive linear combination of $\bar{R}_{1}, \ldots, \bar{R}_{n}$.
2. Every nonzero sum invariant is a positive linear combination of $\bar{R}_{1}, \ldots, \bar{R}_{n}$.
3. Every nonzero rectangular sum invariant of $\mathcal{T}$ is a positive linear combination of $\bar{R}_{1}, \ldots, \bar{R}_{n}$.
4. The nonzero linear invariants among $\bar{R}_{1}, \ldots, \bar{R}_{n}$ are the only sum minimal invariants of $\mathcal{T}$.
The directions $1 \Rightarrow 2$ and $2 \Rightarrow 3$ are straightforward. The direction $4 \Rightarrow 1$ follows from Theorem 2.1(3). To prove the direction $3 \Rightarrow 4$, note that for each $R_{j}$ with $E A\left(R_{j}\right) \neq \emptyset, \bar{R}_{j}$ is a nonzero sum invariant. By Theorem 2.1 there is a sum minimal invariant $F$ with $E A(F) \subseteq E A\left(\bar{R}_{j}\right)$. $F$ is also rectangular. By statement 3, $F=\sum_{i=1}^{k} c_{i} \cdot \bar{R}_{i}$, where $c_{i} \geq 0$. By coefficient comparison there is some $c_{h}>0$ with $E A\left(R_{h}\right) \neq \emptyset$. Because $c_{i} \geq 0, \emptyset \neq E A\left(\bar{R}_{h}\right) \subseteq E A(F) \subseteq E A\left(\bar{R}_{j}\right)$. Then $R_{h}=R_{j}$ because two distinct $R_{i}$ 's cannot share more than one cell and each nonempty $E A\left(R_{i}\right)$ contains at least two cells. Thus $\bar{R}_{j}$ equals $F$ and is a sum minimal invariant. To prove the desired uniqueness of $\bar{R}_{1}, \ldots, \bar{R}_{n}$, let $F^{\prime}$ be a sum minimal invariant with $E A\left(F^{\prime}\right) \subseteq \cup_{i=1}^{k} E A\left(R_{i}\right)$. By Lemma 4.1, $F^{\prime}$ is rectangular. By statement 3, $F^{\prime}=\sum_{i=1}^{k} c_{i}^{\prime} \cdot \bar{R}_{i}$, where $c_{i}^{\prime} \geq 0$. By coefficient comparison there is some $c_{j}^{\prime}>0$ with $E A\left(\bar{R}_{j}\right) \neq \emptyset$. Because $c_{i}^{\prime} \geq 0, E A\left(\bar{R}_{j}\right) \subseteq E A\left(F^{\prime}\right)$. Then $F^{\prime}=\bar{R}_{j}$ by coefficient comparison and the minimality of $F^{\prime}$.
5.1. Table protection and bipartite completeness. A graph $\mathcal{G}=(X, Y, I)$ is bipartite complete if it is complete, $|X| \geq 2$, and $|Y| \geq 2$.

FACT 3. Let $u_{1}, \ldots, u_{g}$ be the vertices in $\mathcal{G}$. Let $E A\left(u_{i}\right)$ be the set of edges incident to $u_{i}$. Then $\mathcal{G}$ is bipartite complete if and only if it is bridge free and has more than one vertex and the sets $E A\left(u_{i}\right)$ are its only bipartite minimal edge cuts.

Theorem 5.2. $\mathcal{T}$ is protected if and only if each nonsingleton connected component of $\mathcal{H}$ is strongly connected and bipartite complete.

Proof. By Fact 3, it suffices to prove that the following statments are equivalent:

1. $\mathcal{T}$ is protected.
2. The nonzero invariants among $\bar{R}_{1}, \ldots, \bar{R}_{n}$ are the only sum minimal invariants of $\mathcal{T}$. Also, each $R_{i}$ contains either no suppressed cell or at least two suppressed cells.
3. Each connected component of $\mathcal{H}$ is strongly connected and bridge free. Also, the nonempty sets among $E A\left(R_{1}\right), \ldots, E A\left(R_{n}\right)$ are the only bipartite minimal edge cuts of the strong components of $\mathcal{H}$.
The equivalence $1 \Leftrightarrow 2$ follows from the proof of Theorem 5.1. The equivalence $2 \Leftrightarrow 3$ follows from Theorems 2.1 and 3.1.

Corollary 5.3. Given $\mathcal{H}$, it takes linear time in the size of $\mathcal{H}$ to determine whether $\mathcal{T}$ is protected.

Proof. This is an immediate corollary of Theorem 5.2.

### 5.2. Optimal suppression problems for table protection. <br> Problem 10 (protection of a table).

- Input: $\mathcal{T}$ and a nonnegative integer $p$.
- Output: Is there a set $P$ consisting of at most $p$ published cells of $\mathcal{T}$ such that the table formed by $\mathcal{T}$ with the cells in $P$ also suppressed is protected?
Problem 10 can be reformulated as the following graph augmentation problem.
Problem 11.
- Input: A complete bipartite graph $\mathcal{H}^{\prime}$, a subgraph $\mathcal{H}$, and an integer $p \geq 0$.
- Output: Is there a set $P$ of at most $p$ edges in $\mathcal{H}^{\prime}-\mathcal{H}$ such that each nonsingleton connected component $\mathcal{H} \cup P$ is strongly connected and bipartite complete?
Lemma 5.4. Problems 10 and 11 can be reduced to each other in linear time.
Proof. The proof follows from Theorem 5.2.
Theorem 5.5. Problems 10 and 11 are NP-complete.
Proof. Problems 10 and 11 are both in NP. To prove their completeness, by Lemma 5.4, it suffices to reduce Problem 3 to Problem 11. Given an instance $S=$ $\left\{s_{1}, \ldots, s_{\alpha}\right\}, W=\left\{S_{1}, \ldots, S_{\beta}\right\}, h$ of Problem 3, let $\mathcal{H}^{\prime}=\left(A, B, E^{\prime}\right), \mathcal{H}=(A, B, E), p$ be the instance constructed for Theorem 3.4 with the modification below:
- Rule $5^{\prime}$ : Let $p=(\beta+1) \cdot h$.

This construction can be computed in polynomial time. The next two claims show that it is a desired reduction from Problem 3 to Problem 11.

Claim 5. If some $S^{\prime} \subseteq S$ with $\left|S^{\prime}\right| \leq h$ has at least one element in each $S_{j}$, then some $P \subseteq E^{\prime}-E$ consists of at most $p$ edges such that every nonsingleton connected component of $\mathcal{H} \cup P$ is strongly connected and bipartite complete.

To prove this claim, observe that for each $S_{j}$, some $s_{i_{j}} \in S^{\prime} \cap S_{j}$ exists. Let $A^{\prime}=\left\{a_{i_{1}}, \ldots, a_{i_{\beta}}\right\}$. Let $B^{\prime}=\left\{b_{1}, \ldots, b_{\beta}\right\}$. Let $P_{1}$ be the set of edges in $E^{\prime}$ from $B^{\prime}$ to $A^{\prime}$. Let $P_{2}$ be the set of edges in $E^{\prime}$ from $A^{\prime}$ to $b_{0}$. Let $P=P_{1} \cup P_{2}$. Note that $P$ has at most $p=(\beta+1) \cdot h$ edges because $A^{\prime}$ has at most $\left|S^{\prime}\right| \leq h$ vertices. For each $j$ with $1 \leq j \leq \beta$, the edge $b_{j} \rightarrow a_{i_{j}}$ is in $P_{1}$ by Rule 3(4) of the construction of $\mathcal{H}^{\prime}$, $\mathcal{H}$, and $p$. Also, $b_{0} \rightarrow a_{0}, a_{0} \rightarrow b_{j}$, and $a_{i_{j}} \rightarrow b_{0}$ are in $\mathcal{H} \cup P$. These four edges form a vertex-simple traversable cycle. These cycles form the only nonsingleton connected component in $\mathcal{H} \cup P$. Because these cycles all go through $a_{0}$, this component is strongly connected. By the choice of $P$, this component is bipartite complete. This finishes the proof of Claim 5.

Claim 6. If some $P \subseteq E^{\prime}-E$ consists of at most $p$ edges such that every nonsingleton connected component of $\mathcal{H} \cup P$ is strongly connected and bipartite complete, then some $S^{\prime} \subseteq S$ with $\left|S^{\prime}\right| \leq h$ has at least one element in each $S_{j}$.

To prove this claim, observe that because every connected component of $\mathcal{H} \cup P$ is strongly connected, for each $j$ with $1 \leq j \leq \beta$, the set $P$ contains some edges $b_{j} \rightarrow a_{i_{j}}$ and $a_{i_{j}} \rightarrow b_{j^{\prime}}$. Then $i_{j} \neq 0$ and $s_{i_{j}}$ exists in $S_{j}$ by Rule 3 of the construction of $\mathcal{H}^{\prime}$, $\mathcal{H}$, and $p$. Let $S^{\prime}=\left\{s_{i_{1}}, \ldots, s_{i_{\beta}}\right\}$. Let $D$ be the connected component of $\mathcal{H} \cup P$ that contains $a_{0}$. Then $D$ also contains $a_{i_{1}}, \ldots, a_{i_{\beta}}$ and $b_{0}, \ldots, b_{\beta}$. By the completeness of $D$, the set $P$ has at least $(\beta+1) \cdot\left|S^{\prime}\right|$ edges. Thus $\left|S^{\prime}\right| \leq h$ because $|P| \leq p=(\beta+1) \cdot h$. This finishes the proof of Claim 6 and thus that of Theorem 5.5.

The next two problems are variants of Problems 10 and 11.
Problem 12 (protection of a table).

- Input: The suppressed graph $\mathcal{H}$ of a table $\mathcal{T}$ whose total graph is undirected.
- Output: A set $P$ consisting of the smallest number of published cells of $\mathcal{T}$ such that the table formed by $\mathcal{T}$ with the cells in $P$ also suppressed is protected.
Problem 13.
- Input: A bipartite undirected graph $\mathcal{H}=(A, B, E)$.
- Output: A set $P$ consisting of the smallest number of undirected edges between $A$ and $B$ but not in $E$ such that every nonsingleton connected component of $(A, B, E \cup P)$ is bipartite complete.
Lemma 5.6. Problems 12 and 13 can be reduced to each other in linear time.
Proof. The proof is similar to that of Lemma 5.4.
Theorem 5.7 (see [15]). Problem 13 can be solved in optimal $O(|\mathcal{H}|+p)$ time, where $p$ is the output size.

Theorem 5.8. Problem 12 can be solved in optimal $O(|\mathcal{H}|+p)$ time, where $p$ is the output size.

Proof. This theorem follows from Lemma 5.6 and Theorem 5.7.
6. Discussions. The relationship between the data security of $\mathcal{T}$ and the connectivity of $\mathcal{H}$ is summarized and compared in Table 1.

Table 1

| Levels of data security | Degrees of graph connectivity |
| :--- | :--- |
| all cells | strongly connected, bridge free |
| all rows and columns | strongly connected, bipartite-2-connected |
| all sets of $k$ rows or $k$ columns | strongly connected, bipartite- $(k+1)$-connected |
| the whole table | strongly connected, bipartite-complete |

Lemma 6.1. Let $R$ be a row or column of $\mathcal{T}$. Let $k$ be the smallest number of row vertices or column vertices in any nonsingleton connected component of $\mathcal{H}$.

1. If $R$ is protected, then every suppressed cell in $R$ is also protected.
2. If a set of $k$ rows or $k$ columns of $\mathcal{T}$ is protected, then every subset of that set is also protected.
3. If $\mathcal{T}$ is protected, then every set of $k-1$ rows or $k-1$ columns is also protected.

Note that the converses of the above statements are all false.
Proof. Statements 1 and 2 are straightforward. Statement 3 follows from Theorems 4.7 and 5.2.
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# ON LINEAR RECOGNITION OF TREE-WIDTH AT MOST FOUR* 
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#### Abstract

A graph $G$ has tree-width at most $k$ if the vertices of $G$ can be decomposed into a tree-like structure of sets of vertices, each set having cardinality at most $k+1$. An alternate definition of tree-width is stated in terms of a $k$-elimination sequence, which is an order to eliminate the vertices of the graph such that each vertex, at the time it is eliminated from the graph, has degree at most $k$. Arnborg and Proskurowski showed that if a graph has tree-width at most a fixed $k$, then many NP-hard problems can be solved in linear time, provided this $k$-elimination sequence is part of the input. These algorithms are very efficient for small $k$, such as 2 , 3 , or 4 , but may be impractical for large $k$ as they depend exponentially on $k$. A reduction process is developed, and reductions are shown that can be applied to a graph of tree-width at most four without increasing its tree-width. Further, each graph of tree-width at most four contains one of these reductions. The reductions are then used in a linear-time algorithm that generates a 4 -elimination sequence, if one exists.
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1. Introduction. Many NP-hard problems can be solved in polynomial time on restricted classes of graphs. An important class of graphs for which this is the case is the class of series-parallel graphs. A graph is series-parallel if it can be reduced to the null graph by a finite sequence of deleting loops, deleting vertices of degree at most one, series-reductions, and parallel-reductions. (Remark. Series-parallel was originally defined in terms of networks, or 2 -connected graphs. A 2 -connected graph is seriesparallel if it can be reduced to the graph consisting of one vertex and one loop by a finite sequence of series-reductions and parallel-reductions.) This same class of graphs can be decribed as all graphs with no minor isomorphic to $K_{4}$. A third characterization is important here: a graph is series-parallel if and only if it has tree-width at most two [21] (equivalently, is a partial 2-tree). This is where the generalizations arise. Now tree-width at most $k$, for any fixed $k$, will be defined.

A tree-decomposition of a graph $G$ is a pair $(T, B)$, where $T$ is a tree and $B$ is a collection of bags satisfying $B:=\left\{B_{t} \subset V(G): t \in V(T)\right\}$, with the following properties.

1. $\bigcup_{t \in V(T)} B_{t}=V(G)$.
2. If $v w \in E(G)$, then for some $t \in V(T),\{v, w\} \subset B_{t}$.
3. For every $x \in V(G)$, the induced subgraph of $\left\{t \in V(T): x \in B_{t}\right\}$ with respect to $T$ is a tree.

The width of a tree-decomposition is $\max \left\{\left|B_{t}\right|-1: t \in V(T)\right\}$. The tree-width of a graph $G$ is the minimum width of a tree-decomposition of $G$.

The flexibility of tree-decompositions is important for proofs, as will be shown later. But an alternate definition of tree-width is more useful for algorithms. For a graph $G$, a clique of $G$ is a complete subgraph of $G$. For $x \in V(G)$, the graph of $G$ with $x$ eliminated, in symbols $G * x$, is defined to be the graph obtained from $G$ by

[^11]first adding a clique on the neighborhood of $x$ and then deleting $x$ (see [19]). A $k$ elimination sequence for a graph $G$ is a labeling of its vertices, say, $V(G)=\left\{v_{1}, \ldots, v_{n}\right\}$ such that for each $i$ satisfying $0 \leq i<n$, in the graph $G_{i}:=G * v_{1} * \cdots * v_{i}$, the degree of $v_{i+1}$ is at most $k$. It is easy to show [23] that a graph has tree-width at most $k$ if and only if it has a $k$-elimination sequence.

Extensive research has been performed in the area of fast algorithms for graphs of bounded tree-width. Over 200 papers in this area are listed in Hedetniemi's bibliography [13]. A special issue of Discrete Applied Mathematics (volume 54, issues $2-3$, pages $97-291$ ) was dedicated to the subject. Arnborg and Proskurowski [7] first showed that several NP-hard problems such as maximum independent set, minimum dominating set, chromatic number, Hamilton circuit, and network reliability can be solved in linear time for graphs of bounded tree-width. This paper sparked a rash of papers by these and others, showing linearity for more NP-hard problems on graphs of bounded tree-width [2], [5], [16], [22], eventually leading to a logical consideration of exactly what kind of problems can be solved on graphs in linear time [11]. Other problems, such as isomorphism [8], [18], have been shown to be polynomial for graphs of bounded tree-width. All of these algorithms, however, require a tree-decomposition or a $k$-elimination sequence to be part of the input.

Thus research has focused on finding a practical algorithm to produce the $k$ elimination sequence. A probabilistic algorithm was found by Matoušek and Thomas [17]. Deterministic algorithms of successively better complexity were found by Arnborg, Corneil, and Proskurowski [3] ( $O\left(n^{k+2}\right)$ ); Bodlaender and Kloks [10] ( $O\left(n \log ^{2} n\right)$ ); Reed [20] ( $O(n \log n)$ ); and Bodlaender [9] $(O(n))$. Although Bodlaender's linear-time algorithm is theoretically the best possible, the constants of his algorithm and the others mentioned are too large to be used in practice.

For small $k$, a $k$-elimination sequence can be found efficiently. This was first shown for series-parallel graphs $(k=2)$. It is not hard to construct a 2 -elimination sequence in linear time. For $k=3$, Arnborg and Proskurowski [6] (independently [14]) found a set of reductions-the series-parallel reductions and three others-to characterize graphs of tree-width at most three. Matoušek and Thomas [17] (see also [14]) were able to use a modification of these reductions to create a practical quadratic algorithm to produce 3 -elimination sequences.

This paper extends and improves this work to the case $k=4$. A set of reductions is first presented such that a graph has tree-width at most four if and only if it can be reduced to the null graph by a finite sequence of these reductions. Then these reductions are used to produce a simple, practical linear algorithm that finds a 4 -elimination sequence (or a 3 -elimination sequence). This case is of particular interest for a number of reasons. First, graphs of tree-width at most four arise naturally in several applications where a fast algorithm is required. The reliability graph of a battleship, constructed for weapons-effect simulations, has several thousand vertices but tree-width at most four [1]. At Bellcore, determining whether a SONET ring is present in certain communication networks is solvable in linear time, as the networks have small tree-width [12]. Also, in [7] it is admitted that the linear-time optimization algorithms mentioned previously contain constants that grow exponentially or superexponentially in $k$. Thus algorithms of this type can be expected to be impractical for large $k$.
2. Reductions. Sections $2-7$ of this paper consider only simple graphs. Thus any multiple edges created by performing the union of two graphs are assumed to be automatically deleted. The addition of an edge $x y$ to a graph $G$, in symbols $G+x y$,
is the graph on the same vertices as $G$ with the edge $x y$ added to $E(G)$ if not present already. The contraction of an edge $x y$ in a graph $G$, in symbols $G \cdot x y$, is the graph formed by adding a new vertex $z$ not in $V(G)$, adding edges from $z$ to each vertex that is a neighbor of either $x$ or $y$, and then deleting the vertices $x$ and $y$.

A separation of a graph $G$ is a triple $\left(A, B,\left(v_{1}, \ldots, v_{k}\right)\right)$, where $A, B$ are subgraphs of $G$ with $A \cup B=G, E(A) \cap E(B)=\emptyset$, and $V(A) \cap V(B)=\left\{v_{1}, \ldots, v_{k}\right\}$. Let a structure $S$ be a pair $\left(G(S),\left(u_{1}, \ldots, u_{j}\right)\right)$, where $G(S)$ is a graph and $u_{1}, \ldots, u_{j}$ are distinct vertices of $G(S)$, called the vertices of attachment of $S$. For a structure $S:=$ $\left(G(S),\left(u_{1}, \ldots, u_{j}\right)\right)$, define $V(S):=V(G(S))$. Two structures $S:=\left(G,\left(u_{1}, \ldots, u_{j}\right)\right)$ and $T:=\left(H,\left(v_{1}, \ldots, v_{k}\right)\right)$ are isomorphic if $j=k$, and there is an isomorphism from $G$ to $H$ taking $u_{i}$ to $v_{i}$ for all $i \leq j$. A graph $G$ has a structure $S$ if $G$ has a separation $\left(A, B,\left(v_{1}, \ldots, v_{k}\right)\right)$ where $\left(B,\left(v_{1}, \ldots, v_{k}\right)\right)$ is isomorphic to $S$. For graphs $G$ and $H$ and structures $S$ and $T$, the graph $H$ is obtained from $G$ by replacing $S$ by $T$ if $G$ has a separation $\left(A, B,\left(v_{1}, \ldots, v_{k}\right)\right)$ and $H$ has a separation $\left(A, C,\left(v_{1}, \ldots, v_{k}\right)\right)$ such that $\left(B,\left(v_{1}, \ldots, v_{k}\right)\right)$ is isomorphic to $S$ and $\left(C,\left(v_{1}, \ldots, v_{k}\right)\right)$ is isomorphic to $T$. Thus, loosely speaking, a copy of $S$ in $G$ is replaced by a copy of $T$.

A reduction $R$ is a pair of structures, $S_{R}$ and $T_{R}$, with the same sequence of vertices of attachment and $\left|V\left(S_{R}\right)\right|>\left|V\left(T_{R}\right)\right|$. For graphs $G, H$ and reduction $R$, the graph $H$ is obtained from $G$ by performing $R$ if $H$ is obtained from $G$ by replacing $S_{R}$ by $T_{R}$. For each reduction $R$, define the following partial order: $H \leq_{R} G$ if there is a sequence of graphs $H=G_{1}, G_{2}, \ldots, G_{k}=G$ such that for every $i<k, G_{i}$ is obtained from $G_{i+1}$ by performing $R$. If $A$ is a set of graphs, a reduction $R$ is $A$-safe if for all graphs $G, H$ satisfying $H \leq_{R} G, G \in A$ if and only if $H \in A$. By saying a graph has or contains a reduction $R$, it is meant that the graph has an $S_{R}$ such that every edge of $S_{R}$ between two of its vertices of attachment is incident to at least one vertex whose image in $G$ has degree at most six in $G$ (this restriction is essential for the linear algorithm). A set $Q$ of reductions is $A$-complete if every nonnull graph $G$ in $A$ has some $R$ in $Q$.

As an example, consider $T W 2$, the set of all simple series-parallel graphs or simple graphs of tree-width at most two. In the following figures, some reductions are represented. For each reduction represented, the vertices of attachment are precisely the solid vertices, ordered in a consistent geometric fashion. Define the reductions Zero, One, Series by Fig. 1. Note $T_{\text {Zero }}$ is meant to be the null graph. A well-known result is that \{Zero, One, Series\} is a $T W 2$-complete set of $T W 2$-safe reductions.

The next example is for $T W 3$, the set of all simple graphs of tree-width at most three. Define the reductions Triangle, Buddy, Cube by Fig. 2. Arnborg and Proskurowski [6] showed that \{Zero, One, Series, Triangle, Buddy, Cube\} is a TW3complete set of $T W 3$-safe reductions.

Let $T W 4$ be the set of all simple graphs with tree-width at most four. This paper will determine a $T W 4$-complete set of $T W 4$-safe reductions. A graph $G$ is a minor of $H$ if $G$ can be obtained from a subgraph of $H$ by a finite sequence of edge contractions. Two partial orders are helpful here. Let $G \leq_{m} H$ if $G$ is isomorphic to a minor of $H$. Let $G \leq_{*} H$ if $G$ is isomorphic to a graph that can be obtained from $H$ by a finite sequence of eliminations of vertices of degree at most four. The following lemmas are easy to prove.

Lemma 1. If $G \in T W 4$ and $H \leq_{m} G$, then $H \in T W 4$.
Lemma 2. If $G \in T W 4$ and $G \leq_{*} H$, then $H \in T W 4$.
Lemma 3. If $G \leq_{R} H$ implies $G \leq_{m} H$ and $G \leq_{*} H$, then $R$ is TW4-safe.
It follows as a corollary that Zero, One, Series, Triangle, and Buddy are TW4safe. To proceed further, reductions must be found that are not so straightforwardly


Fig. 1. Reductions for TW2.


Fig. 2. Reductions for TW3.
$T W 4$-safe. This can be done by the use of the following lemma, which is proven in various places.

Lemma 4. Every graph in TW4 is a subgraph of a chordal graph in TW4.
The short proof of Lemma 5 demonstrates how Lemma 4 is used to help show that certain reductions are $T W 4$-safe. Let Star- $O(S O)$ be the reduction defined as follows. Let $S_{S O}:=\left(W_{5},(a, b, c, d)\right)$, where $W_{5}$ is the wheel on the five vertices $x, a, b, c, d$ with
hub $x$ and circuit $a b c d$. Let $T_{S O}:=\left(K_{4},(a, b, c, d)\right)$, where $K_{4}$ is the complete graph on the vertices $a, b, c, d$.

Lemma 5. Star-O (SO) is a TW4-safe reduction.
Proof. Let $G, H$ be given satisfying $G \leq_{S O} H$. Without loss of generality, assume $G$ is obtained from $H$ by performing $S O$. Let $a^{\prime}, b^{\prime}, c^{\prime}, d^{\prime}, x^{\prime}$ be the vertices of $G$ corresponding to $a, b, c, d, x$.

Assume $H \in T W 4$. Since $H$ is isomorphic to $G * x^{\prime}$, by Lemma $2, G \in T W 4$.
Assume $G \in T W 4$. Since $a^{\prime} b^{\prime} c^{\prime} d^{\prime}$ is a circuit in $G$, by Lemma 4, either $G+a^{\prime} c^{\prime}$ or $G+b^{\prime} d^{\prime}$ is in $T W 4$. If $G+a^{\prime} c^{\prime} \in T W 4$, since $\left(G+a^{\prime} c^{\prime}\right) \cdot b^{\prime} x^{\prime}$ is isomorphic to $H$, by Lemma $1, H \in T W 4$. If $G+b^{\prime} d^{\prime} \in T W 4$, since $\left(G+b^{\prime} d^{\prime}\right) \cdot a^{\prime} x^{\prime}$ is isomorphic to $H$, by Lemma $1, H \in T W 4$.
3. Simple Y- $\Delta$ reductions are $T W 4$-safe. Let a reduction $R$ be a 4 -star reduction if $T_{R} \leq_{*} S_{R}$. This type of reduction is important algorithmically. If a sequence of 4 -star reductions takes a graph $G$ to the empty graph, a 4-elimination sequence for $G$ is created, showing that $G \in T W 4$. Every reduction used in the linear algorithm in this paper will be a 4 -star reduction. The first two groups of reductions in this paper are performed by eliminating vertices of degree three and, thus, are called Y- $\Delta$ reductions. This section discusses simple Y- $\Delta$ reductions, while the following section discusses Ladder Y- $\Delta$ reductions. Let $Y O, H 7, T O, Y I$ be defined by Fig. 3. This section shows that the simple Y- $\Delta$ reductions- $Y O, H 7, T O, Y I$-are $T W 4$-safe by a proof similar to that of Lemma 5 .


Fig. 3. The simple $Y-\Delta$ reductions.

For a graph $G$ and a vertex $x$ of $G, G$ has a structure $S$ at $x$ if $G$ has $S$ such that the isomorphic copy of $S$ in $G$ has $x$ as one of its vertices. For the ease of presentation of the following lemmas, assume that the structures for the reductions are equal to, instead of isomorphic to, one side of a separation of the indicated graphs.

Lemma 6. The reduction YO is a TW4-safe 4-star reduction.
Proof. Clearly $Y O$ is a 4 -star reduction. Let $G, H$ be given satisfying $G \leq_{Y O} H$. Without loss of generality, assume $G$ is obtained from $H$ by performing $Y O$.

Assume $G \in T W 4$. Since $G=H * x$, by Lemma $2, H \in T W 4$.
Assume $H \in T W 4$. By Lemma 4, a chord of ayxz may be added to $H$ without increasing the tree-width. Assume first that $H+a x \in T W 4$. Then since $J:=$
$(H+a x) \cdot b y \cdot c z$ has an $S_{S O}$ structure at $x, J * x \in T W 4$ by Lemmas 1 and 5 . Since $G * y * z=J * x$, by Lemma $2, G \in T W 4$.

Assume next that $H+y z \in T W 4$. In this case, since $H+y z$ has an $S_{\text {Triangle }}$ structure at $x,(H+y z) * x \in T W 4$, by Lemma 3. But clearly, $(H+y z) * x=H * x$ $=G$.

Lemma 7. The reduction $H 7$ is a TW4-safe 4-star reduction.
Proof. Clearly $H 7$ is a 4 -star reduction. Let $G, H$ be given satisfying $G \leq_{H 7} H$. Without loss of generality, assume $G$ is obtained from $H$ by performing $H 7$.

Assume $G \in T W 4$. Since $G=H * x$, by Lemma $2, H \in T W 4$.
Assume $H \in T W 4$. By Lemma 4, a chord of $a b x y$ may be added to $H$ without increasing the tree-width. Assume first that $H+a x \in T W 4$. Then $J:=(H+a x)$. $c y \cdot d x \in T W 4$ by Lemma 1 . Since $G * y=J$, by Lemma $2, G \in T W 4$.

Assume next that $H+b y \in T W 4$. In this case, since $H+b y$ has an $S_{\text {Triangle }}$ structure at $x,(H+b y) * x \in T W 4$, by Lemma 3. But clearly, $(H+b y) * x=H * x$ $=G$.

Lemma 8. The reduction TO is a TW4-safe 4-star reduction.
Proof. Clearly $T O$ is a 4 -star reduction. Let $G, H$ be given satisfying $G \leq_{T O} H$. Without loss of generality, assume $G$ is obtained from $H$ by performing $T O$.

Assume $G \in T W 4$. Since $G=H * x$, by Lemma $2, H \in T W 4$.
Assume $H \in T W 4$. By Lemma 4, a chord of $c y x w$ may be added to $H$ without increasing the tree-width. Assume first that $H+c x \in T W 4$. Then $J:=(H+c x)$. $a y \cdot b z \cdot d w \in T W 4$, by Lemma 1. Since $J$ has an $S_{S O}$ structure at $x, J * x \in T W 4$, by Lemma 5. But since $G * w * y * z=J * x$, by Lemma $2, G \in T W 4$.

Assume next that $H+y w \in T W 4$. Here, since $H+y w$ has an $S_{\text {Triangle }}$ structure at $x,(H+y w) * x \in T W 4$, by Lemma 3. But clearly, $(H+y w) * x=H * x$ $=G$.

Lemma 9. The reduction YI is a TW4-safe 4-star reduction.
Proof. Clearly $Y I$ is a 4 -star reduction. Let $G, H$ be given satisfying $G \leq_{Y I} H$. Without loss of generality, assume $G$ is obtained from $H$ by performing $Y I$.

Assume $G \in T W 4$. Since $G=H * x$, by Lemma $2, H \in T W 4$.
Assume $H \in T W 4$. By Lemma 4, a chord of ayxz may be added to $H$ without increasing the tree-width.

Assume first that $H+a x \in T W 4$. Then $J:=(H+a x) \cdot b y \cdot c z \cdot d x \in T W 4$, by Lemma 1. But since $G * y * z=J$, by Lemma 2, $G \in T W 4$.

Assume next that $H+y z \in T W 4$. In this case, since $H+y z$ has an $S_{\text {Triangle }}$ structure at $x,(H+y z) * x \in T W 4$, by Lemma 3. But clearly, $(H+y z) * x=H * x$ $=G$.
4. Ladder reductions are $T W 4$-safe. This section shows some safe reductions of a special nature. A graph is taken to a smaller graph with a similar structure, although the reduction itself cannot be realized through minors or eliminations. These Triangle Ladder reductions are then used to show four other Y- $\Delta$ reductions, the Ladder reductions, are safe. Let the reductions $D L, X L 1, X L 2, S L$ be defined by Fig. 4.

Lemma 10. Let $G$ be a graph with tree-decomposition ( $T, B$ ). If $A$ is a set of vertices of a clique of $G$, then there is a $t \in V(T)$ with $A \subset B_{t}$.

Lemma 10 is well known in the study of tree-width. This lemma will be used in the proofs of Lemmas 11, 13, and 15. Some definitions will also be useful. Given a tree $T$ and distinct $r, s, t \in V(T)$, let the centroid of $r, s, t$ be the unique vertex of $T$ that is on the path from $r$ to $s$, on the path from $r$ to $t$, and on the path from $s$ to


Fig. 4. The Triangle Ladder reductions.
$t$. Given a tree decomposition $(T, B)$ of a graph $G$, let $G(T, B)$ be the graph with vertices $V(G)$ and edges $\left\{x y: \exists t \in V(T)\right.$ such that $\left.\{x, y\} \subset B_{t}\right\}$.

Lemma 11. The reduction Double Ladder (DL) is TW4-safe.
Proof. Let $G, H$ be given satisfying $G \leq_{D L} H$. Without loss of generality, assume $G$ is obtained from $H$ by performing $D L$.

Assume $G \in T W 4$. Let a tree-decomposition $(T, B)$ of $G$ of width four be given.
If there is a bag $B_{t}$ with $\left|B_{t} \cap\left\{v_{1}, \ldots, v_{6}\right\}\right| \geq 4$, then $J:=G * v_{3} * v_{4} \leq_{m} G(T, B)$. This gives $J \in T W 4$ by Lemma 1. Also, $H * v_{3} * x * v_{4}=J$, so $J \leq_{*} H$, and $H \in T W 4$, by Lemma 2. Thus assume there is no such bag. By Lemma 10, for $i:=1, \ldots, 4$, there are vertices $s_{i}$ of $T$ such that $\left\{v_{i}, v_{i+1}, v_{i+2}\right\} \subset B_{s_{i}}$. Let $t_{1}:=s_{1}$, but for $i:=2,3,4$ let $t_{i}$ be the closest vertex to $t_{1}$ with $\left\{v_{i}, v_{i+1}, v_{i+2}\right\} \subset B_{t_{i}}$. From the assumption, $t_{1}, t_{2}, t_{3}, t_{4}$ are distinct. Let $c_{2}$ be the centroid of $t_{1}, t_{2}, t_{3}$. Notice that $\left\{v_{2}, v_{3}\right\} \subset\left(B_{t_{1}} \cap B_{t_{2}}\right)$ and that $c_{2}$ is on the path from $t_{1}$ to $t_{2}$. Also note that $v_{4} \in\left(B_{t_{2}} \cap B_{t_{3}}\right)$ and $c_{2}$ is on the path from $t_{2}$ to $t_{3}$. By the third condition of the definition of tree-decomposition, $\left\{v_{2}, v_{3}, v_{4}\right\} \subset B_{c_{2}}$. Since $t_{2}$ is the closest vertex to $t_{1}$ with this property, $c_{2}=t_{2}$. Similarly, $t_{3}$ is the centroid of $t_{2}, t_{3}, t_{4}$. This gives that there is a path $P$ in $T$ from $t_{1}$ first through $t_{2}$, then through $t_{3}$, and ending at $t_{4}$.

Let $t$ be the neighbor of $t_{3}$ in $T$ such that $t_{1}$ and $t_{3}$ are in different components of $T-t t_{3}$. Let $t_{\text {new }}$ be a vertex not in $V(T)$. Let $S:=T-t t_{3}+t_{\text {new }}+t t_{\text {new }}+t_{\text {new }} t_{3}$. Let $P_{1}$ be the component of $P-t_{2}$ containing $t_{1}$. Let $P_{2}$ be the component of $\left(P \backslash P_{1}\right)-t_{3}$ containing $t_{2}$. Let $P_{4}$ be the component of $P-t_{3}$ containing $t_{4}$. For every vertex $s \in V(T \backslash P)$, let $A_{s}:=B_{s} \backslash\left\{v_{3}, v_{4}\right\}$. For every vertex $s \in V\left(P_{1}\right)$, let $A_{s}:=B_{s}$. For every vertex $s \in V\left(P_{2}\right)$, let $A_{s}:=\left(B_{s} \backslash\left\{v_{4}\right\}\right) \cup\{x\}$. Let $A_{t_{\text {new }}}:=\left(B_{t_{3}} \backslash\left\{v_{5}\right\}\right) \cup\{x\}$. Let $A_{t_{3}}:=\left(B_{t_{3}} \backslash\left\{v_{3}\right\}\right) \cup\{x\}$. For every vertex $s \in V\left(P_{4}\right)$, let $A_{s}:=B_{s} \backslash\left\{v_{3}\right\}$. Notice
that for each edge of $H$ incident to one of $v_{3}, x, v_{4}$, both of its ends are contained in one of the bags $A_{t_{1}}, A_{t_{2}}, A_{t_{n e w}}, A_{t_{3}}, A_{t_{4}}$. It is not hard to check, then, that $(S, A)$ is a tree-decomposition of $H$ of width at most four and that $H \in T W 4$.

Assume $H \in T W 4$. Let $M:=H-\left(V(H) \backslash\left\{v_{1}, v_{2}, v_{3}, x, v_{4}, v_{5}\right\}\right)$. Let $J$ be obtained from $H$ by replacing $T_{D L}$ by $S_{D L}$, using ( $M,\left(v_{1}, v_{2}, v_{4}, v_{5}\right)$ ) as the copy of $T_{D L}$. Thus $H \leq_{D L} J$, and from the three paragraphs above $J \in T W 4$. Notice then that $G \leq_{m} J$, and $G \in T W 4$, by Lemma 1 .

Now that the first Triangle Ladder reduction has been shown to be TW4-safe; this can be used to prove that its corresponding Ladder reduction is also $T W 4$-safe. Let the Ladder reductions $L 1, L 2, L 3, L 4$ be defined by Fig. 5.


Fig. 5. The Ladder reductions.

Lemma 12. The reduction Ladder 1 (L1) is a TW4-safe 4-star reduction.
Proof. Clearly $L 1$ is a 4 -star reduction. Let $G, H$ be given satisfying $G \leq_{L 1} H$. Without loss of generality, assume $G$ is obtained from $H$ by performing $L 1$.

Assume $G \in T W 4$. Since $G=H * x * y$, by Lemma $2, H \in T W 4$.
Assume $H \in T W 4$. By Lemma 4, a chord of $x v_{3} y v_{4}$ may be added to $H$ without increasing the tree-width. If $H+v_{3} v_{4} \in T W 4$, then $\left(H+v_{3} v_{4}\right) \cdot v_{2} x \cdot v_{5} y=G \in T W 4$ by Lemma 1. If $H+x y \in T W 4$, then $J:=(H+x y) \cdot v_{1} v_{3} \cdot v_{4} v_{6} \in T W 4$, and there is a $K$ such that $J \leq_{D L} K$ (performing $D L$ twice) and $G \leq_{m} K$; this shows $G \in T W 4$ in this case, by Lemmas 1 and 11.

Lemma 13. The reductions $X$ Ladder 1 and 2 (XL1, XL2) are TW4-safe.
Proof. Let $G, H$ be given satisfying $G \leq_{X L 1} H$ or $G \leq_{X L 2} H$. Without loss of generality, assume $G$ is obtained from $H$ by performing $X L 1$ or $X L 2$. Let $k \in\{1,2\}$ be such that $G$ is obtained from $H$ by performing $X L k$.

Assume $G \in T W 4$. Let a tree-decomposition $(T, B)$ of $G$ of width four be given.
If there is a bag $B_{t}$ with $\left|B_{t} \cap\left\{v_{0}, \ldots, v_{6}\right\}\right| \geq 4$, then $J:=G * v_{2} * v_{3} * v_{4} \leq_{m}$ $G(T, B)$. This gives $J \in T W 4$, by Lemma 1. Also, $H * v_{2} * v_{3} * x * v_{4}=J$, so $J \leq_{*} H$,
and $H \in T W 4$, by Lemma 2. Thus assume there is no such bag. By Lemma 10, there is a vertex $s_{0}$ of $T$ such that $\left\{v_{0}, v_{2}, v_{3}\right\} \subset B_{s_{0}}$. By the same lemma, for $i:=1, \ldots, 4$, there are vertices $s_{i}$ of $T$ such that $\left\{v_{i}, v_{i+1}, v_{i+2}\right\} \subset B_{s_{i}}$. Let $t_{0}:=s_{0}$ and $t_{1}:=s_{1}$, but for $i:=2,3,4$ let $t_{i}$ be the closest vertex to $t_{1}$ with $\left\{v_{i}, v_{i+1}, v_{i+2}\right\} \subset B_{t_{i}}$. From the assumption, $t_{0}, t_{1}, t_{2}, t_{3}, t_{4}$ are distinct. Let $c_{2}$ be the centroid of $t_{1}, t_{2}, t_{3}$. Notice that $\left\{v_{2}, v_{3}\right\} \subset\left(B_{t_{1}} \cap B_{t_{2}}\right)$ and that $c_{2}$ is on the path from $t_{1}$ to $t_{2}$. Also note that $v_{4} \in\left(B_{t_{2}} \cap B_{t_{3}}\right)$ and $c_{2}$ is on the path from $t_{2}$ to $t_{3}$. By the third condition of the definition of tree-decomposition, $\left\{v_{2}, v_{3}, v_{4}\right\} \subset B_{c_{2}}$. Since $t_{2}$ is the closest vertex to $t_{1}$ with this property, $c_{2}=t_{2}$. Similarly, $t_{3}$ is the centroid of $t_{2}, t_{3}, t_{4}$. This gives that there is a path $P$ in $T$ from $t_{1}$ first through $t_{2}$, then through $t_{3}$, and ending at $t_{4}$. Let $Q$ be the path in $T$ from $t_{0}$ to $t_{4}$.

Let $T$ be the neighbor of $t_{3}$ in $T$ such that $t_{1}$ and $t_{3}$ are in different components of $T-t t_{3}$. Let $t_{\text {new }}$ be a vertex not in $V(T)$. Let $S:=T-t t_{3}+t_{\text {new }}+t t_{\text {new }}+t_{\text {new }} t_{3}$. Let $P_{0}:=Q \backslash P$. Let $P_{1}$ be the component of $P-t_{2}$ containing $t_{1}$. Let $P_{2}$ be the component of ( $P \backslash P_{1}$ ) - $t_{3}$ containing $t_{2}$. Let $P_{4}$ be the component of $P-t_{3}$ containing $t_{4}$. For every vertex $s \in V(T \backslash(P \cup Q))$, let $A_{s}:=B_{s} \backslash\left\{v_{3}, v_{4}\right\}$. For every vertex $s \in V\left(P_{0} \cup P_{1}\right)$, let $A_{s}:=B_{s} \backslash\left\{v_{4}\right\}$. For every vertex $s \in V\left(P_{2}\right)$, let $A_{s}:=\left(B_{s} \backslash\left\{v_{4}\right\}\right) \cup\{x\}$. Let $A_{t_{\text {new }}}:=\left(B_{t_{3}} \backslash\left\{v_{5}\right\}\right) \cup\{x\}$. Let $A_{t_{3}}:=\left(B_{t_{3}} \backslash\left\{v_{3}\right\}\right) \cup\{x\}$. For every vertex $s \in V\left(P_{4}\right)$, let $A_{s}:=B_{s} \backslash\left\{v_{3}\right\}$. Notice that for each edge of $H$ incident to one of $v_{3}, x, v_{4}$, both of its ends are contained in one of the bags $A_{t_{0}}, A_{t_{1}}, A_{t_{2}}, A_{t_{\text {new }}}, A_{t_{3}}, A_{t_{4}}$. It is not hard to check, then, that $(S, A)$ is a tree-decomposition of $H$ of width at most four and that $H \in T W 4$.

Assume $H \in T W 4$. Let $M:=G-\left(V(G) \backslash\left\{v_{0}, v_{1}, v_{2}, v_{3}, x, v_{4}, v_{5}\right\}\right)$. Let $J$ be obtained from $H$ by replacing $T_{X L k}$ by $S_{X L k}$, using ( $M,\left(v_{0}, v_{1}, v_{4}, v_{5}\right)$ ) as the copy of $T_{X L k}$. Thus $H \leq_{X L k} J$, and from the three paragraphs above, $J \in T W 4$. Notice then that $G \leq_{m} J$, and $G \in T W 4$, by Lemma 1 .

Lemma 14. The reductions Ladder 2 and 3 (L2, L3) are TW4-safe 4-star reductions.

Proof. Clearly $L 2$ and $L 3$ are 4 -star reductions. Let $G, H$ be given satisfying $G \leq_{L 2} H$ or $G \leq_{L 3} H$. Without loss of generality, assume $G$ is obtained from $H$ by performing $L 2$ or $L 3$.

Assume $G \in T W 4$. Since $G=H * x$, by Lemma $2, H \in T W 4$.
Assume $H \in T W 4$. By Lemma 4, or trivally, a chord of $v_{0} v_{2} v_{1} v_{3}$ may be added to $H$ without increasing the tree-width. If $H+v_{0} v_{1} \in T W 4$, since $\left(H+v_{0} v_{1}\right) \cdot v_{3} x$. $v_{2} v_{4} \cdot x v_{6} \cdot v_{4} v_{5}=G * v_{2} * v_{3} * v_{4}$, it follows that $G \in T W 4$ from Lemmas 1 and 2. Thus without loss of generality, $H+v_{2} v_{3} \in T W 4$. By Lemma 4, a chord of $v_{3} v_{2} v_{4} x$ may be added to $H$ without increasing the tree-width. If $H+v_{3} v_{4} \in T W 4$, then let $J:=\left(H+v_{3} v_{4}\right) \cdot v_{6} x$. If $H+v_{2} x \in T W 4$, then let $J:=\left(H+v_{2} x\right) \cdot v_{4} v_{5}$. In either case, there is a $K$ such that $J \leq_{X L 1} K$ and $G \leq_{m} K$. Thus $G \in T W 4$, by Lemmas 1 and 13.

Lemma 15. The reduction Star Ladder (SL) is TW4-safe.
Proof. Let $G, H$ be given satisfying $G \leq_{S L} H$. Without loss of generality, assume $G$ is obtained from $H$ by performing $S L$.

Assume $G \in T W 4$. Let a tree-decomposition $(T, B)$ of $G$ of width four be given.
If there is a bag $B_{t}$ with $\left|B_{t} \cap\left\{v_{0}, \ldots, v_{6}\right\}\right| \geq 4$, then $J:=G * v_{2} * v_{3} * v_{4} \leq_{m}$ $G(T, B)$. This gives $J \in T W 4$, by Lemma 1. Also, $H * v_{2} * v_{3} * x * v_{4}=J$, so $J \leq_{*} H$, and $H \in T W 4$, by Lemma 2. Thus assume there is no such bag. By Lemma 10, there is a vertex $s_{0}$ of $T$ such that $\left\{v_{0}, v_{2}, v_{4}\right\} \subset B_{s_{0}}$. By the same lemma, for $i:=1, \ldots, 4$, there are vertices $s_{i}$ of $T$ such that $\left\{v_{i}, v_{i+1}, v_{i+2}\right\} \subset B_{s_{i}}$. Let $t_{0}:=s_{0}$ and $t_{1}:=s_{1}$, but for $i:=2,3,4$ let $t_{i}$ be the closest vertex to $t_{1}$ with $\left\{v_{i}, v_{i+1}, v_{i+2}\right\} \subset B_{t_{i}}$. From
the assumption, $t_{0}, t_{1}, t_{2}, t_{3}, t_{4}$ are distinct. Let $c_{2}$ be the centroid of $t_{1}, t_{2}, t_{3}$. Notice that $\left\{v_{2}, v_{3}\right\} \subset\left(B_{t_{1}} \cap B_{t_{2}}\right)$ and $c_{2}$ is on the path from $t_{1}$ to $t_{2}$. Also note that $v_{4} \in\left(B_{t_{2}} \cap B_{t_{3}}\right)$ and $c_{2}$ is on the path from $t_{2}$ to $t_{3}$. By the third condition of the definition of tree-decomposition, $\left\{v_{2}, v_{3}, v_{4}\right\} \subset B_{c_{2}}$. Since $t_{2}$ is the closest vertex to $t_{1}$ with this property, $c=t_{2}$. Similarly, $t_{3}$ is the centroid of $t_{2}, t_{3}, t_{4}$. This gives that there is a path $P$ in $T$ from $t_{1}$ first through $t_{2}$, then through $t_{3}$, and ending at $t_{4}$. Let $Q$ be the path in $T$ from $t_{0}$ to $t_{4}$.

Let $t$ be the neighbor of $t_{3}$ in $T$ such that $t_{1}$ and $t_{3}$ are in different components of $T-t t_{3}$. Let $t_{\text {new }}$ be a vertex not in $V(T)$. Let $S:=T-t t_{3}+t_{\text {new }}+t t_{\text {new }}+t_{\text {new }} t_{3}$. Let $P_{0}:=Q \backslash P$. Let $P_{1}$ be the component of $P-t_{2}$ containing $t_{1}$. Let $P_{2}$ be the component of $\left(P \backslash P_{1}\right)-t_{3}$ containing $t_{2}$. Let $P_{4}$ be the component of $P-t_{3}$ containing $t_{4}$. For every vertex $s \in V(T \backslash(P \cup Q))$, let $A_{s}:=B_{s} \backslash\left\{v_{3}, v_{4}\right\}$. For every vertex $s \in V\left(P_{0}\right)$, let $A_{s}:=B_{s} \backslash\left\{v_{3}\right\}$. For every vertex $s \in V\left(P_{1}\right)$, let $A_{s}:=B_{s}$. For every vertex $s \in V\left(P_{2}\right)$, let $A_{s}:=\left(B_{s} \backslash\left\{v_{4}\right\}\right) \cup\{x\}$. Let $A_{t_{\text {new }}}:=\left(B_{t_{3}} \backslash\left\{v_{5}\right\}\right) \cup\{x\}$. Let $A_{t_{3}}:=\left(B_{t_{3}} \backslash\left\{v_{3}\right\}\right) \cup\{x\}$. For every vertex $s \in V\left(P_{4}\right)$, let $A_{s}:=B_{s} \backslash\left\{v_{3}\right\}$. Notice that for each edge of $H$ incident to one of $v_{3}, x, v_{4}$, both of its ends are contained in one of the bags $A_{t_{0}}, A_{t_{1}}, A_{t_{2}}, A_{t_{\text {new }}}, A_{t_{3}}, A_{t_{4}}$. It is not hard to check, then, that ( $S, A$ ) is a tree-decomposition of $H$ of width at most four and that $H \in T W 4$.

Assume $H \in T W 4$. Let $M:=G-\left(V(G) \backslash\left\{v_{0}, v_{1}, v_{2}, v_{3}, x, v_{4}, v_{5}\right\}\right)$. Let $J$ be obtained from $H$ by replacing $T_{S L}$ by $S_{S L}$, using $\left(M,\left(v_{0}, v_{1}, v_{4}, v_{5}\right)\right)$ as the copy of $T_{S L}$. Thus $H \leq_{S L} J$, and from the three paragraphs above, $J \in T W 4$. Notice then that $G \leq_{m} J$, and $G \in T W 4$, by Lemma 1 .

Lemma 16. The reduction Ladder 4 (L4) is a TW4-safe 4-star reduction.
Proof. Clearly $L 4$ is a 4 -star reduction. Let $G, H$ be given satisfying $G \leq_{L 4} H$. Without loss of generality, assume $G$ is obtained from $H$ by performing $L 4$.

Assume $G \in T W 4$. Since $G=H * x$, by Lemma $2, H \in T W 4$.
Assume $H \in T W 4$. By Lemma 4, a chord of $v_{4} v_{3} v_{5} x$ may be added to $H$ without increasing the tree-width. If $H+v_{4} v_{5} \in T W 4$, then, since $G=\left(H+v_{4} v_{5}\right) \cdot v_{6} x$, this gives $G \in T W 4$, by Lemma 1. If $H+v_{3} x \in T W 4$, then let $J:=\left(H+v_{3} x\right) \cdot v_{6} x$; thus, $J \in T W 4$, by Lemma 1 . In this case, there is a $K$ such that $J \leq_{S L} K$ and $G \leq_{m} K$. Thus $G \in T W 4$, by Lemmas 1 and 15 .
5. Superstructures. This section describes the more complicated reductions that are used in the linear algorithm. The reductions are described in terms of leaf structures, or the possible structures at the leaves of a tree-decomposition that are not reducible. The leaf structures are 60 simple structures, $L S_{0}, \ldots, L S_{59}$, and four infinite families of structures, $L_{1, n}, L_{2, n}, L_{3, n}, L_{4, n}$. Of the 60 simple structures, only 20 are central to the description of all 60 . Of these 20,13 are substructures of the Y- $\Delta$ reductions described in $\S \S 3$ and 4 . Thus, in some sense, the algorithm must search for only 11 new structures besides the eight structures for the Y- $\Delta$ reductions. Let $K_{2}$ be the complete graph on $x, y$. Let $L S_{0}:=\left(K_{2},(x, y)\right)$. Let $L S_{1}, \ldots, L S_{13}, L S_{16}, L S_{25}$, $L S_{37}, L S_{46}, L S_{50}, L S_{55}$ be defined by Fig. 6 .

For a structure $S$ with vertex of attachment $u_{j}$ of degree 2 , define $S+j$ as follows: Let $x, y$ be the neighbors of $u_{j}$. Let $q_{j}$ be a vertex not in $V(S)$. Let $G_{S}$ be the graph associated with $S$, and let $P_{S}$ be the ordered list of vertices of attachment. Then $S+j:=\left(\left(G_{S}+q_{j}\right)-u_{j} x-u_{j} y+q_{j} u_{j}+q_{j} x+q_{j} y, P_{S}\right)$. Then the remaining $L S_{i}$ are defined as follows: $L S_{14}:=L S_{13}+1, L S_{15}:=L S_{14}+3 . L S_{17}:=L S_{16}+1$, $L S_{18}:=L S_{16}+2, L S_{19}:=L S_{17}+3, L S_{20}:=L S_{18}+4, L S_{21}:=L S_{18}+1, L S_{22}:=$ $L S_{19}+2, L S_{23}:=L S_{20}+1, L S_{24}:=L S_{22}+4 . L S_{26}:=L S_{25}+1, L S_{27}:=L S_{25}+2$, $L S_{28}:=L S_{25}+4, L S_{29}:=L S_{26}+3, L S_{30}:=L S_{27}+1, L S_{31}:=L S_{26}+4, L S_{32}:=$
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Fig. 6. The central leaf structures.
$L S_{27}+4, L S_{33}:=L S_{29}+2, L S_{34}:=L S_{29}+4, L S_{35}:=L S_{30}+4, L S_{36}:=L S_{33}+4$. $L S_{38}:=L S_{37}+1, L S_{39}:=L S_{37}+2, L S_{40}:=L S_{38}+3, L S_{41}:=L S_{38}+2, L S_{42}:=$ $L S_{39}+4, L S_{43}:=L S_{40}+2, L S_{44}:=L S_{41}+4, L S_{45}:=L S_{43}+4 . L S_{47}:=L S_{46}+2$, $L S_{48}:=L S_{47}+3, L S_{49}:=L S_{48}+4 . L S_{51}:=L S_{50}+2, L S_{52}:=L S_{50}+3, L S_{53}:=$ $L S_{51}+3, L S_{54}:=L S_{53}+4 . L S_{56}:=L S_{55}+2, L S_{57}:=L S_{55}+3, L S_{58}:=L S_{56}+3$, $L S_{59}:=L S_{58}+4$.

The four infinite families are indicated in Fig. 7. The $n$ tells how many vertices are in the structure: $\left|V\left(L_{1, n}\right)\right|=n+5,\left|V\left(L_{2, n}\right)\right|=n+5,\left|V\left(L_{3, n}\right)\right|=n+6$, $\left|V\left(L_{4, n}\right)\right|=n+6$. Notice that each leaf structure has no edge between any two of its vertices of attachment. This is important for the linear algorithm.

Let a superstructure be a structure $S$ satisfying the following. The set $A$ of vertices


Fig. 7. The infinite classes of leaf structures.
of attachment of $S$ is of size at most four. There is a center vertex $x$ of $G(S)$ that is not in $A$. The graph of $S$ is the union of the graphs of a finite set $L$ of substructures of $S$, which are leaf structures, such that for each $M \in L$, the set $B$ of vertices of attachment of $M$ satisfies $\{x\} \subset B \subset A \cup\{x\}$.

Let $C M$ (Clique Minor) be the set of all reductions $R$ that satisfy the following. For each $R \in C M$, the structure $S_{R}$ is a superstructure, $T_{R}$ is a complete graph with each of its vertices a vertex of attachment, and either $G\left(T_{R}\right) \leq_{m} G\left(S_{R}\right)$ or there is some $J$ such that $G\left(T_{R}\right) \leq_{S O} J \leq_{m} G\left(S_{R}\right)$. Notice that Cube $\in C M$. Let Triple be the set of all reductions satisfying the following. For each $R \in$ Triple, $T_{R}=\left(K_{4},(a, b, c, d)\right)$. The graph $G\left(S_{R}\right)$ is the union of the graphs of three leaf structures, each having vertices of attachment a subset of $\{a, b, c, d\}$, none of which is $L S_{0}$ and no two of which are $L S_{1}$ with the same three vertices of attachment. Let $B C M$ (bounded $C M$ ) be the set of all reductions satisfying the following. For each $R \in B C M$, then $R \in C M$, and $S_{R}$ does not contain a Buddy or a reduction in Triple. Note that the center of each $R \in B C M$ has degree at most 20 . This is important for the linear algorithm.

Lemma 17. Each reduction in $C M \cup$ Triple is a TW4-safe 4-star reduction.
Proof. Let $R \in C M \cup$ Triple be given. Let graphs $G, H$ be given such that $G \leq_{R} H$. All the leaf structures are such that it is easy to see $G \leq_{*} H$. Thus $R$ is a 4 -star reduction. If $R \in C M$, then the conclusion follows from the definition of
$C M$ and Lemmas 3 and 5. If $R \in$ Triple, then notice first that $G \leq_{m} H$; then the conclusion follows from Lemma 3.

This concludes the list of reductions needed for the linear algorithm. Each reduction is a $T W 4$-safe 4 -star reduction; thus, given a graph $G$, if there is a sequence of reductions that takes $G$ to the empty graph, then $G$ has tree-width at most four. What remains is to show the converse, that is, that for every graph $G$ of tree-width at most four, there is a sequence of these reductions that takes $G$ to the empty graph. Each of these statements is contained in the following theorem, which is proved in [23] by a long case analysis that shows every superstructure is either a leaf structure or contains a reduction in CS4 (Complete and Safe - 4) :=EZ $\cup C M \cup\{$ Buddy $\}$, where $E Z:=\{$ Zero, One, Series, Triangle, $Y O, H 7, T O, Y I, L 1, L 2, L 3, L 4\}$.

Theorem 1. The set CS4 of reductions is a TW4-complete set of TW4-safe 4-star reductions.

Proof. That each of the reductions is a $T W 4$-safe 4 -star reduction follows from Lemmas $3,6,7,8,9,12,14,16$, and 17 . To see that the set is $T W 4$-complete, see [23].

The set $C S 4$ is used to show a practical linear algorithm in $\S 6$. The list $C S 4$ is infinite, and certainly one would hope to have a finite list of reductions to use. If 4 -star reductions are abandoned, a finite $T W 4$-complete set of $T W 4$-safe reductions can be found (see [23]) simply by adding the reduction $D L$ to the list. This eliminates the need for the infinite families of leaf structures, as all sufficiently large structures in these families contain a $D L$. The reduction $D L$, on the other hand, does not apply well to algorithms. The following theorem shows that in this case, the best of both worlds is not possible. In the statement of the theorem, $T W k$ and $k$-star reductions are the natural generalizations of $T W 4$ and 4 -star reductions.

Theorem 2 (Lagergren [15]). For each integer $k \geq 4$, there is no $T W k$-complete finite set of $T W k$-safe $k$-star reductions.
6. A linear algorithm to find 4 -elimination sequences. This section presents an algorithm that, given a graph $G$ with $n$ vertices, either finds a 4-elimination sequence for $G$ or proves that the tree-width of $G$ is greater than four. The algorithm proceeds by finding one of the reductions in CS4. Note that if $G$ has a reduction in $C M$, then it either has a reduction in $B C M$ or Triple or a Buddy. The algorithm will find one of the latter and obtain a smaller graph by performing that reduction and then find a reduction in that graph, and so forth. Since the reductions in CS4 require adding edges to the graph, for the algorithm to be linear, it must address multigraphs. The problems associated with this are addressed in the following lemma.

Lemma 18. Given a multigraph $G$ and $a$ vertex $x$ of $G$, there is an algorithm that determines whether $x$ has degree at most $k$ in the underlying simple graph of $G$, deletes some number $m$ of multiple edges incident with $x$, and takes time $O\left(k^{2}+k m\right)$.

Proof. Clear an array $A$ of $k$ elements. Scan the adjacency list of $x$. For the next edge $\alpha$ in the adjacency list, do the following: Let $y$ be the vertex incident with $\alpha$ such that $x \neq y$. If $y$ is already in $A$, then $x y$ is a multiple edge; delete $\alpha$. Else, if $A$ is full, then $x$ has degree greater than $k$ in the underlying simple graph of $G$; halt. If neither of the previous cases occur, add $y$ to $A$. If there are no more edges in the adjacency list, then $x$ has degree at most $k$ in $G$; halt.

The reason that the lemma is useful is the following. First, at most $n$ reductions are performed on $G$. Next, note that each reduction adds at most six edges to $G$. Thus the sum of the ms mentioned in the lemma over the whole algorithm is at most $6 n$. Finally, the lemma will only be applied when $k$ is at most six. The edges that
will be sought in $G$ will have at least one end of degree at most six and, thus, using multigraphs will not be a problem for this algorithm.

The algorithm will need a subroutine that determines whether a vertex is the center of a reduction in $C M$. This subroutine will either determine that the vertex cannot be the center of a reduction in $C M$ or find a Buddy or a reduction in $B C M$ or Triple. Before the statement of the subroutine, some variables need to be defined. Let $V S$ be the Vertex Stack, used to keep track of vertices that need to be examined. For each vertex $x$ in $G$, let $L(x)$ be the list of all leaf structures found that contain $x$ as an internal vertex (not a vertex of attachment), where only the $L_{i, n}$ for the largest $n$ is stored. It can be shown that for every vertex $x$ in $G,|L(x)| \leq 4$. For a structure $S$, let $N(S)$ be the set of vertices of attachment of $S$. The parameters of the algorithm are as follows: $a$ is the possible center, $A$ is a set of possible vertices of attachment, and $S$ is a set of possible substructures. The statement return sends the algorithm out of the most recent call; the statement master-return breaks the algorithm out of every recursive call.

Algorithm 1 CENTER_CHECK $(a, A, S)$.
begin
if $|A|>4$
then return
if every edge in $a$ 's adjacency list has been scanned then if $\bigcup S$ is not a leaf structure
then perform the reduction in $B C M$
push its vertices of attachment onto $V S$
master-return
else mark every edge in $a$ 's adjacency list as not scanned return

## repeat

let $\alpha$ be the next unscanned edge in $a$ 's adjacency list, incident with $b \neq a$ if an edge from $a$ to $b$ has been scanned before
then delete the multiple edge
until $\alpha$ is not a multiple edge
mark $\alpha$ scanned
let $K$ be the graph with vertices $a, b$ and edge $\alpha$
CENTER_CHECK $(a, A \cup\{b\}, S \cup\{(K,(a, b))\})$
mark $\alpha$ unscanned
for each $L \in L(b)$ with $a \in N(L)$ do
if $L$ is isomorphic to $L S_{1}$ and there is an $M \in S$ with $N(M)=N(L)$
then perform the Buddy
push $N(L)$ onto $V S$
master-return
for each pair $P, Q$ of nontrivial leaf structures (not $L_{0}$ ) in $S$ do
if $|N(L) \cup N(P) \cup N(Q)|=4$
then perform the reduction in Triple
push its vertices of attachment onto $V S$
master-return
mark the edges of $G(L)$ incident with $a$ as scanned
CENTER_CHECK $(a, A \cup(N(L)\{a\}), S \cup\{L\})$
mark the edges of $G(L)$ incident with $a$ as not scanned
return
end

The main algorithm must perform a number of functions. It must search for the reductions in $E Z$. For each vertex $x$, it must keep track of what leaf structures contain $x$ as an internal vertex. Whenever a reduction $R$ is performed, these lists, the $L(x)$ 's, must be updated for the vertices of attachment of $R$. It is not hard to see that this may be done in constant time amortized, including possibly replacing an old $L_{i, n}$ with the currently known maximal such leaf structures. Finding the maximal $L_{i, n}$ may require looking at a large number $j$ of vertices initially, but just note that the algorithm is at the same time determining the set of maximal leaf structures for those $j$ vertices as well. The main algorithm is Algorithm 2. An easy proposition that follows from the definition of tree-width is that if the tree-width of $G$ is at most $k$, then $|E(G)| \leq k|V(G)|$.

Algorithm 2 TREE-WIDTH-FOUR?(G).
begin
if $|E(G)|>4|V(G)|$
then output "The tree-width of $G$ is greater than four"
halt
$H:=G$.
initialize $V S$ to the empty stack
for each vertex $v$ of $H$ do
push $v$ onto $V S$
$L(v):=\emptyset$
for each edge $\alpha$ of $H$ do
mark $\alpha$ as not scanned
repeat
pop a vertex $x$ from $V S$.
if $\operatorname{deg}(x) \leq 6$
then if $x$ is an interior vertex of some reduction in $E Z$
then perform the reduction to $H$
push its vertices of attachment onto $V S$.
else determine the leaf structures $L S_{1}, \ldots, L S_{59}$ and the maximal structures $L_{i, n}$ with $x$ an interior vertex by examining the neighbors of any $L_{i, n}$ in $L(x)$, and then of $x$ if necessary for each new leaf structure $L$ found which is not in $L(x)$ do $L(x):=L(x) \cup\{L\}$
for each vertex of attachment $z$ of $L$ do mark the edges from $z$ into $L$ as scanned CENTER_CHECK $(z, N(L) \backslash\{z\},\{L\})$ mark the edges from $z$ into $L$ as not scanned CENTER_CHECK $(x, \emptyset, \emptyset)$ until $V S=\emptyset$
if $H=K_{0}$ (the empty graph) then $G \in T W 4$; output the order that vertices were eliminated else $G \notin T W 4$; output "The tree-width of $G$ is greater than 4 "
end
Theorem 3. The algorithm TREE-WIDTH-FOUR? determines a 4-elimination sequence or correctly says the graph has tree-width greater than four in linear time.

Proof. The proof of the correctness of the algorithm is basically Theorem 1, which gives that every graph in $T W 4$ has a reduction in CS4. It must be shown that the algorithm is able to find such a reduction at each stage of the algorithm. If the
reduction existed in $G$ itself, it will be found, as every vertex is pushed onto $V S$ at the beginning of the algorithm. Thus the reduction was created after the performance of some other reduction. Each time a reduction is performed, however, the affected vertices are pushed onto $V S$. Thus the algorithm can always find a reduction if one is present. The proof of linearity remains.

First, each main call (not recursive call) to CENTER_CHECK will be shown to take constant time. This is seen by noticing that at most 20 edges are scanned. This is clear from the definitions of Buddy, Triple, and $B C M$ and from Theorem 1. If the vertex $a$ examined has had 20 edges scanned, no Buddy or reduction in Triple has been found, and edges still remain to be examined, then $a$ cannot be the center of a reduction in $C M$. Also, for each edge scanned, the edge is in a bounded number of appropriate leaf structures.

Updating $L(x)$ is constant time amortized. For all but the leaf structures $L_{i, j}$, Lemma 18 shows that it takes constant time to look for them. The initial instance where the $L_{i, j}$ is found requires $O(j)$ time. This cost can be split among the $O(j)$ vertices in the structure, for the algorithm is simultaneously finding $L(y)$ for each of the $j$ vertices $y$ in this $L_{i, j}$. Reductions that do not use the entire $L_{i, j}$ affect only a bounded number of its vertices. Thus subsequent updates require only analysis at the vertices of attachment of the structure. Again, this is a constant-time operation.

Searching for a reduction in $E Z$ takes constant time per vertex by Lemma 18. Performing a reduction takes only a constant amount of work on the vertices of attachment of that reduction. The rest of the work is deleting the interior vertices in an elimination sequence, which clearly only requires a total linear time for the whole algorithm, as each vertex is only eliminated once. As mentioned in the discussion after Lemma 18, the total amount of work required to delete multiple edges is linear.

All that remains is to put a linear bound on the number of iterations of the main algorithm, i.e., or the number of vertices that are pushed onto $V S$. Vertices are only pushed onto $V S$ in two instances: At initialization each vertex is pushed onto $V S$ once. After each reduction, at most four vertices are pushed onto $V S$. Clearly, at most $n$ reductions are performed; thus at most $5 n$ vertices are pushed onto $V S$. The total cost of the algorithm is then linear, noting that the test to determine if $|E(G)|>4|V(G)|$ is linear as well.
7. Conclusion. This paper presented a linear algorithm to find a 4 -elimination sequence or to prove that no such sequence exists. This algorithm has no large hidden constants and, thus, should be practical. This was made possible through the reductions found that were safe and complete for all graphs of tree-width at most four. This algorithm then, combined with the algorithms of Arnborg and Proskurowski, show that the NP-hard problems of Hamilton circuit, maximum independent set, as well as others, can be solved practically in linear time for graphs of tree-width at most four.

Arnborg, Corneil, and Proskurowski [4] (independently [24]) used the reductions found by Arnborg and Proskurowski to determine the four minimal forbidden minors for tree-width at most three. Clearly there is a relationship between the reductions presented in this paper and the minimal forbidden minors for tree-width at most four. In [23], over 75 minimal forbidden minors for tree-width at most four of widely varying structures are presented. This gives some evidence that using a large number of reductions is necessary for this type of algorithm. Conversely, the complete list of minimal forbidden minors could be determined from the list of reductions in this paper.
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# CHIP-FIRING GAMES ON MUTATING GRAPHS* 
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#### Abstract

We investigate a generalization of a chip-firing game on a graph of Björner, Lovász, and Shor [European J. Combin., 1 (1992), pp. 305-328]. In our version, the graph mutates during play. We show that some known results about the game length and period length of the earlier game hold for the mutating version as well, and some completely new bounds are also obtained. In a small detour, we treat an orientability concept for eulerian graphs.
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1. Introduction. This paper considers a generalization of the chip-firing game treated by Björner and Lovász [2]. For an account of the earlier history of this game we refer to [1], [2]. The game is played on a directed graph with some initial distribution of chips on its nodes. Whenever a node has at least as many chips as it has outgoing edges it may send one chip along each of these edges. This process is called firing the node.

Here we will consider a game where the graph is not fixed, but mutating, by which is meant that the outgoing edges of a node may be erased and new ones may be added after every firing of the node. These mutations happen in a predetermined order. This is a common generalization of the chip firing of Björner and Lovász and another game of Diaconis and Fulton [4], and we show that our new game also has the special convergence property shared by the earlier two.

A fruitful restriction is to demand that the predetermined order of mutations at every node has a finite period. We can extend several of the results in [2] to these periodically mutating games (PMG).

Section 3 covers finite termination. Björner and Lovász gave a lower bound on the number of chips needed for a game to be infinite, in terms of the maximal number of edge-disjoint cycles in the graph. We characterize the graphs for which this bound is sharp as eulerian graphs that are orientable in a sense we define.

In $\S 4$ we discuss period length and game length of the nonmutating game. A new bound on the maximal length of a terminating game in terms of the period length is proved. Here is also discussed parallel firings of the nodes, a topic initiated by Bitar and Goles [1] for the undirected chip-firing game.

Finally, $\S 5$ contains the generalizations to the PMG, the periodically mutating games.
1.1. Preliminaries. In this paper, vectors are written boldfaced, while their entries are in italics, e.g., $\mathbf{v}=\left(v_{1}, v_{2}, \ldots\right)$. We adopt the following terminology from Björner and Lovász [2]. Graphs are assumed to be finite and directed with loops and multiple edges allowed. Undirected graphs are regarded as directed by replacing every undirected edge $(i, j)$ by the two directed edges $(\overrightarrow{i, j})$ and $(\overrightarrow{j, i})$. For a digraph $G=(V, E)$ we let $n=|V|$ and $m=|E|$. Let $d_{i j}$ denote the number of directed edges from $i$ to $j$. For a node $i$, denote the outdegree by $d^{+}(i)=\sum_{j \in V} d_{i j}$ and the indegree by $d^{-}(i)=\sum_{j \in V} d_{j i}$. Let $D$ be the maximum outdegree in $G$.

[^12]$G$ is eulerian if $d^{+}(i)=d^{-}(i)$ for every $i . G$ is strongly connected if there is a directed path from $i$ to $j$ for every ordered pair of nodes $i$ and $j$. A strongly connected component $H$ that is not connected to the outside by any edge leaving $H$ is a sink component.
2. Chip firing on mutating graphs. Let us first give an exact definition of the mutating game.

Definition 2.1. The mutating game is a solitary game played with chips distributed on $V$, the nodes of $a$ mutating graph. A position in the game consists of

- a directed graph on $V$,
- on each node $i \in V$ a nonnegative number $c_{i}$ of chips,
- for every node $i \in V$ an infinite sequence $M_{i}$ of multisets of nodes in $V$-the mutation sequence of $i$.
A node $i$ may be fired if the number of chips on $i$ is at least $d^{+}(i)$, the number of outgoing edges from $i$ in the current directed graph, in which case one chip is sent from $i$ along each outgoing edge. This may be written as

$$
c_{i}:=c_{i}-d^{+}(i)
$$

and then

$$
c_{j}:=c_{j}+d_{i j} \quad \text { for all } j \in V
$$

Suppose that the mutation sequence is $M_{i}=\left(S_{1}, S_{2}, S_{3}, \ldots\right)$. After the chips have moved, the mutation of the graph takes place. This means that the outgoing edges from $i$ are erased and a new edge $(\overrightarrow{i, j})$ is drawn for each $j$ in $S_{1}$, the first multiset of $M_{i}$. Finally, this multiset is removed from the sequence, i.e., $M_{i}:=\left(S_{2}, S_{3}, \ldots\right)$. In computer science, this is often referred to as "popping" $M_{i}$, so we denote this operation by

$$
M_{i}:=\operatorname{Pop}\left(M_{i}\right)
$$

The steps above constitute one firing of $i$. The game continues from the new position that is obtained.

Obviously, if every mutation adds the same edges that it erases, so that the graph does not change, then this is equivalent to the chip-firing game of Björner and Lovász. Another chip-firing game, motivated by algebraic considerations, was defined by Diaconis and Fulton [4] as follows: to every node $i$ is assigned a threshold $l(i)$ (positive integer) and an unlimited deck of cards, such that whenever a node $i$ has at least $l(i)$ chips it may send one chip to the node indicated by the top card of its deck, and then this card is thrown away. Also this game can be interpreted as a mutating game, where every node $i$ has a fixed number $l(i)-1$ of loops and one additional outgoing edge mutating according to the deck.

Known for both these earlier games is a special convergence property, for which we now give a simple combinatorial proof for the mutating game in general. A position is terminal if no node can be fired.

Theorem 2.2. Given an initial distribution of chips in a mutating game, either every firing sequence can be continued indefinitely or else every firing sequence must terminate after the same number of moves with the same terminal position. The number of times a given node has been fired in a terminating game is independent of the particular firing sequence.

We shall prove this via a basic lemma. First observe that since the mutation sequence at any node is predetermined, the flow of chips from any node is determined solely by how many times it is fired. Thus, the resulting position of a firing sequence is dependent only on the number of times that each particular node is fired. For a firing sequence $\alpha$, define the score vector $[\alpha] \in \mathbb{N}^{V}$ where each entry $[\alpha]_{i}$ is the number of times that node $i$ is fired in $\alpha$.

Lemma 2.3. If $\alpha$ and $\beta$ are firing sequences, then $\alpha$ can be extended by some subword of $\beta$ to some sequence $\alpha^{\prime}$ such that $\left[\alpha^{\prime}\right]_{i}=\max \left([\alpha]_{i},[\beta]_{i}\right)$ for every $i$.

Proof. Let $\alpha^{\prime}:=\alpha$. If $\left[\alpha^{\prime}\right]_{i} \geq[\beta]_{i}$ for all $i$, we are done. Otherwise, let $i$ be the first node when playing $\beta$ that is played for the $\left(\left[\alpha^{\prime}\right]_{i}+1\right)$ th time. Since $i$ is firable at this point in $\beta$, it must also be firable after $\alpha^{\prime}$ since the flow of chips from $i$ has been the same while the flow of chips to $i$ has been at least as great in $\alpha^{\prime}$. Extend $\alpha^{\prime}$ by $i$, i.e., $\alpha^{\prime}:=\alpha^{\prime} i$, and repeat the argument.

Proof of Theorem 2.2. Suppose there is some firing sequence $\alpha$ leading to a terminal position. Then $\alpha$ cannot be extended, so it follows from Lemma 2.3 that every legal firing sequence $\beta$ must have $[\beta]_{i} \leq[\alpha]_{i}$ for every node $i$ and that every such $\beta$ can be extended to some $\beta^{\prime}$ such that $\left[\beta^{\prime}\right]=[\alpha]$. This completes the proof.

Remark 2.4. A similar result with a similar proof was found independently by Thorup [7].

In the rest of this paper we will be interested in questions connected with periodicity of the game. Since a position in the mutating game is defined by the current graph, the chips distribution, and the mutation sequence of every node, the game can have a finite period length only if every node's mutation sequence has a finite period. If this is the case, then we say that the game is periodically mutating (a PMG). Denote by $p_{i}$ the mutation period length at node $i$, so $p_{i}$ is the smallest positive integer such that after $i$ is fired $p_{i}$ times the remaining mutation sequence at $i$ is the same as it was from the beginning. In other words, $p_{i}$ is the smallest positive integer such that $M_{i}$ satisfies $M_{i}=\operatorname{Pop}^{p_{i}}\left(M_{i}\right)$. Concretely, $M_{i}$ looks like ( $S_{1}, S_{2}, \ldots, S_{p_{i}}, S_{1}, S_{2}, \ldots, S_{p_{i}}, \ldots$ ).

To any PMG we can associate a great graph $G G$ with the same node set as the PMG and where the number of edges $(\overrightarrow{i, j})$ is the total number of such edges occurring during one complete mutation period at $i$, i.e., the number of occurrences of $j$ in the multiset union $S_{1} \cup S_{2} \cup \cdots \cup S_{p_{i}}$. The motivation for this is of course that the flow of chips from $i$ during $p_{i}$ firings of $i$ in the PMG is equal to the flow of chips from $i$ when firing $i$ once in the ordinary chip-firing game (CFG) played on $G G$. So the CFG on the great graph $G G$ will be a tool in the analysis of the PMG.

Note that a CFG played on a directed graph $G$, when viewed as a PMG, has all $p_{i}=1$ and great graph $G$. A way to look at a PMG is by marking each outgoing edge from every node $i$ in $G G$ by an element of $\mathbb{Z} \bmod p_{i}$ and letting $i$ have a counter $\kappa_{i} \in \mathbb{Z} \bmod p_{i}$, such that firing node $i$ means sending one chip along each edge marked $\kappa_{i}$ and then setting $\kappa_{i}:=\kappa_{i}+1 \bmod p_{i}$.
3. Finite termination. Björner and Lovász [2] studied the amount of chips possible for terminating games. The following lemma of theirs can be lifted directly to PMG.

Lemma 3.1. In every infinite game on a PMG, every node in some sink component of $G G$ is fired infinitely often.

Proof. In an infinite game, some node $i$ must be fired infinitely often. Hence an infinite number of mutation periods are played at $i$, so every $j$ such that there is
an edge $(\overrightarrow{i, j})$ in $G G$ must also be fired infinitely many times, because otherwise an infinite number of chips would pile up on $j$. Hence, all nodes reachable from $i$, which must include some sink component, are fired infinitely often.

From [2] we can also borrow the following bound: if $G G$ has $n$ nodes and $m$ edges and we have $N>m-n$ chips, then the game is infinite, since by the pigeon-hole principle some node can always be fired. One might thus be tempted to believe that just about anything carries over trivially from CFG to PMG. This is false, though. For example, Björner and Lovász argue that any CFG with fewer than $h$ chips is finite, where $h$ is maximal such that every sink component of $G$ has $h$ edge-disjoint directed cycles. However, one can construct a PMG with arbitrary great graph $G G$ such that the game is infinite with one single chip! Just choose the mutations so that every node has only one outgoing edge at any time.

Remark 3.2. One can make a nice observation in this context. Suppose we have a PMG where exactly one edge is active at every firing and whose great graph is eulerian, so $p_{i}=d^{+}(i)=d^{-}(i)$ for every $i$. Place one chip on some node $j$ and play the game. Then the first node $i$ to be fired for the ( $p_{i}+1$ )th time must be $j$, because any other node $i$ must first receive the chip for the $\left(p_{i}+1\right)$ th time, which implies that some of its in-edges $\left(\overrightarrow{i^{\prime}, i}\right)$ have been active twice, and hence $i^{\prime}$ must have been fired $p_{i^{\prime}}+1$ times already.

This property will be generalized to any great graph in $\S 5$.
We now discuss in more detail the result in [2] that says that a strongly connected graph $G$ with $h$ edge-disjoint directed cycles cannot have an infinite CFG with less than $h$ chips. The proof is based on the idea that every cycle may "capture" any chip that travels along any of its edges so that in the future the captured chip only travels along the cycle that has captured it. This is in accordance with the rules, since the cycles are edge-disjoint. Every node is fired infinitely often in an infinite CFG on a strongly connected graph $G$, so every edge is used infinitely often and hence every cycle must capture at least one chip.

If $G$ is not eulerian, then there must be some edges that are not contained in any of the $h$ cycles, and hence it takes more than $h$ chips to get an infinite game on such a $G$, since these excess edges cannot use the captured chips (except possibly a finite number of times before the chips have been captured). We shall investigate the possibility of an infinite game with $h$ chips when $G$ really is eulerian.

Definition 3.3. For a connected eulerian graph $G$, let $h=h(G)$ be the maximal number of edge-disjoint directed cycles in $G$. If $\mathcal{C}=\left\{C_{1}, C_{2}, \ldots, C_{h}\right\}$ is such a maximal family of edge-disjoint directed cycles, then $G$ is orientable relative $\mathcal{C}$ if there is an ordering $x_{1}, x_{2}, \ldots, x_{n}$ of the nodes of $G$-an orientation of $G$-such that every $C \in \mathcal{C}$ is a cycle $\left(x_{i_{1}} x_{i_{2}} \cdots x_{i_{k}}\right)$ with $i_{1}<i_{2}<\cdots<i_{k}$.

Observe that every edge of $G$ must be contained in some $C \in \mathcal{C}$ since $G$ is eulerian and $\mathcal{C}$ is maximal and that every $C \in \mathcal{C}$ visits any node at most one time. Thus, for every node $x \in G$ the outdegree $d^{+}(x)$ is equal to the number of cycles $C \in \mathcal{C}$ that contain $x$.

Lemma 3.4. Let $G$ be a connected eulerian graph and $\mathcal{C}=\left\{C_{1}, C_{2}, \ldots, C_{h}\right\}$ some maximal family of edge-disjoint directed cycles. Then $G$ has an infinite CFG with $h$ chips if and only if $G$ is orientable relative $\mathcal{C}$.

Proof. $(\Leftrightarrow)$ : Suppose that $x_{1}, x_{2}, \ldots, x_{n}$ make up an orientation relative $\mathcal{C}$. For every $i=1,2, \ldots, n$, let $B_{i}$ be the subset of $\mathcal{C}$ consisting of all cycles for which $x_{i}$ is the vertex of least index and let $A_{i}$ be the set of all other cycles in $\mathcal{C}$ containing $x_{i}$. Thus, every cycle in $\mathcal{C}$ containing $x_{i}$ is either in $A_{i}$ or in $B_{i}$, so $d^{+}\left(x_{i}\right)=\left|A_{i}\right|+\left|B_{i}\right|$. Define an
initial position on $G$ where every node $x_{i}$ has $\left|B_{i}\right|$ chips. Since $\left|B_{1}\right|+\left|B_{2}\right|+\cdots+\left|B_{n}\right|=$ $|\mathcal{C}|=h$, this is a position with $h$ chips. We shall see that it is possible to fire the nodes in the order $x_{1}, x_{2}, \ldots, x_{n}$. Since such a firing sequence would give back the initial position, we will then have proved that the game is infinite.

First, $x_{1}$ is firable because $d^{+}\left(x_{1}\right)=\left|B_{1}\right|$ since $A_{1}=\emptyset$. Now suppose that $x_{1}, x_{2}, \ldots, x_{i-1}$ has been fired. Then $x_{i}$ has received $\left|A_{i}\right|$ chips, one for each $C \in A_{i}$ due to the edge $\left(\overrightarrow{x_{j}, x_{i}}\right) \in C, j<i$. Hence, on the node $x_{i}$ are now $\left|A_{i}\right|+\left|B_{i}\right|=d^{+}\left(x_{i}\right)$ chips, so $x_{i}$ is firable.
$(\Rightarrow)$ : Suppose that there is an infinite firing sequence $\alpha$ on $G$ with $h$ chips. Let $x_{1}, x_{2}, \ldots, x_{n}$ be the order in which the nodes occur for the first time in this sequence. Following [2], let every cycle $C \in \mathcal{C}$ capture any chip that uses any of its edges so that in the rest of the game the captured chip must travel along the edges of $C$. Since there are $h$ chips and the game is infinite, every cycle must capture exactly one chip. Let $x_{i_{1}}, x_{i_{2}}, \ldots, x_{i_{k}}$, where $i_{1}<i_{2}<\cdots<i_{k}$, be the nodes of some $C \in \mathcal{C}$. We claim that $C$ in fact is the cycle $\left(x_{i_{1}} x_{i_{2}} \ldots x_{i_{k}}\right)$. If not, there would be some smallest $j>1$ such that $\left(\overrightarrow{x_{i_{j-1}}, x_{i_{j}}}\right)$ is not an edge of $C$. But then $x_{i_{j}}$ would not be firable the first time it should be fired during $\alpha$ because the chip captured by $C$ would be someplace else, and a node $x$ can be fired only if the chip of every cycle containing $x$ currently is on $x$. Consequently, every $C \in \mathcal{C}$ is of the form ( $x_{i_{1}} x_{i_{2}} \ldots x_{i_{k}}$ ), $i_{1}<i_{2}<\cdots<i_{k}$, so by definition $G$ is orientable relative $\mathcal{C}$.

Proposition 3.5. If $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ are two maximal families of edge-disjoint directed cycles in a connected eulerian graph $G$, then $G$ is orientable relative $\mathcal{C}_{1}$ if and only if $G$ is orientable relative $\mathcal{C}_{2}$.

Proof. The proposition follows immediately from Lemma 3.4.
Definition 3.6. By Proposition 3.5, we can speak of a connected eulerian graph $G$ as orientable if it is orientable relative any, and hence every, maximal family of edge-disjoint directed cycles.

Theorem 3.7. A connected eulerian graph $G$ has an infinite CFG with $h(G)$ chips if and only if $G$ is orientable.

Proof. The theorem follows from Lemma 3.4 and Proposition 3.5. $\quad$
So, which connected eulerian graphs are orientable? One might conjecture that all of them are, but unfortunately this is false. The smallest counterexample has seven nodes and $h=4$; see Fig. 1 .


Fig. 1. A nonorientable eulerian graph.
4. Period length and game length of CFG. Let $G=(V, E)$ be a digraph. Following [2], a nonzero vector $\mathbf{v} \in \mathbb{N}^{V}$ is called a period vector for $G$ if, in a CFG played on $G$, a firing sequence where every node $i$ is fired $v_{i}$ times leads back to the beginning position. A period vector is primitive if its entries have no common divisor greater than one.

Proposition 4.1 (Björner and Lovász [2]). (i) A CFG whose graph $G$ is strongly connected has a unique primitive period vector $\mathbf{v}$. It is strictly positive, and all period vectors are of the form $t \cdot \mathbf{v}, t=1,2, \ldots$
(ii) If $G$ is connected eulerian, then $\mathbf{v}$ has all entries $v_{i}=1$.
(iii) In general, the period vectors of a CFG are exactly the vectors of the form $\lambda_{1} \mathbf{v}_{1}+\lambda_{2} \mathbf{v}_{2}+\cdots+\lambda_{k} \mathbf{v}_{k}$, where $\lambda_{i} \in \mathbb{N}$ and $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}$ are the primitive vectors of the sink components of $G$.

The period length of a CFG on $G$ is denoted $\operatorname{per}(G)$ and is defined as the sum of all the entries of the primitive vectors of the sink components of $G$.

A vector $\mathbf{a} \in \mathbb{N}^{V}$ is reduced if for every period vector $\mathbf{v}$ of the CFG there exists a node $i$ with $a_{i}<v_{i}$. Björner and Lovász proved the following.

Proposition 4.2 (Björner and Lovász [2]). Every score vector of a terminating firing sequence is reduced.

The main theorem on period length and game length of CFG in [2] says that $\operatorname{game}(G) \leq 2 n N D \operatorname{per}(G)$, where game $(G)$ is the maximal length of a terminal game on $G$ and $N$ is the total number of chips. We will prove another bound on game $(G)$, in Theorem 4.6.

Proposition 4.3. Let $V_{0}$ be a node set containing at least one node of every sink component of a digraph $G$. In a CFG on $G$ where no node in $V_{0}$ is ever fired, the total number of firings is no more than $N\left(D^{n-2}+D^{n-3}+\cdots+D+1\right)$.

Proof. Define a distance function $l$ on nodes, such that $l(i)$ is the length of the shortest directed path from $i$ to $V_{0}$. By the assumption on $V_{0}$, every node in $G$ has a directed path to some node in $V_{0}$, and of course $l(i)<n$ for all $i$. We can thus partition the node set $V$ in subsets $V_{0}, V_{1}, \ldots, V_{n-1}$ where $V_{k} \stackrel{\text { def }}{=}\{i \in V: l(i)=k\}$. Then there is no directed edge $(\overrightarrow{i, j})$ where $i \in V_{k}, j \in V_{k-x}$ for $x>1$. Suppose that in the start position there are $c_{i}$ chips on any node $i$. The total number of chips is $N=\sum c_{i}, i \in V$. Let $\mathbf{m}=[\alpha]$ be the score vector of a firing sequence $\alpha$ that does not fire any node in $V_{0}$. Then the amount of chips that $W_{k} \stackrel{\text { def }}{=} V_{0} \cup V_{1} \cup \cdots \cup V_{k}$ has received from the outside during $\alpha$ can be at most the original amount on $V \backslash W_{k}$ plus the amount that has been sent out from $W_{k}$. Since chips can only enter $W_{k}$ through edges from $V_{k+1}$ to $V_{k}$, we get

$$
\begin{equation*}
\sum_{j \in V_{k+1}} m_{j} \sum_{i \in V_{k}} d_{j i} \leq \sum_{j \in V \backslash W_{k}} c_{j}+\sum_{i \in W_{k}} m_{i} \sum_{j \in V \backslash W_{k}} d_{i j} \tag{1}
\end{equation*}
$$

Now, we have $\sum_{j \in V \backslash W_{k}} c_{j} \leq N$. Further, for $j \in V_{k+1}$ we have $\sum_{i \in V_{k}} d_{j i} \geq 1$, since every node in $V_{k+1}$ has at least one edge to $V_{k}$. For the same reason we have $\sum_{j \in V \backslash W_{k}} d_{i j} \leq D-1$ for any $i \in W_{k}$, except possibly if $i \in V_{0}$, but in that case $m_{i}=0$. Hence (1) implies

$$
\begin{equation*}
\sum_{j \in V_{k+1}} m_{j} \leq N+\sum_{i \in W_{k}} m_{i}(D-1) \tag{2}
\end{equation*}
$$

Let $s_{k} \stackrel{\text { def }}{=} \sum_{i \in W_{k}} m_{i}$. Adding $s_{k}$ to both sides of (2) yields

$$
\begin{equation*}
s_{k+1} \leq N+s_{k} D \tag{3}
\end{equation*}
$$

and $s_{0}=\sum_{i \in V_{0}} m_{i}=0$. Solving this recurrence inequality yields $s_{k} \leq N(1+D+$ $\cdots+D^{k-1}$ ), and the number of firings in $\alpha$ is $s_{n-1}$.

Remark 4.4. The bound given by Proposition 4.3 is essentially sharp, because the following game is suggested by the proof:

Construct a digraph $G$ by first taking a directed path $i_{n-1}, i_{n-2}, \ldots, i_{0}$ (so we have only one edge ( $\left(\overrightarrow{i_{k}, i_{k-1}}\right)$ for each $k=1,2, \ldots, n-1$ ) and then adding $D-1$ edges $\left(\overrightarrow{i_{k}, i_{n-1}}\right)$ for every $k=1,2, \ldots, n-2$. Put $N$ chips on $i_{n-1}$ and play the game without ever firing $i_{0}$. Then the game terminates when there are fewer than $D$ chips on each node $i_{k}, k=1,2, \ldots, n-2$ and no chips on $i_{n-1}$, so the bulk of the chips, at least $N^{\prime} \stackrel{\text { def }}{=} N-(n-2)(D-1)$, is on $i_{0}$. Then $i_{1}$ must have fired $N^{\prime}$ times, so it must have received $N^{\prime} D$ chips from $i_{2}$, so $i_{2}$ must have fired $N^{\prime} D$ times. Continuing this type of argument, we get that every $i_{k}$ must have fired $N^{\prime} D^{k-1}$ times, so the total number of firings must have been at least $N^{\prime}\left(1+D+\cdots+D^{n-2}\right)$, so the error in the estimate of Proposition 4.3 is for this game bounded by $(n-2) D^{n-1}$, which is independent of $N$.

Lemma 4.5. If $\alpha$ is a firing sequence in a CFG on a directed graph $G$ and $[\alpha]$ is reduced, then the number of firings in $\alpha$ is less than $\operatorname{per}(G)+N\left(D^{n-2}+\cdots+D+1\right)$.

Proof. Suppose $\alpha$ is a firing sequence from position $P_{1}$ to $P_{2}$ such that its score vector, say $\mathbf{a}$, is reduced. Let $V_{0}$ contain every node $i$ of every sink component $H$ of $G$ such that $a_{i}<v_{i}$, where $v_{i}$ is the $i$ th entry of the primitive period vector $\mathbf{v}_{H}$ of $H$. There must be at least one such node $i$ in every sink component $H$, by the definition of reducedness and Proposition 4.1(iii), with $\lambda_{H}=1$ and all other $\lambda_{j}=0$. Hence $V_{0}$ intersects every sink component. Now illegally fire (i.e., we allow negative numbers of chips on the nodes) every $i \in V_{0}$ exactly $v_{i}-a_{i}$ times. We get some position $P_{3} . P_{3}$ has a nonnegative number of chips at each node because every node in $V_{0}$ must have no less chips than in $P_{1}, \mathbf{v}$ being a period vector, while $V \backslash V_{0}$ must have no less chips than in $P_{2}$ since these nodes have not been fired since $P_{2}$.

Examining the proof of Proposition 4.3 one easily verifies that it is applicable also on illegal firing sequences as long as they result in a nonnegative ending position. Since firing every node $i \notin V_{0}$ exactly $a_{i}-v_{i}$ times from $P_{1}$ while not firing nodes in $V_{0}$ also results in position $P_{3}$, this firing sequence must by Proposition 4.3 use at most $N\left(1+D+\cdots+D^{n-2}\right)$ firings. Thus the original firing sequence between $P_{1}$ and $P_{3}$ uses less than $N\left(1+D+\cdots+D^{n-2}\right)+\sum v_{i}=N\left(1+D+\cdots+D^{n-2}\right)+\operatorname{per}(G)$ firings, and $\alpha$ was shorter than this sequence.

We can now obtain a new bound on the game length in terms of the period length.
Theorem 4.6. For the CFG on any directed graph $G$,

$$
\operatorname{game}(G)<\operatorname{per}(G)+n D^{n-1}
$$

Proof. For any terminating game we know (see §3) that $N \leq m-n$ where $m$ is the number of edges. We must always have $m \leq n D$. Hence $N \leq n(D-1)$, and by Proposition 4.2 the score vector of a terminating game is reduced, so by Lemma 4.5 the game length is less than $\operatorname{per}(G)+N\left(1+D+\cdots+D^{n-2}\right)<\operatorname{per}(G)+$ $n D^{n-1}$.

To obtain a general bound on game $(G)$ we need a general bound on $\operatorname{per}(G)$. Björner and Lovász proved that $\operatorname{per}(G) \leq n(\sqrt{2} D)^{n-1}$ by applying Hadamard's inequality to the minors of the Laplacian of $G$. A better bound can be proved by pure combinatorics.

Theorem 4.7. For every digraph $G$,

$$
\operatorname{per}(G)<n D^{n-1}
$$

Proof. It is enough to prove the inequality for strongly connected $G$. Let $u_{i}$ be the number of $i$-rooted spanning trees of $G$, i.e., spanning trees where every node has a directed path in the tree to $i$. We shall see that the vector $\mathbf{u}$ with entries $u_{i}$ is an adequate period vector. It is clearly nonzero and integral, but in order to be a period vector it must satisfy

$$
d^{+}(i) u_{i}=\sum_{j \in V} d_{j i} u_{j}
$$

for every node $i$. The left side counts pairs consisting of one edge $(\overrightarrow{i, k}), k \in V$, and one $i$-rooted spanning tree. The right side counts pairs consisting of one edge $(\overrightarrow{j, i})$ and one $j$-rooted spanning tree, $j \in V$. It is easily verified that a bijection between these sets of pairs is obtained by, in the left pair, adding the edge $(\overrightarrow{i, k})$ to the $i$-rooted tree, thereby forming one directed cycle, and then removing the unique edge $(\overrightarrow{j, i})$ from this cycle, thus obtaining a $j$-rooted spanning tree. This bijection proves that $\mathbf{u}$ satisfies the period vector criterion.

Since $\mathbf{u}$ is an integral, nonzero period vector, but possibly not primitive, we have $\operatorname{per}(G) \leq \sum_{i \in V} u_{i}$. Any $i$-rooted spanning tree has exactly one outgoing edge from each node except from $i$, so

$$
u_{i} \leq \prod_{j \neq i} d^{+}(j) \leq D^{n-1}
$$

Hence,

$$
\operatorname{per}(G) \leq \sum_{i \in V} u_{i} \leq \sum_{i \in V} D^{n-1}=n D^{n-1}
$$

Corollary 4.8. The CFG on a digraph $G$ satisfies game $(G)<2 n D^{n-1}$.
Finally, let us discuss parallel firings. One move in a parallel chip-firing game consists of parallel firings of every node that is firable at the beginning of the move. Bitar and Goles [1] showed that the period length of a parallel CFG on an undirected tree is either 1 or 2 and noted that for general undirected graphs the period length could grow linearly with $n$, the number of nodes. For general directed graphs, since at most $n$ firings can be done in one move, we of course have

$$
\operatorname{game}(G) / n \leq \operatorname{parallelgame}(G) \leq \operatorname{game}(G)
$$

and also

$$
\operatorname{per}(G) / n \leq \operatorname{parallelper}(G)
$$

but it is not clear whether parallelper $(G) \leq \operatorname{per}(G)$ must hold. Since it is known (see $[2],[5])$ that the game length and period length may be exponential in $n$, then so is obviously the case also for parallel firing. Tardos [6] showed that the game length on an undirected graph can be proportional to $n^{4}$, so for parallel firing in that case the number of moves grows at least as $n^{3}$.
5. Period length and game length of PMG. In this section we will try to generalize as much as possible of the theory of CFG.

For a PMG on $V$, we analogously define $\mathbf{v} \in \mathbb{N}^{V}$ to be a period vector if a firing sequence in the PMG where every node $i$ is fired $v_{i}$ times leads back to the beginning
position. Of course the two notions coincide for a CFG viewed as a PMG. If $\mathbf{v}$ is a period vector for the PMG, then $v_{i}$ must be a multiple of $p_{i}$, since the beginning and ending positions are regarded as equal only if the positions in every mutation sequence are equal. If, in addition, the chips distribution of the two positions shall be equal, the vector $\mathbf{v}^{\prime}$ defined by $v_{i}^{\prime}=v_{i} / p_{i}$ must be a period vector for the CFG on the great graph $G G$ of the PMG. Call $\mathbf{v}$ PMG-primitive if $\mathbf{v}^{\prime}$ is primitive on $G G$. Then Proposition 4.1 of Björner and Lovász can be reformulated for PMG.

Proposition 5.1. (i) A PMG whose great graph $G G$ is strongly connected has a unique PMG-primitive period vector $\mathbf{v}$. It is strictly positive, and all period vectors are of the form $t \cdot \mathbf{v}, t=1,2, \ldots$.
(ii) If $G G$ is connected eulerian, then $\mathbf{v}$ has entries $v_{i}=p_{i}$.
(iii) In general, the period vectors of a PMG are exactly the vectors of the form $\lambda_{1} \mathbf{v}_{1}+\lambda_{2} \mathbf{v}_{2}+\cdots+\lambda_{k} \mathbf{v}_{k}$, where $\lambda_{i} \in \mathbb{N}$ and $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}$ are the PMG-primitive vectors of the sink components of $G G$.

Proof. To have a period in the PMG it is necessary that every node $i$ has been fired a multiple of $p_{i}$, times, since $p_{i}$ is the period of the mutation sequence at node $i$. By the definition of great graph at the end of $\S 2, p_{i}$ firings of node $i$ in the PMG is equivalent to one firing of node $i$ in the CFG on the great graph $G G$. Thus, $\mathbf{v}$ is a period vector of the PMG if and only if the vector $\mathbf{v}^{\prime}$ defined by $v_{i}^{\prime}=v_{i} / p_{i}$ is a period vector for the CFG on $G G$. The result then follows directly from Proposition 4.1.

The period length of a PMG is denoted per(PMG) and is defined as the sum of all the entries of the PMG-primitive vectors of the sink components of $G G$. This is consistent with the CFG definition of $\operatorname{per}(G)$ as the sum of all the entries of the primitive vectors of the sink components of $G$.

Before we continue following the line of events in the previous section, let us make the promised generalization of the remark in $\S 3$.

Proposition 5.2. Given a PMG and any period vector $\mathbf{v}$, let $V^{\prime} \subseteq V$ be the set of nodes that are firable in the initial position. The first node $j$ to be fired more than $v_{j}$ times, if any such node exists, must be in $V^{\prime}$.

Proof. Suppose $j \notin V^{\prime}$ has been fired $v_{j}$ times. The number of chips on $j$ is a monotonic increasing function of the number of times each node $i \neq j$ has been fired. If every node $i$ has been fired exactly $v_{i}$ times, then the current position is the initial one, so $j$ is not firable. Hence, before $j$ can be fired for the $\left(v_{j}+1\right)$ th time, some node $i \neq j$ must have been fired more than $v_{i}$ times.

The aim now is to relate the period length of a PMG to the maximal length of a terminating game playable on the PMG. We had the following proposition stated for CFG in [2]. Our new proof for PMG is somewhat shorter and simpler. Given a PMG, say that a vector $\mathbf{a} \in \mathbb{N}^{V}$ is reduced if for every period vector $\mathbf{v}$ of the PMG there exists a node $i$ with $a_{i}<v_{i}$.

Proposition 5.3. Every score vector of a terminating firing sequence is reduced.
Proof. Let $\alpha$ be a firing sequence with nonreduced score vector $\mathbf{a}=[\alpha]$. We want to show that $\alpha$ is not a terminating firing sequence, so we want to find some node that is firable after $\alpha$. Since $\alpha$ is not reduced, some period vector $\mathbf{v}$ has all entries $v_{i} \leq a_{i}$. Thus we can split $\alpha$ as $\alpha_{1} i \alpha_{2}$, such that $\left[i \alpha_{2}\right]_{i}=v_{i}$ and $\left[i \alpha_{2}\right]_{j} \geq v_{j}$ for all $j \neq i$. Let $P$ be the position after $\alpha_{1}$. Then $i$ is firable in position $P$, and by the definition of period vector, the net flow of chips when playing $i \alpha_{2}$ is equal to the flow of chips when playing every node $j$ exactly $\left[i \alpha_{2}\right]_{j}-v_{j} \geq 0$ times, while never playing $i$, so $i$ has at least as many chips after playing $i \alpha_{2}$ from $P$ as in $P$ itself. Thus $i$ is
firable after playing $\alpha$ from the original position.
From Proposition 5.1(ii) we deduce that if a PMG with eulerian great graph has a terminating game, then some node $i$ is fired less than $p_{i}$ times.

Proposition 4.3 can be generalized to PMG. Let $p_{\max } \stackrel{\text { def }}{=} \max \left\{p_{i}: i \in V\right\}$, the length of the longest mutation period. Let $D$ denote the maximum outdegree of the great graph $G G$.

Proposition 5.4. Let $V_{0} \subset V$ be a node set containing at least one node of every sink component of the great graph $G G$ of $a$ PMG. Playing the PMG without firing any node in $V_{0}$ can go on for no more than $\left((N+n)\left(1+D+\cdots+D^{n-2}\right)+n D^{n-1}\right) p_{\max }$ firings.

Proof. Partition $G G$ in $V_{0}, V_{1}, \ldots, V_{n-1}$ as in the proof of Proposition 4.3. Let $m_{i}$ be the number of complete mutation periods at node $i$ in a game $\alpha$ that never fires the nodes of $V_{0}$, so $m_{i}$ is the integer part of $[\alpha]_{i} / p_{i}$. Following the notation and argument of the other proof, we get

$$
\begin{equation*}
\sum_{j \in V_{k+1}} m_{j} \leq N+\sum_{i \in W_{k}}\left(m_{i}+1\right)(D-1) \tag{4}
\end{equation*}
$$

Let $t_{k} \stackrel{\text { def }}{=} \sum_{i \in W_{k}}\left(m_{i}+1\right)$. Adding $t_{k}+n$ to both sides of (4) yields

$$
\begin{equation*}
t_{k+1} \leq N+n+t_{k} D \tag{5}
\end{equation*}
$$

and $t_{0}=\left|V_{0}\right| \leq n$, so the recurrence inequality yields $t_{k} \leq(N+n)(1+D+\cdots+$ $\left.D^{k-1}\right)+n D^{k}$. The number of firings in $\alpha$ is less than $\sum_{i \in V}\left(m_{i}+1\right) p_{i} \leq t_{n-1} p_{\max } \leq$ $\left((N+n)\left(1+D+\cdots+D^{n-2}\right)+n D^{n-1}\right) p_{\text {max }}$.

Lemma 5.5. If $\alpha$ is a firing sequence in a PMG with great graph $G G$ and $[\alpha]$ is reduced, then the number of firings in $\alpha$ is less than $\operatorname{per}(\mathrm{PMG})+\left((N+n)\left(D^{n-2}+\right.\right.$ $\left.\cdots+D+1)+n D^{n-1}\right) p_{\max }$.

Proof. We can follow the proof of Lemma 4.5 word for word (well, exchange $G G$ for $G$ and PMG-primitive for primitive), only we must use the bound given by Proposition 5.4 instead of its CFG counterpart.

Theorem 5.6. For a PMG,

$$
\operatorname{game}(\mathrm{PMG})<\operatorname{per}(\mathrm{PMG})+3 n D^{n-1} p_{\max } .
$$

Proof. We follow the line of proof as in Theorem 4.6. First, we know from $\S 3$ that in a terminating game we have $N+n \leq m \leq n D$. Second, we know that a terminating game has reduced score vector, so by Lemma 5.5 and the inequality above we have game(PMG) $<\operatorname{per}($ PMG $)+n D\left(1+D+\cdots+D^{n-2}\right) p_{\max }+n D^{n-1} p_{\max }=$ $\operatorname{per}(\mathrm{PMG})+n\left(D+\cdots+D^{n-2}\right) p_{\max }+2 n D^{n-1} p_{\max }$. If $D=1$, then the game can only terminate if there are no chips at all, in which case game $($ PMG $)=0$. Otherwise, we have

$$
n\left(D+\cdots+D^{n-2}\right) p_{\max }=n\left(\frac{D^{n-1}}{D-1}-1\right) p_{\max } \leq n D^{n-1} p_{\max }
$$

and the theorem follows.
From the discussion of period vectors of PMG and CFG in the very beginning of this section, it is evident that $\operatorname{per}(\mathrm{PMG}) \leq p_{\max } \operatorname{per}(G G)$. This yields a general bound on the game length of PMG.

Corollary 5.7. For a PMG, the game length of terminating games is bounded by

$$
\operatorname{game}(\mathrm{PMG}) \leq 4 n D^{n-1} p_{\max }
$$

Remark 5.8. Observe that if firings of nodes without any outgoing edges at all are not counted (since they do not do anything), then we have $p_{\max } \leq D$ and hence game $($ PMG $) \leq 4 n D^{n}$, where $D$ is the maximal outdegree of the great graph.

Remark 5.9. Björner and L. Lovász [2] also prove that the reachability problem is decidable for CFG, by describing an algorithm that takes a CFG and two positions, $p$ and $q$, and which in finite time answers whether $q$ can be reached by playing from $p$. It is not hard (though not entirely trivial) to generalize their algorithm (and the complexity analysis) to PMG, so the reachability problem is decidable also for PMG. We omit the details.
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#### Abstract

This paper develops new techniques for constructing separators for graphs embedded on surfaces of bounded genus. For any arbitrarily small positive $\varepsilon$ we show that any $n$-vertex graph $G$ of genus $g$ can be divided in $O(n+g)$ time into components whose sizes do not exceed $\varepsilon n$ by removing a set $C$ of $O(\sqrt{(g+1 / \varepsilon) n})$ vertices. Our result improves the best previous ones with respect to the size of $C$ and the time complexity of the algorithm. Moreover, we show that one can cut off from $G$ a piece of no more than $(1-\varepsilon) n$ vertices by removing a set of $O(\sqrt{n \varepsilon(g \varepsilon+1}))$ vertices. Both results are optimal up to a constant factor.
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1. Introduction. Let $S$ be a class of graphs closed under the subgraph relation and $f(n)$ be a nonnegative function. An $f(n)$-separator theorem for $S$ is defined in [18] as a theorem of the following form: there exist constants $\alpha<1$ and $\beta>0$ such that if $G$ is any n-vertex graph in $S$, then the vertices of $G$ can be divided into three sets $A$, $B$, and $C$ such that no edge joins a vertex in $A$ with a vertex in $B, \max (|A|,|B|) \leq \alpha n$ and $|C| \leq \beta f(n)$. The set of vertices $C$ is called an $\alpha$-separator. Separator theorems are known for many classes of graphs, i.e., for forests, grids [17], planar graphs [18], graphs of bounded genus [6], [11], graphs with an excluded minor [2], geometric graphs [20], and others. The $\sqrt{n}$-separator theorem for the class of planar graphs [18] is now a classic result in computational graph theory.

If an $o(n)$-separator theorem exists for $S$, then one can efficiently apply a divide-and-conquer method for solving graph problems on graphs from $S$. The sets of vertices $A$ and $B$ define subproblems which are independent and essentially smaller than the original problem. To find solutions to the subproblems defined by $A$ and $B$ one applies the same method until the sizes of the subproblems become so small that they can be easily solved directly. Separators have been successfully applied for solving different computational problems. Such applications include finding a suitable ordering of the equations of very large sparse systems of linear equations in order to minimize the fill-in during a Gaussian elimination [17], [12], finding approximate solutions to NPcomplete problems [19], VLSI layout [3], [4], [16], designing efficient sequential and parallel algorithms [8], [15], [9], [13], and many others.

One inefficiency that results when the above method is straightforwardly applied is that the time required to find the decomposition of the original problem can be too large or even dominate the total time needed to solve the problem of interest. For instance, if an algorithm for finding a $2 / 3$-separator of an $n$-vertex graph belonging to

[^13]a certain class of graphs requires $\Theta(n)$ time, then it will take $\Theta(n \log n)$ time to find a decomposition of the graph into subgraphs of $O(1)$ size by using that algorithm.

In our paper we give a solution to the problem of dividing an $n$-vertex graph into many pieces of small size in optimal linear time. More specifically, we prove that if $G$ is an $n$-vertex graph with nonnegative vertex weights embedded on a surface of orientable genus $g$, then for any $\varepsilon \in(0,1)$ there exists a set $C$ of no more than $4 \sqrt{(g+1 / \varepsilon) n}$ vertices of $G$ whose removal leaves no component of total weight exceeding $\varepsilon$ times the total weight of $G$. Such separators for $\varepsilon=o(n)$ are referred to in the literature as $\varepsilon$-separators. They have been used for the solutions of various problems, e.g., in constructing approximation algorithms for the maximum independent set and other NP-complete problems [19], pebbling [19], the embedding of data or communication structures [19], [4], shortest path problems [8], and the design of parallel algorithms [13]. We present an algorithm that finds such a separator in $O(n+g)$ time, given the embedding of $G$. A preliminary version of this result was published in [5]. Similar results for the class of planar graphs (i.e., for the case where $g=0$ ) were proved in [19], [8], where the complexity of the algorithms is $O(n \log n)$ and for the class of planar unweighted graphs in [13], where the size of the separator is not explicitly estimated. In [11] the existence of an $\varepsilon$-separator of size $O(\sqrt{n g / \varepsilon})$ for graphs of genus $g$ is derived as a consequence of the iterative $2 / 3$-separation. The complexity of the algorithm that follows from this approach is $O(n \log n)$. Thus, our algorithms improve the previous results with respect to the size of the separator and the time complexity of the algorithm. Moreover, we show that the size of the separators found by our algorithm is optimal within a constant factor.

Essential to our approach will be a data structure we call a separation graph and a technique we develop for manipulating with separation graphs. The separation graphs, which are sparse graphs of degree 3 , contain all the relevant information we need in order to construct the separator. Separation graphs are more convenient to use for purposes of graph separation than the original graphs because of their simple structure and sparsity.

We also demonstrate the use of our new technique also by proving an optimal separator theorem for the class of graphs of bounded genus with a constant $\alpha=$ $1-o(1)$. We prove that if $G$ is an $n$-vertex graph with nonnegative vertex weights embedded on a surface of orientable genus $g$, then for any $\varepsilon \in(0,1 / 15)$ there exists an $(1-\varepsilon)$-separator $C_{1}$ of $G$ of $O(\sqrt{n \varepsilon(g \varepsilon+1)})$ vertices. The size of $C_{1}$ is optimal within a constant factor and $C_{1}$ can be found in $O(n+g)$ time given the embedding of $G$. A similar result was proved by Gilbert in [10] and by Djidjev and Gilbert in [7]; however, the constants in [10], [7] are much larger and the complexities of the algorithms are $O((n+g) \log n)$. Another application of separation graphs was described in [1].

We view the contribution of our work as follows: (i) we prove separator theorems for graphs embedded on orientable surfaces, where similar previous results concerned separators for planar graphs only; (ii) the complexity of our algorithms is linear; and (iii) our separators are smaller in size than the best previous separators for the planar case and are asymptotically optimal for arbitrary genus.

The paper is organized as follows. In $\S 2$ we give a definition of a separation graph and prove some of its properties. Next we give an algorithm for the construction of separation graphs and prove that any edge separator of the separation graph induces a set of cycles separating the original graph. In $\S 3$ we present the basic results of the paper. In $\S 3.2$ we construct a linear algorithm for the $\varepsilon$-separation of graphs embedded onto a surface of genus $g$ in the case when $\varepsilon$ is close to zero and in $\S 3.3$ we
construct a linear algorithm for the case when $\varepsilon$ is close to one. In the final subsection we establish the optimality of our results.
2. Separation graphs. We begin with a brief description of some basic notions from topological graph theory. A more detailed and formal treatment can be found in [14].

A graph $G$ is an ordered pair $(V(G), E(G))$ of sets, where $V(G)$ is a set of vertices and $E(G)$ is a set of edges. Each edge is an unordered pair of different vertices. We will consider graphs embedded on orientable surfaces. A surface is a connected, compact 2-manifold. An embedding $I(G)$ of the graph $G$ onto a surface $Z$ is a mapping of the vertices onto different points of $Z$ and of the edges onto arcs along $Z$, so that the incidences are preserved, and no two arcs intersect at an inner point. We call the vertices and edges of $G$ vertices and edges of $I(G)$ and we call faces of $I(G)$ the connected components of $Z \backslash I(G)$. We consider simplicial embeddings, i.e., each face is surrounded by at least three edges. An embedding is a 2 -cell embedding if each of its faces is homeomorphic to an open disk. If no ambiguity arises, we will refer to the 2-cell embeddings as embeddings and to $I(G)$ as $G$. The orientable genus (or the genus) of a graph $G$ is the minimum genus of an orientable surface, called the genus surface of $G$, onto which $G$ can be embedded. A region $R$ of $I(G)$ we call any connected open subset of $I(G)$. The boundary of $R$ is $\partial R=\bar{R} \backslash R$, where $\bar{R}$ is the closure of $R$.

The sets of vertices, edges, and faces of $I(G)$ (or $G$ ) will be denoted, respectively, by $V(G), E(G)$, and $F(G)$ hereafter. An important relation among the numbers of vertices, edges, faces, and the genus of a 2-cell embedding $I(G)$ is given by Euler's formula

$$
\begin{equation*}
|V(G)|-|E(G)|+|F(G)|=2 c-2 g \tag{1}
\end{equation*}
$$

where $c$ is the number of connected components of $G$ and $|X|$ denotes the cardinality of a set $X$.

DEFINITION 2.1. Let $G$ be an embedded graph and $T$ be a spanning tree of $G$. $A$ separation graph of $G$ with respect to the spanning tree $T$ is a graph $S=S(G, T)$, where

$$
\begin{aligned}
& V(S):=F(G) \\
& E(S):=\left\{\left(f_{1}, f_{2}\right): f_{1}, f_{2} \in F(G), f_{1} \text { and } f_{2} \text { share a nontree edge }\right\}
\end{aligned}
$$

Algorithm 2.1, described below, will assign proper weights to the edges of $S$ which are essential for the use of a separation graph.

According to the above definition, the separation graph of a given embedded graph $G$ is a subgraph of the dual graph of $G$ and can be constructed in $O(|V(G)|+|E(G)|)$ time. For an example, see Fig. 1.

As the next lemma shows, if the genus $g$ of $G$ is small compared to $|V(G)|$, then $S$ is much simpler (sparser) than $G$.

LEMMA 2.1. Let $G$ be a connected graph that has a 2-cell embedding on a surface of genus $g$ with a spanning tree $T$. Then the separation graph $S(G, T)$ is connected and

$$
\begin{equation*}
|E(S)|-|V(S)|=2 g-1 \tag{2}
\end{equation*}
$$


non-tree edges of $K_{7}$

edges of $\mathrm{S}\left(\mathrm{K}_{7}\right)$


T

$\mathrm{S}\left(\mathrm{K}_{7}, \mathrm{~T}\right)$

Fig. 1. An embedding of $K_{7}$ on the torus and its separation graph.

Proof. Assume that $S$ is disconnected and let $K$ be a component of $S$. Denote by $R$ the region consisting of all faces that correspond to vertices of $K$ together with their boundaries. The boundary $\partial R$ of $R$ is nonempty and it contains a simple closed curve that is an embedding of a cycle of $G$. On the other hand, by the definition of $S$, the boundary $\partial R$ is a subset of the embedding $I(T)$ of $T$. This means that $I(T)$ contains a closed curve and therefore $T$ contains a cycle, which is a contradiction. Thus $S$ is connected.

By the definition of $S$, we have

$$
|E(S)|=|E(G)|-|V(G)|+1 \quad \text { and } \quad|V(S)|=|F(G)|
$$

Applying Euler's formula (1), we obtain

$$
|E(S)|-|V(S)|=|E(G)|-|V(G)|+1-|F(G)|=2 g-1,
$$

which proves (2).
For instance, if $g=0$ (i.e., if $G$ is planar), then by Lemma $2.1 S$ is a tree. In general, $S$ can be represented as a tree plus $2 g$ additional edges. An example for $g=1$ is presented in Fig. 1.

We call a $T$-cycle of $G$ any simple cycle that contains exactly one edge that is not in $T$. Any edge of $S(G, T)$ determines a unique $T$-cycle, the one containing the corresponding nontree edge of $G$. In what follows we will show that, if weights are assigned to the edges of $S$ in a proper way, we can construct separators of $G$ consisting of $T$-cycles by considering $S$ instead of $G$.

Hereafter, we consider the case when the embedding of $G$ is a triangulation, i.e., each of its faces is incident to three edges. For our purposes, this is not a restriction since any embedding could be extended to a triangulation by adding new edges. Subsequently, any vertex set that separates the resulting triangulation separates the original graph as well. Note that in the case when the embedding of $G$ is a triangulation the vertices of $S$ have maximal degree three, which can be used to simplify the algorithms on $S$.

We assume that the vertices of $G$ have nonnegative weights $w t(\cdot)$. The algorithm below assigns weights on the edges of $S$ that depend on the structure of $G$ and on the weight function $w t(\cdot)$. We will use the following notations. For $v \in V(G)$ denote by $E(v, 0)$ the set of all nontree edges of $G$ incident to $v$ and by $E(v, 1)$ the set of all nontree edges of $G$ whose both endpoints are adjacent to $v$. As the vertices at distance 1 from $v$ define (at least one) simple cycle and there are no simple cycles in any spanning tree of $G$, then $E(v, 1) \neq \emptyset$. The algorithm described below first defines for each nontree edge of $G$ (or equivalently for each edge of $S$ ) a set $\operatorname{vert}(e)$ of vertices of $G$ such that the sets $\operatorname{vert}(e)$ for $e \in E(G) \backslash E(T)$ form a partition of $V(G)$ (see Fig. 2). Then the algorithm assigns to each edge $e$ of $S$ a weight equal to the total weight of the set vert(e).

Algorithm 2.1 (Assignment of weights on the edges of $S$ ).
Input: An embedded graph $G$ with a spanning tree $T$ and the corresponding separation graph $S(G, T)$; a weight function $w t(\cdot)$ defined on $V(G)$;
Output: A weight function $w t(\cdot)$ on the edges of $S$;
Set $\operatorname{vert}(e):=\emptyset$ for $e \in E(G) \backslash E(T)$
For each $v \in V(G)$ do
if $E(v, 0) \neq \emptyset$
then $\quad e_{1}:=$ any edge in $E(v, 0)$
$\operatorname{vert}\left(e_{1}\right):=\operatorname{vert}\left(e_{1}\right) \cup\{v\}$
else $\quad\{$ since always $E(v, 1) \neq \emptyset\}$
$e_{2}:=$ any edge in $E(v, 1)$
$\operatorname{vert}\left(e_{2}\right):=\operatorname{vert}\left(e_{2}\right) \cup\{v\}$
endif
enddo
Set $w t\left(e^{\prime}\right):=\sum_{v \in \operatorname{vert}(e)} w t(v)$, for $e^{\prime} \in E(S)$,
where $e$ is the corresponding to $e^{\prime}$ edge from $E(G) \backslash E(T)$.
Algorithm 2.1 can be implemented in linear time in a straightforward manner. Note that from the definition of $w t(e)$ it follows directly:

$$
\begin{equation*}
\sum_{e \in E(S)} w t(e)=\sum_{v \in V(G)} w t(v) . \tag{3}
\end{equation*}
$$

Remark. We will need weights on the edges of $S$ as assigned by Algorithm 2.1 even in the case when the original graph is nonweighted. In this case we assume that all vertices of $G$ have weight $1 /|V(G)|$.
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Fig. 2. Illustrations to Algorithm 2.1 and Theorem 2.1. The subgraph $G_{i}$ of $G$ embedded inside a $T$-cycle of $G$, the corresponding region $Z_{i}$, and component $S_{i}$.

The next theorem shows that to find a separator consisting of $T$-cycles one can use $S(G)$ instead of $G$ (see Fig. 2). Observe that inequalities (4) and (5) below can be used to estimate the weights of the parts into which $G$ is divided.

Theorem 2.1. Let $G$ be a graph with weights on the vertices embedded on a surface $Z$ such that each face is a triangle and let $T$ be a spanning tree of $G$. Let $M$ be a set of edges of $S$ whose removal divides $S$ into components $S_{1}, \ldots, S_{k}$. Then the set of curves $\tilde{C}(M)$ that are embeddings of the $T$-cycles corresponding to the edges of $M$ divides $Z$ into connected open regions $Z_{1}, \ldots, Z_{k}$ such that
(i) if $w t\left(Z^{\prime}\right)$, for $Z^{\prime} \subset Z$, denotes the total weight of the vertices of $G$ embedded in $Z^{\prime}$ then

$$
\begin{equation*}
w t\left(Z_{i}\right) \leq w t\left(S_{i}\right), \quad i=1, \ldots, k ; \tag{4}
\end{equation*}
$$

(ii) if $T$ is a breadth-first spanning tree of $G$, then

$$
\begin{equation*}
w t\left(Z_{i} \cup \partial Z_{i}\right) \geq w t\left(S_{i} \cup \partial S_{i}\right)-w t(t), \quad i=1, \ldots, k, \tag{5}
\end{equation*}
$$

where $\partial Z_{i}$ is the boundary of $Z_{i}, \partial S_{i}$ is the set of edges of $M$ adjacent to $S_{i}$, and $t$ is the root of $T$.

Proof. Let the set of curves $\tilde{C}(M)$ divide $Z$ into connected open regions $Z_{1}, \ldots, Z_{k^{\prime}}$. For $i=1, \ldots, k^{\prime}$, denote by $S_{i}^{\prime}$ the subgraph of $(V(S), E(S) \backslash M)$ that is embed-
ded inside $Z_{i}$. Then the graphs $S_{i}^{\prime}, i=1, \ldots, k^{\prime}$, define a partition of the graph $(V(S), E(S) \backslash M)$, i.e., we have

$$
\begin{aligned}
& \bigcup_{i=1}^{k^{\prime}} V\left(S_{i}^{\prime}\right)=V(S) \quad \text { and } \quad V\left(S_{i}^{\prime}\right) \cap V\left(S_{j}^{\prime}\right)=\emptyset \quad \text { for } \quad i \neq j ; \\
& \bigcup_{i=1}^{k^{\prime}} E\left(S_{i}^{\prime}\right)=E(S) \backslash M \quad \text { and } \quad E\left(S_{i}^{\prime}\right) \cap E\left(S_{j}^{\prime}\right)=\emptyset \quad \text { for } \quad i \neq j .
\end{aligned}
$$

We will show that each graph $S_{i}^{\prime}, i=1, \ldots, k^{\prime}$, is connected. Assume that $S_{i}^{\prime}$ is disconnected for some $i \in\left\{1, \ldots, k^{\prime}\right\}$ and let $K$ be one of its components. Denote by $R$ the region of $Z$ consisting of all faces dual to the vertices of $K$. The boundary $\partial R$ of $R$ contains a simple closed curve that is an embedding of a cycle of $G$. According to the assumption it follows that $\partial R \subset I\left(M^{*} \cup T\right)$ and $\partial R \cap Z_{i} \neq \emptyset$, where $M^{*}$ denotes the set of edges dual to the edges of $M$ and $I\left(M^{*} \cup T\right)$ is the embedding of $M^{*} \cup T$. Consequently, there exists a simple closed curve $\gamma \subset \partial R$ such that $\gamma \cap Z_{i} \neq \emptyset$. In other words, we have found an embedding of a cycle $\gamma \subset I\left(M^{*} \cup T\right)$ with $\gamma \not \subset \tilde{C}(M)$. This is a contradiction, since the embedding of each cycle in $T \cup M^{*}$ belongs to $\tilde{C}(M)$.

We proved that $S_{i}^{\prime}$, for $i=1, \ldots, k^{\prime}$, are connected components of the graph $(V(S), E(S) \backslash M)$. Therefore, $k=k^{\prime}$ and $\left\{S_{1}, \ldots, S_{k}\right\} \equiv\left\{S_{1}^{\prime}, \ldots, S_{k}^{\prime}\right\}$. To simplify the notations we assume $S_{i}^{\prime}=S_{i}$ for $i=1, \ldots, k$.

Next, we prove that (i) and (ii) hold for $Z_{i}$ for $i=1, \ldots, k$. Let $v \in Z_{i}$ and $e$ be the edge of $S$ such that $v \in \operatorname{vert}(e)$. Then, by Algorithm 2.1, the edge from $E(G) \backslash E(T)$ dual to $e$ is either incident or has both endpoints adjacent to $v$. By the definition of $Z_{i}, e \in S_{i} \cup M$. On the other hand it is not possible that $e \in M$, because it implies $E(v, 0) \neq \emptyset$ and therefore $v \in \tilde{C}(M)$, which contradicts $v \in Z_{i}$. Thus $e \in S_{i}$ and (i) follows.

In order to prove (ii), we consider any edge $e \in S_{i} \cap \partial S_{i}$. We will show that $\operatorname{vert}(e) \subset\{t\} \cup Z_{i} \cup \partial Z_{i}$. If $e \in S_{i}$, the relation follows immediately. Let $e \in \partial S_{i}$ and ( $v_{1}, v_{2}$ ) be the edge of $G$ dual to $e$. If $w \in \operatorname{vert}(e)$ and $w \neq v_{i}, i=1,2$, then by Algorithm 2.1, $E(w, 0)=\emptyset$. (The assumption $E(w, 0) \neq \emptyset$ leads to $w \in \operatorname{vert}(h)$ for some $h \in E(w, 0)$.) Therefore, any edge incident to $w$ is from $E(T)$. The only vertex with this property in a breadth-first spanning tree of a triangulation is its root. Thus $\operatorname{vert}(e) \subset\left\{v_{1}, v_{2}, t\right\}$ and inequality (ii) holds.

We use the result of Theorem 2.1 as a basic tool for constructing separators in the next section. More precisely, if $G, T, S, M$, and $S_{1}, \ldots, S_{k}$ are as in Theorem 2.1, then the removal of the vertices of $G$ that belong to the $T$-cycles corresponding to the edges in $M$ divides $G$ into components $G_{1}, \ldots, G_{k}$ such that $w t\left(G_{i}\right) \leq w t\left(S_{i}\right), i=1, \ldots, k$. Therefore, we can construct separators for $G$ by constructing edge-separators for the separation graph $S$. This approach relies on the fact that, as we will show in the next section, we are able to construct edge-separators for sparse graphs in optimal linear time. Note that the length of a $T$-cycle can be $\Omega(|V(G)|)$, and thus a good bound on the size of the resulting separator of $G$ does not directly follow from the existence of a small separator of $S$. So, in order to achieve both an optimal running time of our algorithm and an optimal size of the constructed separators, we will combine the use of separation graphs with an appropriate radius-reducing technique.
3. $\varepsilon$-separation of graphs of bounded genus. In this section we derive two results on the separation of graphs of bounded genus. The first one is related to the problem of dividing a graph into (possibly many) components of small weights, known as the $\varepsilon$-separation problem, and the second one concerns the problem of separating a single piece of small weight from a graph.

Definition 3.1. For any weighted graph $G$ and $\varepsilon \in(0,1)$, the vertex (respectively, edge) set $C$ is called an $\varepsilon$-separator (respectively, $\varepsilon$-edge separator) of $G$ if the subgraph of $G$ induced by $V(G) \backslash C$ (respectively, the subgraph induced by $E(G) \backslash C$ ) has no component of weight greater than $\varepsilon w t(G)$.

First we will develop fast algorithms for the $\varepsilon$-separation of graphs of degree three.
3.1. Separating trees and sparse graphs. In the next lemma we present a linear algorithm that finds a small $\varepsilon$-edge separator for any graph of degree three.

Lemma 3.1. Let $S$ be a graph of degree three with $n$ vertices, $m$ edges, and $q$ connected components and nonnegative weights wt(•) on its edges. For any $\varepsilon \in(0,1)$ there exists a set $M_{\varepsilon}$ of no more than $m-n+q+\lfloor 2 / \varepsilon\rfloor$ edges, whose removal divides $S$ into connected components $S_{1}, \ldots, S_{k}$ with the properties
(i) for any $i=1, \ldots, k$

$$
\begin{equation*}
w t\left(S_{i}\right) \leq \varepsilon w t(S) \tag{6}
\end{equation*}
$$

(ii) the inequality

$$
\begin{equation*}
w t\left(S_{i} \cup \partial S_{i}\right) \geq\left(\frac{\varepsilon}{2}\right) w t(S) \tag{7}
\end{equation*}
$$

holds for at least $k-q$ of the components $S_{i}, i=1, \ldots, k$, where $\partial S_{i}$ is the set of edges from $M_{\varepsilon}$ adjacent to $S_{i}$. The set $M_{\varepsilon}$ can be found in $O(m)$ time.

Proof. First we consider the case where $S$ is a binary tree, i.e., $m=n-1$ and $q=1$. Let the set of edges of $S$ be divided into levels $E_{0}, \ldots, E_{r}$ according to their distance to some fixed vertex of $S$. For $e \in E(S) \backslash E_{0}$ we denote by $\operatorname{pr}(e)$ the unique edge at the lower level that shares a common vertex with $e$, and we create an additional edge to be a predecessor of the edges from $E_{0}$. Consider the following procedure.

## Procedure: Tree Separation

Input: A binary tree $S$, the set of levels $E_{0}, \ldots, E_{r}$ with respect to a root $t$, a parameter $\varepsilon \in(0,1)$, and the weights $w t(\cdot)$ on the edges of $S$.
Output: A set $M_{\varepsilon}$, which is an $\varepsilon$-edge separator of $S$.
For $i=r, r-1, \ldots, 0$, do
For each $e \in E_{i}$ do
If $w t(e)>(\varepsilon / 2) w t(S)$ then insert $e$ in $M_{\varepsilon}$
else $w t(p r(e)):=w t(p r(e))+w t(e)$.
This procedure runs in time linear on $m$, since every edge of $S$ is considered only once. During the $i$ th iteration of the loop, the current weight of any edge $x$ in $E_{r-i+1}$ is equal to its original weight plus the total weight of the component of $S$ which would be cut if $x$ and all edges already in $M_{\varepsilon}$ are deleted. We include an edge $e$ in $M_{\varepsilon}$ if and only if its current weight $w t(e)$ is greater than $(\varepsilon / 2) w t(S)$. Therefore, proposition (ii) follows for all components of $S \backslash M_{\varepsilon}$, except possibly for the one containing the root. Proposition (i) follows by the fact that the total weight of the component that will
be cut if $e$ is deleted is equal to the sum of the current weights of its ancestors (no more than two), which were not included in $M_{\varepsilon}$ during the previous iteration.

The estimation $\left|M_{\varepsilon}\right| \leq\lfloor 2 / \varepsilon\rfloor$ follows by the observation that with each edge inserted in $M_{\varepsilon}$ the total weight of the edges of $S$ decreases by at least $(\varepsilon / 2) w t(S)$.

In the general case when $S$ is a graph of degree three we apply the following algorithm.

## Algorithm 3.1 (Edge Separation of Graphs of Degree Three).

Input: A graph of $S$ degree three, an $\varepsilon \in(0,1)$, and weights $w t(\cdot)$ on edges of $S$. Output: A set $M_{\varepsilon}$, which is an $\varepsilon$-edge separator of $S$.
Step 1: Find the set of the connected components of $S$.
Step 2: For each connected component $Q$ with $w t(Q)>\varepsilon w t(S)$ do:
Step 2.1: Find a breadth-first spanning tree $T$ of $Q$ and divide the set of edges of $T$ into levels with respect to the root of $T$.

Step 2.2: Insert the set of nontree edges of $Q$ in $M_{\varepsilon}$.
Step 2.3: If $w t(T)>\varepsilon w t(S)$, then apply the tree separation procedure on $T$ with parameter $\varepsilon_{1}=\varepsilon w t(S) / w t(T)$ to find an $\varepsilon_{1}$-edge separator $M_{\varepsilon_{1}}$ of $T$. Add $M_{\varepsilon_{1}}$ to the set $M_{\varepsilon}$.

The proof that the set $M_{\varepsilon}$ constructed by Algorithm 3.1 satisfies requirements of the lemma follows from the correctness of the tree separation procedure.
3.2. Finding $\varepsilon$-separators for $\boldsymbol{\varepsilon}$ close to zero. Let $G$ be an $n$-vertex graph with nonnegative vertex weights and $I(G)$ be a 2-cell embedding of $G$ on a surface $Z$ of orientable genus $g$. We are going to describe an algorithm that for a given $I(G)$ and $\varepsilon \in(0,1)$ finds an $\varepsilon$-separator $C$ of $G$ of no more than $4 \sqrt{n(g+1 / \varepsilon)}$ vertices in $O(n+g)$ time. Let us recall that, without loss of generality, we assume that $I(G)$ is a triangulation, since we can make each face a triangle by adding new edges. Any vertex set that separates the resulting graph will separate the original graph as well.

Let $T$ be a breadth-first spanning tree rooted at a vertex $t$ and let $S$ be the corresponding separation graph as defined in Definition 2.1 and Algorithm 2.1. Denote the radius of $T$ by $R$. For $r=0,1, \ldots, R$ we define level $L(r)$ to be the set of vertices lying at distance $r$ from $t$.

We denote by $Z(r), 0<r \leq R$, the closed region of $Z$ consisting of all triangles that have at least one vertex lying on a level lower than $r$. The boundary of $Z(r)$ consists of simple closed curves that are embeddings of the vertices in $L(r)$ and certain nontree edges between them. They form a set of edge disjoint cycles in $G$, which we denote by $\tilde{L}(r)=\left\{c_{1}(r), \ldots, c_{\nu(r)}(r)\right\}$ (see Fig. 3). The set $\tilde{L}(r)$ can be constructed by traversing each connected component of the boundary of $Z(r)$ in one direction so that $Z(r)$ remains on the right and then choosing the first nontraversed edge in a counterclockwise order to be traversed next. This procedure requires time proportional to the size of the subgraph of $G$ induced by the vertex set $L(r)$.

Let $Z^{+}(r)$ be the complement of $Z(r)$ to $Z$. We denote by $G(r), T(r)$, and $S(r)$ the subgraphs of $G, T$, and $S$ that are embedded on $Z(r)$. Correspondingly, the subgraphs embedded on $Z^{+}(r)$ are denoted by $G^{+}(r), T^{+}(r)$, and $S^{+}(r)$. Clearly, the level $L(r)$ separates $G(r)$ and $G^{+}(r)$, and the set of edges of $S$ that are dual to the edges of the cycles in $\overparen{L}(r)$ separates $S(r)$ and $S^{+}(r)$.

Our algorithm for finding an $\varepsilon$-separator constructs the required $\varepsilon$-separator iteratively. At each iteration step a fixed level $L(r)$ along which the graph will be


Fig. 3. The region $Z(r)$ and its boundary.
cut is considered. The algorithm constructs the set of embedded cycles $\tilde{L}(r)$ and the graph $S^{+}(r)$ defined above and by using the separation graph finds a set of vertices that divides the graph $G^{+}(r)$ into components of weights not exceeding $\varepsilon w t(G)$. The constructed vertex set is added to the current separator. Finally, the algorithm transforms the remaining (not still separated) subgraph $G(r)$ and the corresponding subgraph of the separation graph $S(r)$ in a form suitable for the next iteration step. Next we describe in more detail how this transformation is done and then we will give an outline of the whole algorithm.

The region $Z(r)$ can be considered as a surface with holes determined by the embeddings of the cycles in $\tilde{L}(r)$. Let $\tilde{Z}(r)$ be the surface obtained from $Z(r)$ by pasting open discs (faces) $f\left(c_{1}(r)\right), \ldots, f\left(c_{\nu}(r)\right)$ on its holes. In our transformation we supplement the graphs $G(r)$ and $S(r)$, obtaining graphs $\tilde{G}(r)$ and $\tilde{S}(r)$ that possess the following properties: (a) the graph $\tilde{G}(r)$ triangulates the surface $\tilde{Z}(r)$; (b) the tree $T(r)$ is a breadth-first spanning tree of $\tilde{G}(r)$; and (c) the graph $\tilde{S}(r)$ is a weighted separation graph for $\tilde{G}(r)$ with respect to the tree $T(r)$. The following procedure describes how such graphs $\tilde{G}(r)$ and $\tilde{S}(r)$ can be constructed.

## Procedure: Subgraph Supplementation

Input: Subgraphs $G(r), S(r)$ embedded on $Z(r)$; a set of embedded cycles $\tilde{L}(r)$ and the weights of the edges in $S$ dual to the edges in $\tilde{L}(r)$.
Output: Graphs $\tilde{G}(r)$ and $\tilde{S}(r)$ embedded on $\tilde{Z}(r)$ satisfying properties (a), (b), and (c).

Step 1: For each cycle $c \in \tilde{L}(r)$ add a face $f(c)$ to the embedding of $G(r)$ with a boundary the embedding of $c$. Triangulate each face $f(c)$ by adding new


Fig. 4. A triangulated face $f(c)$ and the corresponding $\operatorname{tr}(c)$.
edges to $G(r)$ embedded onto $f(c)$. Define $\tilde{G}(r)$ to be the resulting graph.
Step 2: For each face $f(c) c \in \tilde{L}(r)$ construct the tree $\operatorname{tr}(c)$ dual to the triangulation of $f(c)$ obtained in Step 1. Assign zero weights to the edges of $\operatorname{tr}(c)$ (see Fig. 4). Add the trees $\operatorname{tr}(c)$ for $c \in \tilde{L}(r)$ to the graph $S(r)$. Add to $S(r)$ the edges dual to the edges of the cycles in $\tilde{L}(r)$ preserving their original weights in $S$. Define $\tilde{S}(r)$ to be the resulting graph.

The proof that graphs $\tilde{G}(r), T(r)$, and $\tilde{S}(r)$ have properties (a), (b), and (c) follows directly from their definitions. The running time of the procedure is proportional to the size of the set $\tilde{L}(r)$.

Next, we present our main algorithm that constructs an $\varepsilon$-separator for a given graph $G$ embedded onto a surface of genus $g$. We assume that $g<n / 16$; otherwise $4 \sqrt{(g+1 / \varepsilon) n}>n$ and the set $V(G)$ is a trivial $\varepsilon$-separator. Additionally, we assume without loss of generality that $I(G)$ is a triangulation, for otherwise we can define additional edges to make each face a triangle.

## Algorithm 3.2 (Construction of an $\varepsilon$-Separator).

Input: A 2-cell embedding of a graph $G$ on a surface of orientable genus $g$; a non-
negative weight function defined on vertices of $G$; a number $\varepsilon \in(0,1)$.
Output: An $\varepsilon$-separator $C$ of $G$.
Step 1: Choose any vertex $t$ of $G$ and construct a breadth-first spanning tree $T$ of $G$ rooted at $t$. Let $R$ be the radius of $T$. For $j=0,1, \ldots, R$, find the levels $L(j)$ consisting of all vertices at distance $j$ from $t$.
Step 2: Construct the separation graph $S=S(G, T)$ of $G$ with respect to $T$. Assign weights to the edges of $S$ using Algorithm 2.1.
Step 3: Set $h=\left\lceil\frac{1}{2} \sqrt{n /(g+1 / \varepsilon)}\right\rceil$. Find an integer $k$ between 0 and $h-1$ that minimizes the number of vertices in the set $L=\bigcup_{j=0}^{l} L(k+j h)$, where $l=\left\lfloor\frac{R-k}{h}\right\rfloor$. (Thus $|L| \leq n / h$.) Set initially $C=L$.
Step 4: For $j=l+1, l, \ldots, 0$, do Steps 4.1 through 4.7 below.
Step 4.1: Set $r=k+(j-1) h$ if $j \geq 1$, or $r=0$ if $j=0$.
Step 4.2: Find the set of cycles $\tilde{L}(r)$.
Step 4.3: Determine the subgraph $S^{+}(r)$, i.e., the subgraph of $S$ embedded onto $Z^{+}(r)$.
Step 4.4: If $w t\left(S^{+}(r)\right)>\varepsilon w t(S)$, then find an $\varepsilon_{j}$-edge separator $M_{j}$ for $S^{+}(r)$ by applying Algorithm 3.1 on $S^{+}(r)$ with parameter $\varepsilon_{j}=$ $\varepsilon w t(S) / w t\left(S^{+}(r)\right)$. Otherwise set $M_{j}=\emptyset$.
Step 4.5: Add to the current separator $C$ the set $C_{j}$ of vertices of $G$ on levels above $L(r)$ that belong to $T$-cycles corresponding to edges in $M_{j}$.
Step 4.6: Find subgraphs $G(r), S(r)$, and $T(r)$.
Step 4.7: Apply the subgraph supplementation procedure on $G(r)$ and $S(r)$ and obtain graphs $\tilde{G}(r)$ and $\tilde{S}(r)$. Set $G=\tilde{G}(r), S=\tilde{S}(r)$, and $T=T(r)$.
In the next theorem we prove the correctness of Algorithm 3.2 and estimate the size of the constructed $\varepsilon$-separator.

Theorem 3.1. Let $G$ be an n-vertex graph with nonnegative vertex weights and $I(G)$ be a 2 -cell embedding of $G$ on an orientable surface of genus $g$. For any $\varepsilon \in(0,1)$ there exists an $\varepsilon$-separator $C$ of $G$ of no more than $4 \sqrt{(g+1 / \varepsilon) n}$ vertices. The separator $C$ can be found in $O(n+g)$ time, given $I(G)$.

Proof. Let $C$ be the set constructed by Algorithm 3.2 for the graph $G$. The proof will consist of three parts.
A. Proof that $C$ is an $\varepsilon$-separator of $G$. It will be appropriate to define the following set of curves that contain all vertices of $C$ :

$$
\begin{equation*}
\tilde{C}=\left\{\bigcup_{j=0}^{l} \tilde{L}(k+j h)\right\} \cup\left\{\bigcup_{j=0}^{l+1} \tilde{C}_{j}\right\}, \tag{8}
\end{equation*}
$$

where $\tilde{L}(k+j h)$ is the embedding of the cycles in $L(k+j h) ; \tilde{C}_{j}$ denotes the set of curves which are embeddings of the parts of the $T$-cycles corresponding to the edges in $M_{j}$ with endpoints on levels between $k+(j-1) h$ and $k+j h$.

To simplify our presentation we will introduce more convenient notations. For $j=1, \ldots, l+1$ we denote $X(k+(j-1) h)$ by $X_{j}$, where $X$ can be any of the symbols $Z$, $Z^{+}, \tilde{Z}, S, S^{+}$, and $\tilde{S}$. Additionally, let us denote $Z_{0}=S_{0}=\emptyset, Z_{0}^{+}=\tilde{Z}_{1}, \tilde{Z}_{l+2}=Z$, and $\tilde{S}_{l+2}=S$.

Lemma 3.2. The set of curves $\tilde{C}$ divides $Z$ into regions of weights not exceeding $\varepsilon w t(G)$, where the weight of a region is defined as the total weight of the vertices of $G$ embedded onto it.

Proof of Lemma 3.2. We will show that the set of curves $\tilde{C}_{l+1}$ divides $Z_{l+1}^{+}=$ $Z \backslash Z_{l+1}$ into regions of weights not exceeding $\operatorname{\varepsilon wt}(G)$. Consider the set $M$ of edges of $S$ containing the edges dual to the edges of the cycles of $\tilde{L}(k+l h)$ plus the edges included in $M_{l+1}$. According to Theorem 2.1, there is a one-to-one correspondence between the components of $S \backslash M$ and the regions of $Z \backslash\left\{\tilde{L}(k+l h) \cup \tilde{C}_{l+1}\right\}$ associated with $I(G)$. In addition, the weight of each region does not exceed the weight of the corresponding component of $S \backslash M$ (see Theorem 2.1(i)). The set of curves $\tilde{L}(k+l h)$ separates $Z_{l+1}$ from the regions on $Z_{l+1}^{+}$. The set of edges $M_{l+1}$ separates $S_{l+1}^{+}$ into components of weight not exceeding $\varepsilon w t(G)$ (note that $w t(S)=w t(G)$ ), and therefore the set of curves $\tilde{C}_{l+1}$ divides $Z_{l+1}^{+}$into regions of weights not exceeding $\varepsilon w t(G)$. Applying the same argument we prove that for $j=l, \ldots, 0$ the set of curves $\tilde{C}\left(M_{j}\right)$ divides $Z_{j}^{+}$into regions of weights not exceeding $\varepsilon w t(G)$. According to our definitions, the set $\tilde{C}\left(M_{j}\right)$ is a superset of $\tilde{C}_{j}$, since $Z_{j}^{+}$is equal to $Z_{j+1} \backslash Z_{j}$ plus the set of open discs (faces) pasted onto the holes determined by the curves in (embedded cycles) $\tilde{L}(k+j h)$. But $\tilde{C}_{j}$ is a restriction of $\tilde{C}\left(M_{j}\right)$ on $Z_{j+1} \backslash Z_{j}$, and thus $\tilde{C}_{j}$ divides $Z_{j+1} \backslash Z_{j}$ into regions of weights not exceeding $\varepsilon w t(G)$. The lemma follows by this fact and the observation that the set of curves $\cup_{j=0}^{l} \tilde{L}(k+j h)$ divides $Z$ into the regions $Z_{j+1} \backslash Z_{j}, j=l+1, \ldots, 0$.

The vertex set $C$ constructed by Algorithm 3.2 induces a subgraph of $G$ whose embedding contains the set of curves $\tilde{C}$. By Lemma 3.2 and the definitions it follows that $C$ is an $\varepsilon$-separator for $G$.
B. Time complexity. Steps 1,2 , and 3 run in $O(|I(G)|)$ time. Each of the substeps included in the loop of Step 4 runs in linear time on its input. During Step 4 the algorithm traverses the graph and therefore this step and the algorithm run in $O(|I(G)|)=O(n+g)$ time.
C. Estimation of the size of $C$. The set $C$ was constructed as the union

$$
\begin{equation*}
C=L \cup\left\{\bigcup_{j=0}^{l+1} C_{j}\right\} \tag{9}
\end{equation*}
$$

where $L=\bigcup_{j=0}^{l} L(k+j h)$ is the set of levels determined in Step 3 and sets $C_{j}$ were constructed in Step 4.5. By the choice of $k$ in Step 3, it follows that $|L| \leq n / h$ and thus

$$
|C| \leq \frac{n}{h}+\sum_{j=0}^{l+1}\left|C_{j}^{\prime}\right|
$$

where $C_{j}^{\prime}$ denotes the set $C_{j}$ without the vertices in $L$. The sets $C_{j}^{\prime}$ consist of parts of $T$-cycles that lie on levels between $k+j h$ and $k+(j-1) h$ for $j>0$, and on levels less than $k$ for $j=0$. Therefore, each of these parts could contain no more than $2(h-1)$ vertices and hence from the previous inequality we obtain

$$
\begin{equation*}
|C| \leq \frac{n}{h}+2(h-1) \sum_{j=0}^{l+1}\left|M_{j}\right| \tag{10}
\end{equation*}
$$

Let us now estimate the sum $\sum_{j=0}^{l+1}\left|M_{j}\right|$. For $j=0, \ldots, l+1$, we denote by $q\left(S_{j}^{+}\right)$the number of the connected components of the graph $S_{j}^{+}$. According to the construction
of the sets $M_{j}$ in Step 4.4, we have

$$
\left|M_{j}\right| \leq\left|E\left(S_{j}^{+}\right)\right|-\left|V\left(S_{j}^{+}\right)\right|+q\left(S_{j}^{+}\right)+\left\lfloor\frac{2 w t\left(S_{j}^{+}\right)}{\varepsilon w t(G)}\right\rfloor
$$

which follows by Lemma 3.1 if $w t\left(S_{j}^{+}\right)>\varepsilon w t(G)$, or by the fact that the right side is nonnegative otherwise (in this case $\left|M_{j}\right|=0$ ). Summing these inequalities over $j=0, \ldots, l+1$, we obtain

$$
\begin{align*}
\sum_{j=0}^{l+1}\left|M_{j}\right| & \leq \sum_{j=0}^{l+1}\left(\left|E\left(S_{j}^{+}\right)\right|-\left|V\left(S_{j}^{+}\right)\right|+q\left(S_{j}^{+}\right)+\left\lfloor\frac{2 w t\left(S_{j}^{+}\right)}{\varepsilon w t(G)}\right\rfloor\right) \\
& \leq \frac{2}{\varepsilon}+\sum_{j=0}^{l+1} q\left(S_{j}^{+}\right)+\sum_{j=0}^{l+1}\left(\left|E\left(S_{j}^{+}\right)\right|-\left|V\left(S_{j}^{+}\right)\right|\right) \tag{11}
\end{align*}
$$

since $\sum_{j=0}^{l+1} w t\left(S_{j}^{+}\right) \leq w t(G)$. By the construction of graphs $\tilde{S}_{j}$ in the subgraph supplementation procedure it follows, for $j=0,1, \ldots, l+1$, that

$$
\begin{aligned}
& E\left(\tilde{S}_{j+1}\right)=\left\{E\left(S_{j}^{+}\right) \cup E\left(\tilde{S}_{j}\right)\right\} \backslash\left\{\bigcup_{c \in \tilde{L}(k+(j-1) h)} E(\operatorname{tr}(c))\right\}, \\
& V\left(\tilde{S}_{j+1}\right)=\left\{V\left(S_{j}^{+}\right) \cup V\left(\tilde{S}_{j}\right)\right\} \backslash\left\{\bigcup_{c \in \tilde{L}(k+(j-1) h)} V(\operatorname{tr}(c))\right\},
\end{aligned}
$$

and

$$
\begin{align*}
& \left|E\left(\tilde{S}_{j+1}\right)\right|-\left|V\left(\tilde{S}_{j+1}\right)\right| \\
& =\left|E\left(S_{j}^{+}\right)\right|-\left|V\left(S_{j}^{+}\right)\right| \\
& \quad+\left|E\left(\tilde{S}_{j}\right)\right|-\left|V\left(\tilde{S}_{j}\right)\right| \\
& \quad+\sum_{c \in \tilde{L}(k+(j-1) h)}(|V(\operatorname{tr}(c))|-|E(\operatorname{tr}(c))|)  \tag{12}\\
& =\left|E\left(S_{j}^{+}\right)\right|-\left|V\left(S_{j}^{+}\right)\right|+\left|E\left(\tilde{S}_{j}\right)\right|-\left|V\left(\tilde{S}_{j}\right)\right|+|\tilde{L}(k+(j-1) h)|,
\end{align*}
$$

where $|\tilde{L}(k+(j-1) h)|$ denotes the number of the cycles in $\tilde{L}(k+(j-1) h)$. Summing (12) over $j$ and since $\tilde{S}_{0}=\emptyset$ and $\tilde{S}_{l+2}=S$ we obtain that

$$
\begin{equation*}
\sum_{j=0}^{l+1}\left(\left|E\left(S_{j}^{+}\right)\right|-\left|V\left(S_{j}^{+}\right)\right|\right)=|E(S)|-|V(S)|-\sum_{j=0}^{l+1}|\tilde{L}(k+(j-1) h)| . \tag{13}
\end{equation*}
$$

We substitute (13) in (11) and apply (2):

$$
\begin{align*}
\sum_{j=0}^{l+1}\left|M_{j}\right| & \leq \frac{2}{\varepsilon}+|E(S)|-|V(S)|+\sum_{j=0}^{l+1}\left(q\left(S_{j}^{+}\right)-|\tilde{L}(k+(j-1) h)|\right) \\
& =\frac{2}{\varepsilon}+2 g-1+\sum_{j=0}^{l+1}\left(q\left(S_{j}^{+}\right)-|\tilde{L}(k+(j-1) h)|\right) \tag{14}
\end{align*}
$$

(see Lemma 2.1). For each $j=0, \ldots, l+1$, the number $|\tilde{L}(k+(j-1) h)|$ is the number of cycles on the boundary of $Z_{j}$. Using Theorem 2.1 it is easy to see that the number of components of the graph $S_{j}^{+}$is equal to the number of connected regions of $\tilde{Z}_{j+1} \backslash Z_{j}$. Each of the connected regions of $\tilde{Z}_{j+1} \backslash Z_{j}$ has at least one of the cycles from $\tilde{L}(k+(j-1) h)$ on its boundary, and no two of these regions have a common cycle on their boundaries. Hence, the number of cycles in $\tilde{L}(k+(j-1) h)$ is greater than or equal to the number of connected regions of $\tilde{Z}_{j+1} \backslash Z_{j}$, which gives the inequality

$$
\begin{equation*}
q\left(S_{j}^{+}\right) \leq|\tilde{L}(k+(j-1) h)| \quad \text { for } \quad j=0,1, \ldots, l+1 \tag{15}
\end{equation*}
$$

By (14) and (15) it follows that

$$
\begin{equation*}
\sum_{j=0}^{l+1}\left|M_{j}\right| \leq 2 g+\frac{2}{\varepsilon} \tag{16}
\end{equation*}
$$

We obtain the desired estimation substituting (16) and the value of $h$ in (10), i.e.,

$$
|C| \leq \frac{n}{h}+2(h-1)\left(2 g+\frac{2}{\varepsilon}\right) \leq 4 \sqrt{\left(g+\frac{1}{\varepsilon}\right) n}
$$

As we will show in the last subsection, the size of $C$ is optimal within a constant factor for any $\varepsilon \leq 2 / 3$. On the other hand, when $\varepsilon$ is close to one, it is evident that the size of $C$ cannot be optimal. We investigate such type of separators in the next subsection.

Intuitively, when $\varepsilon$ is close to one, we need to cut off a small piece of the given graph in order to divide it into parts of sizes not greater than $\varepsilon$, and therefore the separator (the "boundary" of this small piece) should be small too. An algorithm that finds good separators in this case could be useful for designing incremental type algorithms on graphs.
3.3. Finding $\varepsilon$-separators for $\varepsilon$ close to one. It will be more convenient to talk about ( $1-\varepsilon$ )-separators for small values of $\varepsilon$ instead of talking about $\varepsilon$-separators for big values of $\varepsilon$. Below we show how Algorithm 3.2 can be extended to cope with ( $1-\varepsilon$ )-separators when $\varepsilon$ is small. More precisely, we present an algorithm based on Algorithm 3.2 that, for $\varepsilon \in(0,1 / 15)$, finds a $(1-\varepsilon)$-separator $C_{1}$ of no more than $2+30 \sqrt{2} \sqrt{n \varepsilon(2 g \varepsilon+1)}$ vertices.

The idea of the algorithm for constructing $C_{1}$ is the following. We first run Algorithm 3.2 on the input graph $G$ with parameter $2 \varepsilon$, storing information for the obtained division. Let the constructed separator be $C_{2 \varepsilon}$. As discussed above, the set $C_{2 \varepsilon}$ is defined as the set of vertices belonging to the set of curves $\tilde{C}_{2 \varepsilon}$; see (8). The set of curves $\tilde{C}_{2 \varepsilon}$ divides the surface $Z$ into connected open regions, which we denote by $Z_{1}, \ldots, Z_{p^{\prime \prime}}$. Let $G_{1}, \ldots, G_{p^{\prime \prime}}$ be the subgraphs of $G$ embedded inside these regions and $\partial G_{1}, \ldots, \partial G_{p^{\prime \prime}}$ be the subgraphs that form region boundaries. Clearly, the vertex set $V\left(\partial G_{i}\right)$ separates the graph $G_{i}$ from $G$. From the previous subsection we know that the weight of any $Z_{i}$ does not exceed $2 \varepsilon w t(G)$. For our purposes, however, we will need some lower bound on the weight of the parts of $G$. For this end we "group" the sets $Z_{i}$ as follows. Using the division $Z_{1}, \ldots, Z_{p^{\prime \prime}}$ we derive a collection $V_{1}, \ldots, V_{p}\left(p \leq p^{\prime \prime}\right)$ of nonintersecting sets of vertices of $G$. Each of these sets contains the vertices of an appropriately chosen set of graphs $G_{i}$ so that its weight plus the weight of its boundary exceeds $\varepsilon w t(G)$. The boundary of a given vertex set is defined
as the set of vertices that are not in the set but are adjacent to a vertex in the set. So, the boundary $\partial V_{i}$ of a set $V_{i}$, for each $i=1, \ldots, p$, is the union of the vertices of the boundaries of those of the graphs $G_{1}, \ldots, G_{p^{\prime \prime}}$, whose vertex sets are in $V_{i}$. We find the required $(1-\varepsilon)$-separator $C_{1}$ as the smallest among the sets $\partial V_{1}, \ldots, \partial V_{p}$.

Next we give more details about how to find the sets $V_{i}$ for $i=1, \ldots, p$. Initially, we define a collection of $p^{\prime}$ sets $U_{i}(r)\left(p \leq p^{\prime} \leq p^{\prime \prime}\right)$, where $i=1, \ldots, p^{\prime}(r)$ and $r \in R_{k, h}=\{k+l h, k+(l-1) h, \ldots, k, 0\}$, during the implementation of Algorithm 3.2 as follows. Consider any specific iteration of Step 4, i.e., let $r \in R_{k, h}$ be fixed. In Step 4.4 we found an edge separator $M$ for the graph $S^{+}(r)$. Let the connected components of $S^{+}(r) \backslash M$ be $S_{1}^{+}(r), \ldots, S_{p^{\prime}(r)}^{+}(r)$. According to Theorem 2.1, these components correspond to regions $Z_{1}^{+}(r), \ldots, Z_{p^{\prime}(r)}^{+}(r)$ that satisfy inequalities (4) and (5). The relation between the regions $Z_{1}^{+}(r), \ldots, Z_{p^{\prime}(r)}^{+}(r)$ and the regions $Z_{1}, \ldots, Z_{p^{\prime \prime}}$ is that each connected region of the interior of the intersection $Z(r) \cap Z_{i}^{+}(r)$ is equal to one of the regions $Z_{1}, \ldots, Z_{p^{\prime \prime}}$. (Note that the region $Z_{i}^{+}(r)$ could contain parts of faces added by the subgraph supplementation procedure that pastes open disks onto the holes of $Z(r)$.) Then, for $i=1, \ldots, p^{\prime}(r)$, we define $U_{i}(r)$ as the set of vertices of $G$ embedded inside $Z \cap Z_{i}^{+}(r)$. The boundary $\partial U_{i}(r)$ consists of the vertices of $G$ lying on the boundary of the region $Z \cap Z_{i}^{+}(r)$. Since the separation graphs are associated with the embedding of $G$, i.e., the vertices of a component $S_{i}^{+}(r)$ correspond to the triangles inside the region $Z_{i}^{+}(r)$ for $i=1, \ldots, p^{\prime}(r)$, then we easily construct sets $U_{i}(r)$ and their boundaries, for $i=1, \ldots, p^{\prime}(r)$, from the components of $S^{+}(r) \backslash M$ during the corresponding iteration of Step 4 in Algorithm 3.2. According to Lemma 3.1 and Theorem 2.1,

$$
\begin{equation*}
w t\left(U_{i}(r)\right) \leq 2 \varepsilon w t(G), \quad i=1, \ldots, p^{\prime}(r) \tag{17}
\end{equation*}
$$

Additionally, since the number of the connected components of $S^{+}(r)$ is $q(r)$, then for at least $p^{\prime}(r)-q(r)$ (w.l.o.g. for the first $p^{\prime}(r)-q(r)$ ) of the sets $U_{i}(r)$ we have

$$
\begin{equation*}
\varepsilon w t(G) \leq w t\left(U_{i}(r) \cup \partial U_{i}(r)\right), \quad i=1, \ldots, p^{\prime}(r)-q(r) \tag{18}
\end{equation*}
$$

By reordering the sequence of the sets $U_{i}(r)$ so that the sets satisfying inequality (18) precede the others, we obtain a sequence $U_{1}, \ldots, U_{p^{\prime}}$ with $p^{\prime}=\sum_{r \in R_{k, h}} p^{\prime}(r)$. Let the sets satisfying (18) be $U_{1}, \ldots, U_{p_{1}}$ for some $p_{1} \leq p^{\prime}$. For $i=1, \ldots, p_{1}$ we define $V_{i}=U_{i}$.

In the second stage we define sets $V_{p_{1}+1}, \ldots, V_{p}$ as unions of groups of the "light" sets $U_{p_{1}+1}, \ldots, U_{p^{\prime}}$, i.e., we find numbers $i_{0}=0<i_{1}<\cdots<i_{p-p_{1}} \leq p^{\prime}-p_{1}$, so that

$$
\varepsilon w t(G) \leq \sum_{i=p_{1}+i_{j-1}+1}^{p_{1}+i_{j}} w t\left(U_{i} \cup \partial U_{i}\right) \leq 2 \varepsilon w t(G), \quad j=1, \ldots, p-p_{1}
$$

and

$$
\sum_{i=p_{1}+i_{p-p_{1}}+1}^{p^{\prime}} w t\left(U_{i} \cup \partial U_{i}\right) \leq 2 \varepsilon w t(G) .
$$

Such numbers $i_{j}$, for $j=1, \ldots, p-p_{1}$, exist since the sets $U_{i}$, for $i=p_{1}, \ldots, p^{\prime}$, do not satisfy (18). So the sets $V_{p_{1}+1}, \ldots, V_{p}, V_{p+1}$ are defined by

$$
V_{p_{1}+j}=\bigcup_{i=p_{1}+i_{j-1}+1}^{p_{1}+i_{j}} U_{i} \quad \text { for } \quad j=1, \ldots, p-p_{1}
$$

and

$$
V_{p+1}=\bigcup_{i=p_{1}+i_{p-p_{1}}+1}^{p^{\prime}} U_{i} .
$$

We define the boundary $\partial V_{i}$ of a set $V_{i}$ to be the union of the boundaries of the sets that are included in $V_{i}$.

As described above, we obtain vertex sets $V_{1}, \ldots, V_{p+1}$ with boundaries $\partial V_{1}, \ldots, \partial V_{p+1}$ satisfying

$$
\begin{equation*}
w t\left(V_{i}\right) \leq 2 \varepsilon w t(G) \quad \text { for } i=1, \ldots, p+1 \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
w t\left(V_{i} \cup \partial V_{i}\right) \geq \varepsilon w t(G) \quad \text { for } i=1, \ldots, p \tag{20}
\end{equation*}
$$

Each of the boundaries $\partial V_{1}, \ldots, \partial V_{p}$ is a $(1-\varepsilon)$-separator and we just chose the minimal among these separators. Formally, our algorithm is presented below.

Algorithm 3.3 (Construction of a ( $1-\varepsilon$ )-Separator).
Input: A 2-cell embedding of a graph $G$ on a surface of orientable genus $g$; weight function defined on vertices of $G$; a number $\varepsilon \in(0,1 / 15)$.
Output: A set $C_{1}$ of vertices that is a $(1-\varepsilon)$-separator of $G$.
Step 1: Run Algorithm 3.2 on $G$ with parameter $2 \varepsilon$. Find a $(2 \varepsilon)$-separator $C_{2 \varepsilon}$, vertex sets $U_{1}, \ldots, U_{p^{\prime}}$, and their boundaries $\partial U_{1}, \ldots, \partial U_{p^{\prime}}$, as defined above.
Step 2: If $w t\left(C_{2 \varepsilon}\right) \geq(1 / 15) w t(G)$, then define $C_{1}$ to contain the heaviest $\left\lceil 15 \varepsilon\left|C_{2 \varepsilon}\right|\right\rceil$ vertices of $C_{2 \varepsilon}$ and output $C_{1}$.
Step 3: As described before the algorithm construct sets $V_{1}, \ldots, V_{p+1}$ and boundaries $\partial V_{1}, \ldots, \partial V_{p+1}$, so that inequalities (19) and (20) hold.
Step 4: Among the sets of vertices $\partial V_{1}, \ldots, \partial V_{p}$ find the set containing the minimum number of vertices. Output that set to be the required separator $C_{1}$.

The correctness and complexity of this algorithm will be formally proved in the next theorem.

Theorem 3.2. Let $G$ be an n-vertex graph with nonnegative vertex weights and $I(G)$ be a 2-cell embedding of $G$ on an orientable surface $Z$ of genus $g$. For any $\varepsilon \in(0,1 / 15)$ there exists a $(1-\varepsilon)$-separator $C_{1}$ of $G$ of no more than $2+$ $30 \sqrt{2} \sqrt{n \varepsilon(2 g \varepsilon+1)}$ vertices. The separator $C_{1}$ can be found in $O(n+g)$ time given $I(G)$.

Proof: Let $C_{1}$ be the separator constructed by Algorithm 3.3. We divide our proof into three parts.
A. Proof that $C_{1}$ is a $(1-\varepsilon)$-separator. Consider the case where the $2 \varepsilon$-separator $C_{2 \varepsilon}$ found in Step 1 has weight greater than (1/15)wt $(G)$. In this case, according to the construction of $C_{1}$ in Step 2, we have

$$
w t\left(C_{1}\right) \geq \frac{\left\lceil 15 \varepsilon\left|C_{2 \varepsilon}\right|\right\rceil}{\left|C_{2 \varepsilon}\right|} w t\left(C_{2 \varepsilon}\right) \geq \varepsilon w t(G)
$$

This means that $C_{1}$ is a $(1-\varepsilon)$-separator of $G$ and the theorem follows, since by Theorem 3.1

$$
\left\lceil 15 \varepsilon\left|C_{2 \varepsilon}\right|\right\rceil \leq\lceil 30 \sqrt{2} \sqrt{n \varepsilon(2 \varepsilon g+1)}\rceil .
$$

Hereafter, we assume that

$$
\begin{equation*}
w t\left(C_{2 \varepsilon}\right)<\left(\frac{1}{15}\right) w t(G) \tag{21}
\end{equation*}
$$

In this case the set $C_{1}$ is found in Step 4 as the smallest of the boundaries $\partial V_{1}, \ldots, \partial V_{p}$. Therefore $C_{1}$ is a ( $1-\varepsilon$ )-separator for $G$, since inequality (19) holds for each of the sets $V_{1}, \ldots, V_{p}$.
B. Time complexity. The first step of Algorithm 3.3 consists of running Algorithm 3.2 and constructing the sets $U_{1}, \ldots, U_{p^{\prime}}$ and their boundaries. Algorithm 3.2 runs in $O(n+g)$ as shown in Theorem 3.1. The additional time for the construction of the sets $U_{1}, \ldots, U_{p^{\prime}}$ and $\partial U_{1}, \ldots, \partial U_{p^{\prime}}$ during the implementation of Algorithm 3.2 is clearly linear too. Step 2 can be implemented in $O(n)$ time by using a linear algorithm for ordered statistics. Steps 3 and 4 obviously run in $O(n)$ time. Therefore, the complexity of Algorithm 3.3 constructs a $(1-\varepsilon)$-separator for $G$ in $O(n+g)$ time.
C. Estimation of the size of $C_{1}$. For the size of $C_{1}$, we have by Step 4

$$
\begin{equation*}
\left|C_{1}\right| \leq \frac{1}{p} \sum_{i=1}^{p}\left|\partial V_{i}\right| . \tag{22}
\end{equation*}
$$

First we estimate the sum $\sum_{i=1}^{p}\left|\partial V_{i}\right|$ and then we give an estimation of $p$.
Recall that the union $\bigcup_{i=1}^{p+1} \partial V_{i}$ coincides with the separator $C_{2 \varepsilon}$. On the other hand, Algorithm 3.2 constructs $C_{2 \varepsilon}$ as the set of vertices lying onto a set of curves $\tilde{C}_{2 \varepsilon}$, see (8). The set of curves $\tilde{C}_{2 \varepsilon}$ could be considered as an embedding of a graph with a vertex set $V\left(\tilde{C}_{2 \varepsilon}\right)=\bigcup_{i=1}^{p^{\prime \prime}} V\left(\partial Z_{i}\right)$, an edge set $E\left(\tilde{C}_{2 \varepsilon}\right)$ consisting of the edges embedded on $\tilde{C}_{2 \varepsilon}$, and faces $Z_{1}, \ldots, Z_{p^{\prime \prime}}$. Note that this embedding may not be a 2 -cell embedding. In this case Euler's formula (1) gives the inequality

$$
\begin{equation*}
\left|E\left(\tilde{C}_{2 \varepsilon}\right)\right|-\left|V\left(\tilde{C}_{2 \varepsilon}\right)\right| \leq 2 g+p^{\prime \prime}-2 . \tag{23}
\end{equation*}
$$

Each edge of $E\left(\tilde{C}_{2 \varepsilon}\right)$ belongs to the boundary of two of the regions $Z_{1}, \ldots, Z_{p^{\prime \prime}}$. The boundaries $\partial Z_{1}, \ldots, \partial Z_{p^{\prime \prime}}$ consist of simple closed curves (cycles). Then

$$
\sum_{i=1}^{p^{\prime \prime}}\left|V\left(\partial Z_{i}\right)\right|=2 E\left(\tilde{C}_{2 \varepsilon}\right)
$$

By the definition of the sets $V_{i}$ and (23) we obtain

$$
\begin{equation*}
\sum_{i=1}^{p+1}\left|\partial V_{i}\right| \leq \sum_{i=1}^{p^{\prime \prime}}\left|V\left(\partial Z_{i}\right)\right|=2 E\left(\tilde{C}_{2 \varepsilon}\right) \leq 2\left(\left|C_{2 \varepsilon}\right|+2 g+p^{\prime \prime}-2\right) \tag{24}
\end{equation*}
$$

Next, we find a lower bound for $p$. By (19),

$$
(p+1) 2 \varepsilon w t(G) \geq \sum_{i=1}^{p+1} w t\left(V_{i}\right)=w t\left(G \backslash C_{2 \varepsilon}\right)
$$

By (21) and since $\varepsilon<1 / 15$

$$
\begin{equation*}
p \geq \frac{w t(G)-w t\left(C_{2 \varepsilon}\right)}{2 \varepsilon w t(G)}-1>\frac{2}{5 \varepsilon} \tag{25}
\end{equation*}
$$

Combining (22), (24), and (25) we obtain

$$
\begin{equation*}
\left|C_{1}\right| \leq 2+5 \varepsilon\left(\left|C_{2 \varepsilon}\right|+2 g+p^{\prime \prime}-p-2\right) . \tag{26}
\end{equation*}
$$

To complete the estimation of $\left|C_{1}\right|$ we use the inequality

$$
\begin{equation*}
p^{\prime \prime}-p \leq 6 \sqrt{n\left(g+\frac{1}{2 \varepsilon}\right)}+6(g-1) \tag{27}
\end{equation*}
$$

which will be proved below. We substitute (27) in (26), and by using $n>16 g$ and Theorem 3.1 we obtain

$$
\begin{aligned}
\left|C_{1}\right| & \leq 2+5 \varepsilon\left(\left|C_{2 \varepsilon}\right|+6 \sqrt{n\left(g+\frac{1}{2 \varepsilon}\right)}+8(g-1)\right) \\
& \leq 2+60 \varepsilon \sqrt{n\left(g+\frac{1}{2 \varepsilon}\right)}=2+30 \sqrt{2} \sqrt{n \varepsilon(2 g \varepsilon+1)}
\end{aligned}
$$

Let us now prove (27). Recall that $p^{\prime \prime}$ is the number of the connected open regions $Z_{1}, \ldots, Z_{p^{\prime \prime}}$ of $Z \backslash \dot{\tilde{C}}_{2 \varepsilon}$ and $p$ is the number of the vertex sets $V_{1}, \ldots, V_{p}$. We will use the parameter $p^{\prime}$, which is the number of the vertex sets $U_{1}, \ldots, U_{p^{\prime}}$. Since by definition $U_{1}, \ldots, U_{p^{\prime}}$ form a subpartition of $V_{1}, \ldots, V_{p}$ and for $i=1, \ldots, p^{\prime}$ the set $U_{i}$ comprises the vertices embedded into one or more of the regions $Z_{j}$ for $j=1, \ldots, p^{\prime \prime}$, then $p \leq p^{\prime} \leq p^{\prime \prime}$. According to our constructions, vertices embedded in two regions $Z_{i_{1}}$ and $Z_{i_{2}}$ are in one $U_{i}(r)$ for some $i=1, \ldots, p^{\prime}(r)$ and $r \in R_{k, h}$, if and only if the regions $Z_{i_{1}}$ and $Z_{i_{2}}$ are components of $Z \cap Z^{+}(r)$. Therefore, both $Z_{i_{1}}$ and $Z_{i_{2}}$ neighbor a hole of $Z(r)$; see Fig. 3. Therefore, they have at least one edge of the graph $\tilde{L}(r)$ on its boundary, where $\tilde{L}(r)$ was defined as the graph of cycles $\left\{c_{1}(r), \ldots, c_{\nu(r)}(r)\right\}$ forming the boundary of $Z(r)$. Moreover, no two regions corresponding to a fixed $r$ can be adjacent to the same edge of $\tilde{L}(r)$. Hence,

$$
\begin{equation*}
p^{\prime \prime}-p^{\prime} \leq \sum_{r \in R_{k, h}}(|E(\tilde{L}(r))|-\nu(r)) \tag{28}
\end{equation*}
$$

Further, the difference $p^{\prime}-p$ does not exceed the number $p^{\prime}-p_{1}$ of sets $U_{i}$, for $i=1, \ldots, p^{\prime}$, for which (18) is not valid. As pointed out, for any $r \in R_{k, h}$, at most $q(r)$ of the sets $U_{i}(r)$ do not satisfy (18), where $q(r)$ denotes the number of connected components of $S^{+}(r)$. Thus,

$$
p^{\prime}-p_{1} \leq \sum_{r \in R_{k, h}} q(r)
$$

and by (15), where the numbers $q(r)$ are compared to the numbers $\nu(r)$ denoting the number of cycles in $\tilde{L}(r)$, we obtain

$$
\begin{equation*}
p^{\prime}-p \leq p^{\prime}-p_{1} \leq \sum_{r \in R_{k, h}} q(r) \leq \sum_{r \in R_{k, h}} \nu(r) . \tag{29}
\end{equation*}
$$

Adding (28) to (29) gives

$$
\begin{equation*}
p^{\prime \prime}-p \leq \sum_{r \in R_{k, h}}|E(\tilde{L}(r))| \tag{30}
\end{equation*}
$$

So, to estimate $p^{\prime \prime}-p$ we need an estimation for the number of edges of the graph $\tilde{L}=\bigcup_{r \in R_{k, h}} \tilde{L}(r)$. The graph $\tilde{L}$ is simplicial (has no parallel edges or loops) and has an embedding (not necessarily a 2 -cell) onto a surface of genus $g$. Therefore, using Euler's formula (1) as an inequality and the inequality $2|E(\tilde{L})| \geq 3|F(\tilde{L})|$ between the number of edges and the number of faces in any embedding of a simplicial graph, we obtain

$$
\begin{equation*}
|E(\tilde{L})| \leq 3|V(\tilde{L})|+6(g-1) \tag{31}
\end{equation*}
$$

The set $V(\tilde{L})$ is the union of the vertices lying on the levels $L(r)$ for $r \in R_{k, h}$. According to the choice of $h$ and $k$ (see Step 3 of Algorithm 3.2), we have

$$
|V(\tilde{L})|=\sum_{r \in R_{k, h}}|L(r)| \leq 2 \sqrt{\left(g+\frac{1}{2 \varepsilon}\right) n}
$$

that, together with (31) and (30), implies (27).
3.4. Tightness of results. In this subsection we show that the results of Theorems 3.1 and 3.2 are optimal up to a constant factor. More precisely, we are going to prove the following theorem.

Theorem 3.3. There exists a constant $d>0$ such that for any $\varepsilon \in(0,2 / 3), g$, and $n>g+1 / \varepsilon$
(i) there exists an n-vertex graph $G$ of genus $g$ that has no $\varepsilon$-separator of size less than $d \sqrt{n(g+1 / \varepsilon)}$; and
(ii) there exists an n-vertex graph $G_{1}$ of genus $g$ that has no $(1-\varepsilon)$-separator of size less than $d \sqrt{n \varepsilon(g \varepsilon+1)}$.

Proof. We will base our proof on two special cases of our theorem that are proved in previous works. The case $g=0$ follows immediately from the result of Theorem 6 in [18]. The case $\varepsilon=2 / 3$ is proved in [6], [11].

We consider graphs with equal weights on the vertices. For a graph $G$ and $\varepsilon \in(0,1)$ we denote by $c(G, \varepsilon)$ the minimum number of vertices in an $\varepsilon$-separator of $G$. Let $K(n, g)$ be the class of graphs with no more than $n$ vertices and genus not exceeding $g$. We define the following function:

$$
\mu(n, g, \varepsilon)=\max _{G \in K(n, g)} c(G, \varepsilon) .
$$

From the definition it is clear that the function $\mu$ is increasing on $n$ and $g$ and decreasing on $\varepsilon$. The validity of the theorem in the cases $g=0$ and $\varepsilon=2 / 3$ means that

$$
\begin{align*}
\mu(n, 0, \varepsilon) & =\Omega\left(\sqrt{\frac{n}{\varepsilon}}\right),  \tag{32}\\
\mu(n, 0,1-\varepsilon) & =\Omega(\sqrt{n \varepsilon}),  \tag{33}\\
\mu(n, g, 2 / 3) & =\Omega(\sqrt{n g}) . \tag{34}
\end{align*}
$$

By using the monotonicity of $\mu$, (32), and (34) we obtain

$$
\begin{aligned}
2 \mu(n, g, \varepsilon) & \geq \mu(n, 0, \varepsilon)+\mu(n, g, 2 / 3) \\
& =\Omega\left(\sqrt{\frac{n}{\varepsilon}}\right)+\Omega(\sqrt{n g})=\Omega\left(\sqrt{n\left(g+\frac{1}{\varepsilon}\right.}\right)
\end{aligned},
$$

which proves (i).
We shall prove (ii) by considering two cases.

1) $\varepsilon g \leq 1$. In this case by the monotonicity of $\mu$ and (33) we have

$$
\mu(n, g, 1-\varepsilon) \geq \mu(n, 0,1-\varepsilon)=\Omega(\sqrt{n \varepsilon})=\Omega(\sqrt{n \varepsilon(g \varepsilon+1)})
$$

which gives (ii).
2) $\varepsilon g>1$. To show that (ii) holds in this case, we shall prove first that

$$
\begin{equation*}
\varepsilon \mu\left(n, g, \frac{2}{3}\right) \leq \mu(n, g, 1-\varepsilon) \tag{35}
\end{equation*}
$$

Let $G$ be any graph from $K(n, g)$. We will construct a $2 / 3$-separator of $G$ as a union of $(1-\varepsilon)$-separators. We set $G_{0}=G$ and define a sequence of graphs $G_{1}, \ldots, G_{k}$ in the following way. Let $C_{i-1}$, for $i=1, \ldots, k$, be the minimal ( $1-\varepsilon$ )-separator of the graph $G_{i-1}$ and $G_{i}$ be the greatest component of $G_{i-1} \backslash C_{i-1}$. The weights $w t\left(G_{i}\right)$ decrease with $i$ and satisfy the inequalities $w t\left(G_{i}\right) \leq(1-\varepsilon)^{i} w t(G)$, for $i=1, \ldots, k$. The integer $k$ is chosen to be the smallest such that $w t\left(G_{k}\right) \leq(2 / 3) w t(G)$ and thereby $k \leq 1 / \varepsilon$. Since $C_{i-1}$, for $i=1, \ldots, k$, is an $(1-\varepsilon)$-separator of $G_{i-1}$, then the only component of $G_{i-1} \backslash C_{i-1}$, for $i=1, \ldots, k$ that is heavier than $(2 / 3) w t(G)$ is $G_{i}$. Thus the union $C=\cup_{i=1}^{k} C_{i-1}$ is a $2 / 3$-separator of $G$. Therefore, we have

$$
c\left(G, \frac{2}{3}\right) \leq|C|=\sum_{i=1}^{k}\left|C_{i-1}\right|=\sum_{i=1}^{k} c\left(G_{i}, 1-\varepsilon\right) \leq k \mu(n, g, 1-\varepsilon),
$$

which together with the inequality $k \leq 1 / \varepsilon$ gives (35). Finally, we prove (ii) by combining (35), (34), and $\varepsilon g>1$ :

$$
\mu(n, g, 1-\varepsilon) \geq \varepsilon \mu\left(n, g, \frac{2}{3}\right)=\varepsilon \Omega(\sqrt{n g})=\Omega(\sqrt{n \varepsilon(g \varepsilon+1)}) .
$$
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#### Abstract

We prove that every Cayley graph on a finite solvable group admits a nowhere-zero 4 -flow. In particular, every cubic Cayley graph on a solvable group is 3-edge-colorable.
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1. Introduction. Throughout this paper graphs have neither loops nor multiple edges. We use the term multigraph when multiple edges are allowed. If $X$ is a graph, $V(X)$ and $E(X)$ denote the vertex set and edge set, respectively, of $X$.

Definition 1.1. Let $X$ be a graph and $D(X)$ be an orientation of $X$. A $k$-flow on $X$ is an integer-valued function $f: E(X) \rightarrow(-k, k)$ such that for every vertex $u \in V(X)$ the sum of the flow values on the outgoing arcs from $u$ in $D(X)$ equals the sum of the flow values on the incoming arcs at $u$ in $D(X)$. If $f(e) \neq 0$ for every edge $e \in E(X)$, the flow is called a nowhere-zero $k$-flow.

There are several well-known unsolved problems related to flow problems. Probably the best known unsolved problem dealing with flows is the following problem of Tutte [13].

Conjecture 1.2. Every 2 -connected graph containing no subdivision of the Petersen graph admits a nowhere-zero 4-flow. F. Jaeger [6] proved the first of the following two results. The second of the two is a consequence of the four-color theorem.

TheOrem 1.3. Every 4 -edge-connected graph admits a nowhere-zero 4-flow.
Theorem 1.4. Every 2 -edge-connected planar graph admits a nowhere-zero 4flow.

Definition 1.5. Let $G$ be a finite group and $S \subset G$ satisfy $1 \notin S$ and $s \in S$ if and only if $s^{-1} \in S$. The Cayley graph $X(G ; S)$ is the graph with vertex set $G$ and $a b \in E(G)$ if and only if $b=a s$ for some $s \in S$.

The first of the following two conjectures was originally posed by L. Lovász [9] as a research problem and has come to be known as Lovász's conjecture. The consideration of Lovász's conjecture quickly led a number of people to consider the second of the two. It has been attributed to various people in the literature, but it is not at all clear who initially posed it.

Conjecture 1.6. Every connected vertex-transitive graph has a Hamilton path.

Conjecture 1.7. Every connected Cayley graph with three or more vertices contains a Hamilton cycle.

[^14]These two conjectures have attracted considerable attention over the last 24 years, and there have been many partial results. Some of the partial results are the results of very nice work; nevertheless, in many ways very little is really known about resolving the two conjectures. Since a graph with a Hamilton cycle admits a nowhere-zero 4 -flow, in order for Conjecture 1.7 to be true it must be the case that appropriate Cayley graphs admit nowhere-zero 4-flows. This led Alspach and Zhang to make the following weaker conjecture at the Louisville workshop on Hamilton cycles in 1992.

Conjecture 1.8. Every Cayley graph with degree at least two admits a nowherezero 4-flow.

Another motivation for the preceding conjecture is that every graph admitting a nowhere-zero 4 -flow admits a cycle double cover (see [7], [14], and [5]). It has also been shown that every connected Cayley graph has a cycle double cover [3].
2. Main results. The following lemma is crucial for the proofs of the main results. It is not hard to prove, and a proof can be found in [6], [11], [13] (see [8]).

Lemma 2.1. Let $X$ be a cubic graph. The following two statements are equivalent.

1. The graph $X$ admits a nowhere-zero 4 -flow.
2. The graph $X$ is 3 -edge-colorable.

The remainder of the paper addresses the following two results.
Theorem 2.2. Every cubic Cayley graph on a solvable group is 3 -edge-colorable.
R. Stong [12] proved that every Cayley graph $X(G ; S)$ on a nilpotent group of even order has a 1 -factorization as long as $S$ is a minimal generating set for $G$. In particular, Stong's result implies that every cubic Cayley graph on a nilpotent group is 3 -edge-colorable. The preceding theorem is an extension to solvable groups of this special case of Stong's theorem.

Corollary 2.3. Every Cayley graph of degree at least two on a solvable group admits a nowhere-zero 4-flow.

Proof. Let $X$ be a Cayley graph of degree at least 2 on a solvable group. If $X$ is of degree 2 , then its components are cycles and it admits a nowhere-zero 2 -flow. It is known that the edge connectivity of a connected Cayley graph is equal to its degree [10]. Thus, if $X$ is of degree 4 or more, each component of $X$ is 4 -edge-connected and by Theorem 1.3 all of $X$ admits a nowhere-zero 4 -flow. This leaves only the case that $X$ is cubic. In this case $X$ is 3 -edge-colorable by the preceding theorem. Lemma 2.1 then implies that $X$ admits a nowhere-zero 4 -flow and we are done.

Proof of Theorem 2.2. Let $X=X(G ; S)$ be a cubic Cayley graph on the solvable group $G$. The theorem is proved by induction on the order $|G|$ of $G$. We may assume that $X$ is connected, for if it is not, we may apply the induction assumption to each component. R. Stong [12] has proved that every connected Cayley graph on a finite abelian group of even order has a 1-factorization (a partition of the edge set into 1 -factors, that is, the chromatic index equals the degree). Thus, the result follows if $G$ is abelian, and consequently, we assume that $G$ is not abelian.

Let us examine $S$. We know that an element of order 2 in $G$ generates a 1factor of $X$. Since $|S|=3$, we know that $S$ contains either one element or three elements of order 2. In the latter case, $X$ is 3 -edge-colorable. Hence, we assume that $S=\left\{a, a^{-1}, b\right\}$, where $|b|=2$ and $|a|=r>2$.

If $G$ has a nontrivial normal subgroup $N$ such that $S \cap N=\emptyset$, then consider the quotient graph $\bar{X}$ obtained by first contracting every coset of $N$ to a single vertex. If some vertex of a coset $N g$ is adjacent to $d$ vertices of another coset $N h$, then every vertex of $N g$ is adjacent to $d$ vertices of $N h$ and vice versa because $N$ is a normal
subgroup. Then we put an edge of multiplicity $d$ between the vertices corresponding to the cosets $N g$ and $N h$ in $\bar{X}$.

There are three possibilities for $\bar{X}$. First, $\bar{X}$ may be $3 K_{2}$ (that is, two vertices joined by an edge of multiplicity 3 ). In this case, $X$ is a bipartite graph. It is 3 -edgecolorable because regular bipartite graphs have a 1 -factorization.

Second, every vertex of $\bar{X}$ may be incident with an edge of multiplicity 1 and another edge of multiplicity 2 . This means the quotient graph looks like an even length cycle in which every other edge around the cycle has multiplicity 2. Since each edge of $\bar{X}$ corresponds to a bipartite subgraph of $X$ that is either regular of degree 1 or degree 2 , it is again easy to see that $X$ is 3 -edge-colorable.

Third, $\bar{X}$ may be a cubic graph. Since $G / N$ is also solvable, we know that $\bar{X}$ is 3 -edge-colorable by induction. Each color class lifts to a 1 -factor of $X$ so that $X$ is 3 -edge-colorable too.

Thus we may assume that every nontrivial normal subgroup of $G$ has nonempty intersection with $S$.

If the group $\langle a\rangle$ generated by $a$ contains a nontrivial normal subgroup $N$, then $b \notin N$, as this would imply that $b \in\langle a\rangle$, that is, that $G$ is abelian (cyclic). By the above assumption, $a \in N$, so $\langle a\rangle=N$. This implies that $X$ itself is a generalized Petersen graph. F. Castagna and G. Prins [1] proved that all generalized Petersen graphs, other than the Petersen graph, are 3 -edge-colorable. The Petersen graph is not a Cayley graph [4, p. 322]. Thus, we may assume that $\langle a\rangle$ contains no nontrivial normal subgroups of $G$.

We now use the previous assumption to reach two useful conclusions. If $b a^{i}=a^{j} b$ for some $i, j \in\{1,2, \ldots, r-1\}$, then $\left\langle a^{i}, a^{j}\right\rangle$ is a normal subgroup of $G$ contained in $\langle a\rangle$. By assumption we know this is not the case. Thus we conclude that

1. $b$ does not commute with any $a^{i}$ for $i=1,2, \ldots, r-1$ and
2. $b a^{i} b \notin\langle a\rangle$ for $i=1,2, \ldots, r-1$.

Since $G$ is solvable, $G$ contains a nontrivial abelian normal subgroup $N$ (see [2, Prob. 11, p. 107]). We know that $S \cap N \neq \emptyset$ and $S \nsubseteq N$ (since $X$ is connected). We consider the case that $a \in N$ and $b \notin N$. Then $[G: N]=2$. Since $N$ is abelian, $|a|=|b a b|=r$ and by 2 above, $N=\langle a\rangle \times\langle b a b\rangle$. Thus, $|N|=r^{2}$. Note that

$$
N=\langle a\rangle \cup b a b\langle a\rangle \cup b a^{2} b\langle a\rangle \cup \cdots \cup b a^{r-1} b\langle a\rangle
$$

and

$$
b N=b\langle a\rangle \cup a b\langle a\rangle \cup a^{2} b\langle a\rangle \cup \cdots \cup a^{r-1} b\langle a\rangle .
$$

Denote the cycle of $b a^{i} b\langle a\rangle$ by

$$
C_{i}=v_{i, 0} v_{i, 1} \ldots v_{i, r-1} v_{i, 0}
$$

where $v_{i, j}=b a^{i} b a^{j}$ for $i, j \in\{0,1, \ldots, r-1\}$, and denote the cycle of $a^{i} b\langle a\rangle$ by

$$
D_{i}=u_{i, 0} u_{i, 1} \ldots u_{i, r-1} u_{i, 0}
$$

where $i, j \in\{0,1, \ldots, r-1\}$. The $b$-edge incident with $v_{i, j}=b a^{i} b a^{j}$ is also incident with $u_{j, i}=a^{j} b a^{i}=b a^{i} b a^{j} b$ because $N$ is abelian and both $b a^{i} b$ and $a^{j}$ are in $N$. Let $P_{i}=C_{i}-v_{i, i} v_{i, i+1}$ and $Q_{i}=D_{i}-u_{i, i-1} u_{i, i}$ for $i=0,1, \ldots, r-1$ and with subscripts reduced modulo $r$. Then the union of all paths $P_{i}$ and $Q_{i}$ and the $b$ edges $v_{i, i} u_{i, i}, v_{i, i+1} u_{i+1, i}, i=0,1, \ldots, r-1$, is a Hamilton cycle of $X$. Thus, $X$ is 3 -edge-colorable.

We now consider the case that $b \in N$ and $a \notin N$. Observe that $\langle b\rangle \neq N$, for otherwise, $a b a^{-1} \in N$ implies that $a b=b a$, which in turn implies that $G$ is abelian. Now $N$ is abelian and $b \in N$, so by 2 above, $a^{k} \notin N$ for any $k=1,2, \ldots, r-1$ and $a^{i} b a^{-i} \neq a^{j} b a^{-j}$ for $i \neq j$ (otherwise, $a^{i-j}$ commutes with $b$ ).

Consider an auxiliary Cayley graph $X^{\prime}=X\left(N ; S^{\prime}\right)$ on $N$ with $S^{\prime}=\left\{b, a b a^{-1}\right\}$. Both elements have order 2 and define edges in a Cayley graph on an abelian group. Thus, $X^{\prime}$ consists of vertex-disjoint 4 -cycles. A typical 4 -cycle has the form $y, y b$, $y b a b a^{-1}, y b a b a^{-1} b, y$. Back in the original graph $X$, each vertex $z$ of a 4-cycle corresponds to the $r$-cycle $z, z a, z a^{2}, \ldots, z a^{r-1}$. Notice that there is an edge joining $y b a$ and $y b a b a^{-1} a=y b a b$ and an edge joining $y a$ and $y b a b a^{-1} b a=y a b$. Hence, the typical 4 -cycle mentioned above lifts to a $4 r$-cycle in $X$ by removing the edges ( $y, y a$ ), $(y b, y b a),\left(y b a b a^{-1}, y b a b a^{-1} a\right)$, and ( $\left.y b a b a^{-1} b, y b a b a^{-1} b a\right)$ from the four $r$-cycles corresponding to the vertices of the 4 -cycle and by replacing them with the four edges $(y, y b),\left(y b a b a^{-1}, y b a b a^{-1} b\right),\left(y a, y b a b a^{-1} b a\right)$, and $\left(y b a, y b a b a^{-1} a\right)$. Hence, $X$ has a 2 -factor made up of cycles of length $4 r$, so $X$ is 3 -edge-colorable. This completes the proof of the theorem.
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#### Abstract

This paper is concerned with on-line storage allocation to processes in a dynamic environment. This problem has been extensively studied in the past. We provide a new, tighter bound for the competitive ratio of the well-known First Fit algorithm. This bound is obtained by considering a new parameter, namely the maximum number of concurrent active processes. We observe that this bound is also a lower bound on the competitive ratio of any deterministic on-line algorithm. Our second contribution is an on-line allocation algorithm that uses coloring techniques. We show that the competitive ratio of this algorithm is the same as that of First Fit. Furthermore, we indicate that this algorithm may be advantageous in certain applications. Our third contribution is to analyze the performance of randomized algorithms for this problem. We obtain lower bounds on the competitive ratio that are close to the best deterministic upper bounds.
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1. Introduction. This paper is concerned with a classic problem in computer science: the allocation of area in a one-dimensional storage device to processes in a dynamic environment. In a typical setting, at the time of arrival of a process, it is allocated storage area. This area is required to form a contiguous location in the storage device. Once allocated, a process cannot be moved to a different location. At some later point in time (unknown at the time of allocation), the process leaves, thereby liberating the storage area it occupied and making it available to other processes. As a result, wasted space or "holes" are generated over time in the storage device. The objective is to find an allocation algorithm that minimizes the wasted space. This is a typical on-line setting in which decisions must be based upon the current state without knowledge of future events.

The processes form an interval graph denoted by $G=(V, E)$; a process corresponds to the interval defined (on the time axis) between its arrival and departure times. Each interval is associated with a weight that is equal to the storage area required by the corresponding process. The allocation of storage area can be thought of as a weighted coloring of $G$ : the color of interval $i$ is a range $\left[a_{i}, b_{i}\right]$ (where $a_{i}$ and $b_{i}$ are integers), such that $b_{i}-a_{i}+1$ is equal to the weight of interval $i$ and there is no intersection between the ranges of two intervals that overlap. The objective is to minimize $b_{i}$, where $b_{i}$ is taken over all intervals.

We denote the maximum weight, taken over all intervals, by $W_{\max }$. Let $\omega^{*}(G)$

[^15]denote the weight of the heaviest clique in $G$, where the weight of a clique is the sum of the weights of the intervals in the clique. Clearly, $\omega^{*}(G)$ is a lower bound on the area used by any allocation algorithm.

We note that the problem of determining an optimal weighted coloring for a given set of intervals (i.e., the off-line version) is NP-complete in the strong sense [ 9 , p. 226]. Recently, polynomial-time approximation algorithms for the off-line version were obtained. Kierstead [10] showed that if the intervals are sorted by their weights, then the competitive ratio of First Fit is 80. Later, Kierstead [11] gave a different approximation algorithm that achieves a competitive factor of 6 . Both algorithms use $\omega^{*}(G)$ as a benchmark for measuring the approximation factor.

The question of evaluating the performance of on-line algorithms was addressed by Sleator and Tarjan [19], who argued that the traditional approach of measuring the worst-case behavior does not seem appropriate for many on-line algorithms. Therefore, they suggested a different measure, the competitive ratio. The performance of an on-line algorithm is compared with the performance of an optimal off-line algorithm that knows the sequence of events in advance. The maximum ratio between their respective performances, taken over all sequences, is called the competitive ratio. Extensive work has been done in recent years for finding the competitive ratio for different problems such as paging [19], [8], servers in a metric space [14], and managing a linked list [19]. We also adopt the competitive ratio as our performance measure. Notice that for dynamic storage allocation, it follows from Kierstead's work [11] that the competitive ratio (up to a constant factor) is the ratio between the area used by the on-line algorithm and $\omega^{*}(G)$.
1.1. Previous work. Dynamic storage allocation has been an important area of research since the 1950s [12], [18]. Coffman [3] surveyed the results and developments in this area until the early 1980s. This area of research is also strongly linked with dynamic bin packing (see [4], [5]).

There are two natural heuristics that were developed early on for dynamic storage allocation: First Fit and Best Fit. First Fit finds the first free area that can fit the requirement of the current process; Best Fit finds the free area that best fits the requirement of the current process, i.e., the one that causes minimal fragmentation. A different category of methods for dynamic storage allocation constitute segregated storage methods [18]. These methods have many variations. The idea here is to partition the memory into blocks, such that in each block, only processes that have the same (or similar) requirement are allocated.

Denote the maximum weight, taken over all intervals, by $W_{\max }$. In the early 1970s, Robson [15], [16] gave an algorithm that had a competitive ratio of $O\left(\log \left(W_{\max }\right)\right)$. He also showed that this is the best possible bound up to constant factors. Independently, Woodall [20] showed that the competitive ratio of First Fit is $O(\log (\omega *))$. Subsequently, Robson [17] showed that the competitive ratio of First Fit is also $O\left(\log \left(W_{\max }\right)\right)$. It is interesting to note that Robson [17] also showed that the competitive ratio of Best Fit can be as bad as $W_{\max }$. As previously mentioned, algorithms for the off-line case with constant approximation factors have been recently obtained [10], [11].

### 1.2. Our contribution.

1.2.1. First Fit. Our first contribution is to provide tighter bounds for First Fit by considering a new parameter for analyzing the competitive ratio, i.e., the maximum number of concurrent active processes in memory.

Let the chromatic number of $G$ be denoted by $\chi(G)$. Since interval graphs are perfect, $\chi(G)=\omega(G)$, where $\omega(G)$ denotes the clique number of $G$. Note that $\chi(G)$ is also the maximum number of concurrent active processes.

We show that First Fit achieves a competitive ratio of $\min \left\{O\left(\log \left(W_{\max }\right)\right)\right.$, $O(\log (\chi(G)))\}$. This is an improvement over Robson [17], since, in general, $W_{\max }$ and $\chi(G)$ are incomparable. Tightening the analysis of First Fit is important, since it is a natural heuristic that is widely used.

It follows from the lower bounds proved by [15], [20] that our results are tight.
1.2.2. The Coloring algorithm. We next analyze a second deterministic online algorithm, which we call the Coloring algorithm. It belongs to the category of segregated storage methods [18] and uses an altogether different strategy than First Fit.

Consider a portion of storage area that is used by First Fit. Over time, we will generally see processes of diverse weights being allocated to that same portion. In fact, it is a fundamental property of First Fit to use "holes" created by processes that left the system in order to allocate smaller weight processes. As discussed in what follows, this property (i.e., allocating over time processes of various weights within the same area) is often a deficiency. Moreover, in an empirical study comparing different dynamic storage allocation methods, Detlefs et al. [6] show that hybrid algorithms that allocate differently small and large requirements are very efficient in practice.

We now describe the Coloring algorithm. This algorithm never places processes of different weights (up to a constant factor of 2) within the same area. It assigns slots of storage area to each process "type" (according to weights); once a slot is assigned, the space within it is occupied only by processes of its type.

We show that the Coloring algorithm achieves the same (tight) worst-case competitive ratio as First Fit. To the best of our knowledge, the competitive factor of algorithms belonging to the category of segregated storage has not been previously analyzed. In the following we briefly discuss several applications in which this type of algorithms can be expected to be efficient.

Consider the classical problem of allocating dynamic memory. It is well known that segregated storage algorithms are much more efficient than First Fit in finding free space for a new process. (See, e.g., [18], [21]; see also [2] for an efficient implementation of First Fit). Indeed, by using standard techniques, the Coloring algorithm can allocate a new process within $\mathrm{O}(1)$ operations.

Dynamic storage allocation algorithms also arise in typical problems concerning storage of commodities. In such environments, one often needs to "prepare" a storage area that fits a certain type of commodities. Since the weight of a commodity is usually related to its type, the Coloring algorithm saves the need to "reshape" storage areas for different types of commodities, whereas First Fit would frequently demand such actions.

Yet another field to which dynamic storage allocation algorithms are applicable is that of communication networks. Consider for example a radio network, in which transmission bandwidth is divided into time, or frequency, slots. Transmitting stations dynamically request variable numbers of consecutive slots from a network controller. After completing transmission, a station informs the controller on the release of its allocated bandwidth. Obviously, the controller should attempt to allocate bandwidth upon demand so as to minimize the total amount of used bandwidth. The application of dynamic storage allocation algorithms in such an environment is straightforward. Typically, there is a strong relation between the size of the requested bandwidth and
the application that the corresponding transmission serves. This means that a receiving station, which attempts to follow the transmissions of a particular application, would need to be tuned to all portions of bandwidth in which such an application may be transmitted. First Fit would demand such a station to readjust its tuning frequently; the Coloring algorithm, on the other hand, guarantees that the receiving station would need just a few initial tunings.
1.2.3. Randomization. There has been extensive work devoted to exploiting and understanding the power of randomization in an on-line environment [1]. The idea is that randomized on-line algorithms might exhibit a better competitive ratio than deterministic ones, since they manage to "outsmart" the adversary sometimes.

A randomized on-line algorithm is defined to be a probability distribution over a space of deterministic on-line algorithms. There are several types of adversaries in this context, which differ by the information that the adversary is allowed to have. The most commonly considered adversary (and the one considered in this paper) is the oblivious one, who must construct the request sequence in advance based on the description of the algorithm but has no access to the random choices made by the algorithm.

A randomized on-line algorithm $A$ is said to have competitive ratio $\alpha$ if, for each request sequence, the ratio between the expected value of the performance of $A$ and the off-line performance is at most $\alpha$.

We show that, for the dynamic storage allocation problem, allowing randomized algorithms is not very helpful. In particular, we prove a lower bound of

$$
\min \left\{O\left(\log W_{\max } / \log \log W_{\max }\right), O(\log \chi(G) / \log \log \chi(G))\right\}
$$

on the competitive ratio of any randomized algorithm. Note that these lower bounds are only $\min \left\{O\left(\log \log W_{\max }\right), O(\log \log \chi(G))\right\}$ away from the deterministic lower and upper bounds. This is in contrast to the exponential gap between the competitive ratio of deterministic on-line algorithms to the competitive ratio for randomized on-line algorithms for the somewhat related paging problem: If $k$ denotes the number of pages in the cache, then $k$ is the competitive ratio of the best deterministic algorithm; on the other hand, it is known [8] that randomized algorithms can achieve a competitive ratio of $\log k$.

We conjecture that our randomized lower bounds can be further improved to match those of the deterministic case.
1.2.4. Multiple storage devices. Our results can be extended to the case where there are several storage devices, and a process can be allocated to any of the devices. Simple analysis shows that having several devices has no (negative or positive) effect on the performance of dynamic storage allocation. The details can be found in [13].
2. Upper bounds. In this section we consider the First Fit and Coloring algorithms.

To clarify the exposition, we adopt the following notation. A process is referred to as an "item" where the item size is equal to the weight of the corresponding process. The storage device consists of cells, or locations, that are addressed consecutively from zero. The space that is used by an algorithm is equal to the value of the highest address of a location that was used by the algorithm. We denote the chromatic number of $G, \chi(G)$, by $k$.
2.1. First Fit. First Fit is defined as follows. When a process appears, First Fit searches the memory for the first available area that satisfies the requirement of the process. In other words, the item is allocated in the area that has the lowest possible address.

We now bound the competitive ratio of First Fit. The idea is that locations with a "high" address will not contain "small" items. These notions are defined more rigorously in the following. Let $W=\left\lfloor W_{\max } / k\right\rfloor$.

Lemma 2.1. Items that have size less than or equal to $4 W$ are always completely contained in the first $5 \omega^{*}$ locations.

Proof. Suppose First Fit needs to allocate area to an item $I$ that has size $U \leq 4 W$, and assume further that this cannot be done within the first $5 \omega^{*}$ locations. In this case, the size of the largest hole in the first $5 \omega^{*}$ locations is at most $U-1$. Since the number of holes is at most $k$ (including the area above the highest item), this means that the total area occupied by holes within the first $5 \omega^{*}$ locations cannot exceed $k(U-1)<4 W_{\max } \leq 4 \omega^{*}$. The area that is occupied by currently active items (of any size) cannot be more than $\omega^{*}-U$. Hence, there must be contiguous free space of size $U$ within the first $5 \omega^{*}$ locations, contradicting the assumption.

For ease of presentation, we first bound the competitive ratio for the case where all weights are powers of two. Let $\ell$ be the smallest integer such that $2^{\ell} \geq 4 W$. We show that in this case the following invariant holds:

An item of size $2^{j}$, where $j \geq \ell$, can always be allocated within the first $(6+j-\ell) \omega^{*}$ locations.

It follows from the invariant that the competitive ratio of First Fit is at most $5+\log _{2} k$ by substituting $j=\log _{2} W_{\text {max }}$. (Note that $j$ is an integer.)

The proof of the invariant is by induction on $j$. We first prove the base case where $j=\ell$. It follows from Lemma 2.1 that items that have size smaller than or equal to $4 W$ are completely contained in the first $5 \omega^{*}$ locations. Since we assumed that all item sizes are powers of 2 , it follows that in locations with address higher than $5 \omega^{*}$ the minimum item size is $2^{\ell}$. This implies that the minimum size of a hole above address $5 \omega^{*}$, except perhaps for the first hole, is also $2^{\ell}$. Suppose that an item of size $2^{\ell}$ cannot be allocated in the first $6 \omega^{*}$ locations. This means that the only hole in locations with address between $5 \omega^{*}+1$ and $6 \omega^{*}$ is the first hole, which must have size less than $2^{\ell}$. This implies that the total size of the items that are currently active is strictly greater than $\omega^{*}$, a contradiction. The inductive step is argued similarly, thus proving the invariant.

The analysis of First Fit in the general case is more subtle. Notice that it is not the case that one can round up the sizes to the closest power of two and then argue that at most a factor of two in the competitive ratio is lost.

We first prove a technical lemma regarding harmonic numbers. Let $H_{n}=\sum_{i=1}^{n} \frac{1}{i}$. Lemma 2.2. Assume that $p \geq 1.5 q$ and $q \geq 6$. Then $H_{p}-H_{q} \geq 0.3$.
Proof. We use the following known bound on $H_{n}[12$, p. 74]:

$$
H_{n}=\ln n+\gamma+\frac{1}{2 n}-\frac{1}{12 n^{2}}+\frac{1}{120 n^{4}}-\varepsilon
$$

where $\gamma$ is Euler's constant and $0<\varepsilon<\frac{1}{252 n^{6}}$. This implies that

$$
H_{p}-H_{q} \geq \ln \left(\frac{p}{q}\right)+\frac{1}{2 p}-\frac{1}{2 q}+\frac{1}{12 q^{2}}-\frac{1}{12 p^{2}}+\frac{1}{120 p^{4}}-\frac{1}{120 q^{4}}-\frac{1}{252 p^{6}}
$$

Since $p \geq 1.5 q$, we have that

$$
\frac{1}{12 q^{2}}-\frac{1}{12 p^{2}} \geq \frac{1}{120 q^{4}}-\frac{1}{120 p^{4}}+\frac{1}{252 p^{6}} .
$$

Also, since $q \geq 6$, we have that

$$
\ln \left(\frac{p}{q}\right)+\frac{1}{2 p}-\frac{1}{2 q}>0.3
$$

which concludes the proof.
Lemma 2.3. The competitive ratio of First Fit is at most $9+4 \ln k$.
Proof. We claim that items of size at most $j$, where $j \geq W+1$, are always allocated by First Fit in locations with address lower than

$$
5 \omega^{*}+\frac{\omega^{*}}{0.3} \cdot \sum_{i=W+1}^{j} \frac{1}{i} .
$$

The claim is proved by induction. From Lemma 2.1, it follows that the claim holds for the case where $j \leq 4 W$. We assume the claim holds for all values smaller than or equal to $j$ (and at least $W+1$ ) and show that it holds for $j+1$. Let

$$
L_{i}=5 \omega^{*}+\frac{\omega^{*}}{0.3} \cdot \sum_{\ell=W+1}^{i} \frac{1}{\ell} .
$$

Assume the claim does not hold for $j+1$. This implies that in the first $L_{j+1}$ locations, there are no holes of size bigger than $j$. The following holds for locations between $\left(L_{i-1}+1\right)$ to $L_{i}$ for $W+1 \leq i \leq j+1$, assuming that each item is completely contained in the area between $\left(L_{i-1}+1\right)$ and $L_{i}$, for some $i$ :

Any contiguous occupied area is of size at least $i$, and the holes are of size at most $j$. Hence, the total occupied area in locations between $\left(L_{i-1}+1\right)$ to $L_{i}$ is at least

$$
\frac{i}{i+j} \cdot\left(L_{i}-L_{i-1}\right) .
$$

Notice that, in the above, each hole is paired with the item below it. Thus, if an item is not completely contained in the area between $\left(L_{i-1}+1\right)$ and $L_{i}$, then the area it occupies within $\left(L_{i-2}+1\right)$ and $L_{i-1}$ would not be not paired with any hole. This means that such an item can be paired with the first hole within ( $L_{i-1}+1$ ) and $L_{i}$, yielding that it is no longer necessary to assume that each item is completely contained in the area between $\left(L_{i-1}+1\right)$ and $L_{i}$.

Summing up over all possible values of $i$, we get that the area that is occupied within the first $L_{j+1}$ locations is at least

$$
\sum_{i=W+1}^{j+1}\left(L_{i}-L_{i-1}\right) \cdot \frac{i}{i+j}=\frac{\omega^{*}}{0.3} \cdot \sum_{i=W+1}^{j+1} \frac{1}{i} \cdot \frac{i}{i+j}=\frac{\omega^{*}}{0.3} \cdot \sum_{i=W+j+1}^{2 j+1} \frac{1}{i}
$$

Since $j \geq 4 W$, it follows that $\frac{2 j+1}{W+j+1} \geq 1.5$, and $W+j+1 \geq 6$. Hence, by Lemma 2.2,

$$
\sum_{i=W+j+1}^{2 j+1} \frac{1}{i} \geq 0.3
$$

implying that the area occupied within the first $L_{j+1}$ locations is at least $\omega^{*}$. This means that no new item can appear, contradicting the assumption that the above claim does not hold for $j+1$.

Hence, the total area occupied by First Fit is at most

$$
5 \omega^{*}+\frac{\omega^{*}}{0.3} \cdot \sum_{i=W+1}^{W_{\max }} \frac{1}{i}
$$

Since $\ln n<H_{n}<\ln n+1$, we get that the above is at most

$$
5 \omega^{*}+\frac{\omega^{*}}{0.3} \cdot\left(1+\ln \left(\frac{W_{\max }}{W+1}\right)\right) \leq \omega^{*} \cdot\left(\frac{2.5+\ln k}{0.3}\right) \leq \omega^{*} \cdot(9+4 \ln k)
$$

thus proving the lemma.
We thus have the following theorem.
Theorem 2.4. The competitive ratio of First Fit is bounded by $\min \left\{O\left(\log W_{\max }\right)\right.$, $O(\log k)\}$.

Proof. This follows from Lemma 2.3 together with Robson's proof [17].
Robson [15] and Woodall [20] showed a lower bound of $\Omega\left(\log W_{\max }\right)$ on the competitive ratio of any deterministic on-line algorithm. We observe that, in the dynamic allocation problem instance, they construct for the proof of the lower bound $k=W_{\max }$. Hence, their lower bound extends immediately to a lower bound of $\min \left\{\Omega\left(\log W_{\max }\right), \Omega \log k\right\}$ on any deterministic algorithm. In fact, this observation can be generalized to hold in a more general setting, i.e., for $k<W_{\text {max }}$, by slightly modifying the dynamic allocation problem instance in the proof of Woodall [20]. In this instance, items are inserted in iterations, where in the $i$ th iteration, items of size $2^{i-1}$ are inserted. (Initially, $i=1$.) The value of $\omega^{*}$ is fixed in advance by the adversary, and $W_{\max }=\omega^{*}$. A careful examination of Woodall's proof reveals that if the insertion process starts by inserting items of size $2^{j}$, for any $j>1$, then a lower bound of $\Omega\left(\log \left(\omega^{*} / 2^{j}\right)\right)$ on the competitive ratio can be proved. We note that, in this case, $k=O\left(\omega^{*} / 2^{j}\right)$. Thus, a lower bound of $\Omega(\log k)$ on the competitive ratio of any deterministic on-line algorithm is proved for arbitrary $k<W_{\max }$. We conclude with the following corollary.

Corollary 2.5. The competitive ratio of First Fit is $\min \left\{\Theta\left(\log W_{\max }\right), \Theta(\log k)\right\}$.
2.2. The coloring algorithm. In this section we analyze an algorithm for dynamic allocation, called the Coloring algorithm. The algorithm splits items into sets according to their sizes. An item of size $l$ is assigned to set $r$, where $2^{r-1}<l \leq 2^{r}$. At any given time, each set $r$ is assigned zero or more slots in memory, each of size $2^{r}$. The assignment of slots is performed as follows. Suppose a new item belonging to the $r$ th set appears. The Coloring algorithm tries to allocate it within a free slot assigned to that set. If no such slot is available, the algorithm produces a new slot by increasing the used area by $2^{r}$. A slot assigned to set $r$ (that is, the space allocated to it) is reserved forever for items belonging to that set. Thus, a location is never allocated with items belonging to different sets.

Let $G_{r}$ denote the subgraph of $G$ induced by intervals that have weight $w$, where $2^{r-1}<w \leq 2^{r}$. Denote by $\chi\left(G_{r}\right)$ the maximal number of concurrent items belonging to the $r$ th set.

We observe that with respect to each set $r$, the Coloring algorithm uses at most twice the optimal amount of space by the following argument. Suppose that the size of each item in the $r$ th set is $2^{r}$. Since the intervals (corresponding to items) are
sorted by their left endpoint, the greedy algorithm produces an optimal coloring. The factor of 2 is due to the fact that the size of each item in $G_{r}$ is "rounded" up to the nearest power of 2 . The following lemma seems to be folklore.

Lemma 2.6. The Coloring algorithm achieves a competitive ratio of $O\left(\log \left(W_{\max }\right)\right)$.
Proof. The amount of space assigned to a set $r$ is precisely $\chi\left(G_{r}\right) \cdot 2^{r}$. For all values of $r$ we have that $\chi\left(G_{r}\right) \cdot 2^{r} \leq 2 \cdot \omega^{*}$, meaning that each set occupies space of at most $2 \cdot \omega^{*}$ locations. The number of distinct sets is at most $\log \left(2 W_{\max }\right)$. Thus, the overall space used by the Coloring algorithm is at most $2 \cdot\left(\log \left(W_{\max }\right)+1\right) \cdot \omega^{*}$. The lemma follows.

Lemma 2.7. The total number of locations allocated to all sets $r$ for which $2^{r} \leq$ $\frac{W_{\max }}{k}$ is at most $2 \cdot W_{\max }$.

Proof. As was observed in the previous proof, the total area assigned to a set $r$ is precisely $\chi\left(G_{r}\right) \cdot 2^{r}$. Clearly, $\chi\left(G_{r}\right) \leq k$. This means that the total amount of space allocated to all sets for which $2^{r} \leq \frac{\bar{W}_{\max }}{k}$ is at most

$$
\sum_{r=0}^{\left\lfloor\log \left(\frac{W_{\max }}{k}\right)\right\rfloor} 2^{r} \cdot k \leq 2 k \cdot \frac{W_{\max }}{k}=2 \cdot W_{\max }
$$

Lemma 2.8. The total amount of space allocated to all sets $r$ for which $2^{r} \geq$ $\left\lfloor\frac{W_{\max }}{k}\right\rfloor$ is at most $2 \log (2 k) \cdot \omega^{*}$.

Proof. The number of distinct sets containing items of size larger than $\left\lfloor\frac{W_{\max }}{k}\right\rfloor$ is at most $\log (2 k)$. Since each set occupies at most $2 \omega^{*}$ locations, we get that the total area used is $2 \log (2 k) \cdot \omega^{*}$.

Theorem 2.9. The competitive ratio of the Coloring algorithm is $\min \left\{\Theta\left(\log W_{\max }\right)\right.$, $\Theta(\log k)\}$.

Proof. The proof follows directly from Lemmas 2.6, 2.7, 2.8, and the discussion preceding Corollary 2.5.
2.3. Comparison. When comparing First Fit with the Coloring algorithm, it should be emphasized that neither algorithm dominates the other, i.e., for each algorithm there exist examples in which it outperforms the other. In particular, there are instances in which First Fit is near-optimal, whereas the Coloring algorithm reaches the worst-case bound.

The Coloring algorithm tends to perform well compared to First Fit in heterogeneous systems, i.e., when concurrency of items of various sizes is common. Weinstock and Wulf [21] describe an implementation of a segregated storage scheme called Quick Fit. It is interesting to note that they indicate that Quick Fit utilizes storage effectively in practice. The reason they provide for this phenomenon is that if a particular storage area has been allocated and then deallocated, there is a high probability that it will be allocated again.
3. A randomized lower bound. In this section we prove a lower bound of $O\left(\omega^{*} \log \omega^{*} / \log \log \omega^{*}\right)$ on the space required by any randomized on-line dynamic storage allocation algorithm. The lower bound will be proved for the case of a randomized oblivious adversary. (See §1.)

Our proof will use a corollary due to Yao [22] of von Neumann's minimax principle. Let $\mathcal{P}$ be a probability distribution defined on the input. Yao's result implies in our case that the expected value (with respect to $\mathcal{P}$ ) of the competitive ratio of any deterministic on-line algorithm is always a lower bound on the competitiveness of the best randomized on-line algorithm. Hence, our goal is to generate a "hard"
distribution on the input, i.e., a distribution such that the expected value of the space required by any deterministic on-line algorithm is at least $O\left(\omega^{*} \log \omega^{*} / \log \log \omega^{*}\right)$.

Consider the following oblivious adversary $A d v . A d v$ chooses a dynamic storage allocation instance probabilistically, and thus, $A d v$ (implicitly) defines the probability distribution $\mathcal{P}$ on the input. Adv first decides on the value of $\omega^{*}$ before the run of the algorithm. The strategy of $A d v$ is to insert into the system items of growing sizes and then to delete half of them at random. $A d v$ uses item sizes that are powers of $g$, where the value of $g$ will be determined later. Without loss of generality it is assumed that $\omega^{*}$ is a power of 2 , say $\omega^{*}=2^{r}$. More specifically, $A d v$ works in iterations, where in each it performs the following.

Insertion of items at iteration $i$. Denote by the random variable $\omega_{i}$ the total area occupied by items currently residing in the system (initially 0 ). $A d v$ inserts $\left\lfloor\frac{\omega^{*}-\omega_{i}}{g^{i-1}}\right\rfloor$ items of size $g^{i-1}$ into the system.

Deletion of items at iteration i. Adv deletes each item with probability $\frac{1}{2}$, independently of the other items.

Starting with the the first iteration, $A d v$ sequentially performs the insertion followed by the deletion steps for all iterations up to $i=\left\lfloor(r-1) \cdot \log _{g} 2\right\rfloor+1$.

Throughout the analysis, we mark at each iteration, following the insertion step, a subset of the items that currently reside in the system. Each such item will be termed as marked. A marked item may become unmarked at some later iteration. We denote by $L_{i}$ the list of marked items, after the insertion step of iteration $i$, ordered according to their position in the storage device from bottom to top. The marking process is performed as follows.

- Rule A: At each iteration, all the new items inserted are marked.
- Rule B: At each iteration $i>1$, we select approximately $1 /(g+2)$ fraction of the marked items that resided in the system in the previous iteration (and were not deleted in the last deletion step). All other previously marked items become unmarked. The precise procedure is as follows. In the list $L_{i-1}$, we skip the first $g$ items and then search for the next item in the list that was not deleted in the deletion step of iteration $i-1$. This item is marked and inserted into the list $L_{i}$. The process is repeated until the list $L_{i-1}$ is exhausted.
We stress that the notion of a marked item is solely for the purpose of analysis.
Lemma 3.1. Following the insertion step of the ith iteration, the expected number of marked items is at least

$$
\frac{i \cdot 2^{r-1}}{(g+2)^{i-1}}-2
$$

Proof. The claim clearly holds for $i=1$. Assuming inductively that it holds for iteration $i-1$, we show that it also holds for iteration $i$. By the above marking rules, marked items are either newly inserted items or a subset of the items marked in the previous iteration.

The total area occupied by items, at any time, cannot be more than $\omega^{*}$. Since each item is deleted with probability $\frac{1}{2}$, the expected value of the occupied area, after the deletion step of any iteration, cannot be more than $\frac{\omega^{*}}{2}=2^{r-1}$. This means that, for all $i$, the expected value of $\omega_{i}$ is at most $2^{r-1}$. Hence, the expected number of newly inserted items at iteration $i$ is at least

$$
\frac{2^{r-1}}{g^{i-1}}-1
$$

and all these items are marked by Rule A.
We now evaluate the expected number of items marked by Rule B. For the purpose of the analysis, we assume that $L_{i-1}$ is of infinite length; however, $\left|L_{i-1}\right|$ still refers to the original length of the list.

Let $d_{j}$ be a random variable that counts the number of items in $L_{i-1}$ between the ( $j-1$ )st marked item and the $j$ th marked item. By Rule B and by the deletion strategy of $A d v,\left(d_{j}-g\right)$ is geometrically distributed with parameter $\frac{1}{2}$. This means that $\operatorname{Exp}\left[d_{j}\right]=g+2$. Let $T$ be a random variable that denotes the smallest $t$ such that

$$
\sum_{j=1}^{t} d_{j}>\left|L_{i-1}\right|
$$

It is clear that the expected number of items marked by Rule B is $\operatorname{Exp}[T]-1$. Notice that a stopping rule can be associated with Rule B in a natural way: Stop whenever the list $L_{i-1}$ is exhausted. Hence, Wald's identity [7] can be applied in this case; it states that

$$
\operatorname{Exp}[T] \cdot \operatorname{Exp}\left[d_{i}\right]=\operatorname{Exp}\left[\sum_{j=1}^{T} d_{j}\right] .
$$

Clearly,

$$
\left|L_{i-1}\right|<\operatorname{Exp}\left[\sum_{i=1}^{T} d_{i}\right] \leq\left|L_{i-1}\right|+g+2
$$

Therefore, we get that the expected number of items marked by Rule B is at least

$$
\frac{\left|L_{i-1}\right|}{g+2}-1
$$

Let $\ell_{i}$ be a random variable that denotes the cardinality of $L_{i}$. From the above it follows that

$$
\operatorname{Exp}\left[\ell_{i} \mid \ell_{i-1}\right] \geq \frac{\ell_{i-1}}{g+2}-1+\frac{2^{r-1}}{g^{i-1}}-1
$$

Since $\operatorname{Exp}\left[\ell_{i} \mid \ell_{i-1}\right]$ is a linear function of $\ell_{i-1}$, it follows that

$$
\operatorname{Exp}\left[\ell_{i}\right] \geq \frac{\operatorname{Exp}\left[\ell_{i-1}\right]}{g+2}-1+\frac{2^{r-1}}{g^{i-1}}-1
$$

By the inductive assumption,

$$
\operatorname{Exp}\left[\ell_{i-1}\right] \geq \frac{(i-1) \cdot 2^{r-1}}{(g+2)^{i-2}}-2
$$

Thus, the expected number of items marked by Rules A and B is at least

$$
\operatorname{Exp}\left[\ell_{i}\right] \geq\left(\frac{(i-1) \cdot 2^{r-1}}{(g+2)^{i-2}}-2\right) \cdot \frac{1}{g+2}-2+\frac{2^{r-1}}{g^{i-1}}
$$

$$
\begin{aligned}
& \geq \frac{i \cdot 2^{r-1}}{(g+2)^{i-1}}-2+\frac{2^{r-1}\left((g+2)^{i-1}-g^{i-1}\right)}{g^{i-1}(g+2)^{i-1}}-\frac{2}{g+2} \\
& \geq \frac{i \cdot 2^{r-1}}{(g+2)^{i-1}}-2+\frac{(g+2)^{i-1}-g^{i-1}}{(g+2)^{i-1}}-\frac{2}{g+2} \\
& =\frac{i \cdot 2^{r-1}}{(g+2)^{i-1}}-2+\frac{1}{g+2}\left(g+2-\left(\frac{g}{g+2}\right)^{i-2} \cdot g-2\right) \\
& \geq \frac{i \cdot 2^{r-1}}{(g+2)^{i-1}}-2 .
\end{aligned}
$$

We define the distance between two items residing in the storage device as the distance between their centers.

Lemma 3.2. Following the insertion step of the ith iteration, the distance between two consecutive marked items is at least $g^{i-1} / 2$.

Proof. We prove the lemma by induction. The claim trivially holds for the first iteration. Assuming that it holds for iteration $i-1$, we prove it for iteration $i$. Let $X$ and $Y$ be two consecutive items in $L_{i}$. If one of them was marked by Rule A, then its size is $g^{i-1}$; thus the distance between the two centers is at least $g^{i-1} / 2$. Suppose, then, that both items were marked by Rule B. This means that both $X$ and $Y$ also belong to $L_{i-1}$. Recall that Rule B skips at least $g$ items in $L_{i-1}$ between $X$ and $Y$. Coupling this with the inductive hypothesis, we conclude that the distance between $X$ and $Y$ in iteration $i$ is at least

$$
g \cdot \frac{g^{i-2}}{2}=\frac{g^{i-1}}{2}
$$

Theorem 3.3. The competitive ratio of any randomized dynamic storage allocation algorithm is at least $\Omega\left(\log \omega^{*} / \log \log \omega^{*}\right)$.

Proof. Consider the storage device after the insertion step of iteration i. By Lemmas 3.1 and 3.2, the occupied storage area is at least

$$
\left(\frac{i \cdot 2^{r-1}}{(g+2)^{i-1}}-2\right) \cdot \frac{g^{i-1}}{2}=\frac{i \cdot 2^{r-2}}{2 \cdot\left(1+\frac{2}{g}\right)^{i-1}}-g^{i-1} \geq \frac{i \cdot 2^{r-2}}{2 \cdot\left(1+\frac{2}{g}\right)^{i-1}}-2^{r-1}
$$

where the last transition follows from $i \leq\left\lfloor(r-1) \cdot \log _{g} 2\right\rfloor+1$. Hence, after the insertion step of the last iteration, the occupied storage area is at least

$$
\frac{\left((r-1) \cdot \log _{g} 2\right) \cdot 2^{r-2}}{2 \cdot\left(1+\frac{2}{g}\right)^{(r-1) \log _{g} 2}}-2^{r-1}
$$

We choose $g$ such that $g=\left\lfloor r / \log _{2} r\right\rfloor$. This means that the occupied storage area is at least

$$
\frac{(r-1) \cdot 2^{r-2} \cdot \frac{1}{\log _{2} r-\log _{2} \log _{2} r}}{2 \cdot\left(1+\frac{2}{\frac{2 r}{2 \log _{2} r}}\right)^{\frac{2 r}{\log _{2} r}}}-2^{r-1} \geq \frac{\frac{r-1}{\log _{2} r} \cdot 2^{r-2}}{2 \cdot e^{8}}-2^{r-1}=\Omega\left(\frac{\omega^{*} \cdot \log \omega^{*}}{\log \log \omega^{*}}\right) .
$$

Since $\omega^{*} \geq W_{\max }$ and $\omega^{*} \geq k$, it turns out that $\Omega\left(\log W_{\max } / \log \log W_{\max }\right)$ and $\Omega(\log k / \log \log k)$ are also lower bounds on the competitive ratio. Note that in the strategy of $A d v$ the three values $\omega^{*}, W_{\max }$, and $k$ are equal up to a constant factor.
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# FINDING A DOMATIC PARTITION OF AN INTERVAL GRAPH IN TIME $\boldsymbol{O}(\boldsymbol{n})^{*}$ 
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#### Abstract

We present a simple $O(n)$ time and space algorithm for producing a domatic partition and the domatic number for members of the class of interval graphs, where $n$ is the number of intervals in a graph.
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1. Introduction. A graph $G=(V, E)$ is an interval graph if its vertices can be put in one-to-one correspondence with a family $I$ of intervals on the real line such that two vertices are adjacent in $G$ if and only if their corresponding intervals have nonempty intersection. $I$ is called the intersection model for $G$. If the endpoints of $I$ are presorted, $I$ is called a sorted model.

A set $S$ dominates $V$ if and only if every vertex in $V-S$ is adjacent to at least one member of $S$. Let $D P=\{P \mid P$ is a partition of $V$ and every set in $P$ dominates $V\}$. The domatic number is defined as $D N(G)=\max \{\# P \mid P \in D P\}$, where \# denotes cardinality. A maximum domatic partition $M D P(G)$ is a partition $P^{\prime}$ in $D P$ for which $\# P^{\prime}=D N(G)$.

Finding $D N(G)$ is NP-complete for arbitrary graphs [GJ79] and even for circulararc graphs [Bo85]. For interval graphs, Bertossi [Be88] showed that, given the model, $D N(G)$ and $M D P(G)$ can be found in time $O\left(n^{2.5}\right)$; for a proper interval graph, no two of whose intervals contain one another, this can be reduced to time $O(n)$ [LHC90].

After submission of our original draft, we discovered that our results were equaled in a contemporaneous proceedings paper by Peng and Chang [PC91]. This work is referenced accessibly and extended to strongly chordal graphs in [PC92]. Peng and Chang first found the $\operatorname{MDP}(G)$ in time $O(n \log \log n)$. Their proof of correctness of this algorithm relied on two elegant, high-level invariants, which also apply to our algorithm. They then used an insightful resequencing of their set operations, using queues to represent sets, to reduce the time complexity to $O(n)$. Our approach avoids these complexities, using a less elegant but simpler linear-time method amenable to direct proof.
2. Preliminaries. In [CH77], lower and upper bounds on $D N(G)$ were studied for various classes of graphs $G$. Let $d_{i}$ denote the degree of vertex $V_{i}$, and let $\delta(G)=$ $\min \left\{d_{i} \mid V_{i}\right.$ is a vertex in $\left.G\right\}$. In [CH77] Cockayne and Hedetniemi established the easy result $D N(G) \leq \delta(G)+1$ for any graph $G$. $G$ is called domatically full if $D N(G)=\delta(G)+1$. In [CH77] it was determined that every graph in certain classes of graphs, e.g., trees and maximal outerplanar graphs, are domatically full.

In an important paper apparently overlooked by most of these references, Farber [F84] showed nonconstructively that strongly chordal graphs (chordal or triangulated

[^16]graphs in which every even cycle of length $\geq 6$ has an "odd" chord) are also domatically full. Since interval graphs are a subset of strongly chordal graphs [J85] it follows that interval graphs are domatically full. This result also is a simple consequence of our algorithm (Corollary 1). It is known that chordal graphs are not domatically full; an example was first discovered by Arikati [A90] with $n=9$ and $e=27$.

We consider the class of interval graphs $G$ with an endpoint-sorted model as input. A simple scan can compute $\delta(G)$, and thereby $D N(G)$, in time $O(n)$, where $n$ equals the number of intervals. In this paper, we show how $M D P(G)$ can also be computed in time $O(n)$.
3. Domatic number. Without loss of generality, suppose all endpoints in $I$ are distinct. Let $I_{1}, \ldots, I_{n}$ represent the intervals labelled by the appearance of their left endpoints in a left-to-right scan. In the sequel we denote $I_{i}$ simply as $i$. Let $L E(i), R E(i)$ denote, respectively, the left endpoint and right endpoint of $I_{i}$. For any pair of endpoints, $\alpha$ and $\beta$, we write $\alpha<\beta$ to indicate that $\alpha$ lies to the left of $\beta$.

It is clear that the vertex degree of interval $i$ is given by the simple formula

$$
d_{i}=a_{i}-b_{i}-1
$$

where $a_{i} \equiv \#\{j \mid L E(j)<R E(i)\}$ and $b_{i} \equiv \#\{k \mid R E(k)<L E(i)\}$. It is a trivial matter to scan $I$, accumulating left and right endpoints in separate counts, and thereby to compute $d_{i}$ for all $i$. Hence we have immediately Lemma 1.

Lemma 1. Given a sorted interval model $I, d_{i}$ can be computed for all $i$ in time $O(n)$.

Corollary 1. Given a sorted model of an interval graph, $\delta(G)$, and therefore $D N(G)=\delta(G)+1$, can be computed in time $O(n)$.

In the sequel, we will denote $\delta(G)$ simply by $\delta$.
4. MDP algorithm. Our partitioning process is dependent upon the relative positions of the right endpoints of the intervals in the given model. To represent these, we set up an array $R[1 \ldots n]$ where $R[j]=i$ if the right endpoint of interval $i$ is the $j$ th right endpoint encountered during a left-to-right scan of $I$.

Our algorithm partitions the intervals $1 \ldots n$ into $\delta+1$ partition sets, each of which is a dominating set. Each interval will be assigned a partition designation number in the range $1 \ldots \delta+1$, with the number stored in an array PART[ $1 \ldots n$ ]. If interval $i$ is a member of the $k$ th partition, we set PART $[i]=k$. If it is determined that interval $i$ can be placed into any of the $\delta+1$ partition sets, this fact will be reflected by assigning PART $[i]=\infty$.

The partitioning process has the following simple rules. We assume that $R[1 \ldots n]$ has already been determined and is available for use, along with the interval endpoints listed in a suitable form.

Step 1 . We begin by initializing the $\delta+1$ partition sets. For the intervals labelled 1 to $\delta+1$, we set $\operatorname{PART}[i]=i$. The interval last placed into each of the $\delta+1$ partition sets will be referred to as a last. Initially, intervals 1 to $\delta+1$ are lasts. Since there are exactly $\delta+1$ partition sets, there are exactly $\delta+1$ lasts. An array $L[1 \ldots n]$ will be used to keep track of the $\delta+1$ lasts. If interval $i$ is a last, then $L[i]=1$ and interval $i$ is in the partition set numbered PART $[i]$. If interval $i$ is not a last then $L[i]=0$.

The remaining intervals, $\delta+2$ to $n$, will be considered for placement in increasing label order. c will be used to denote the label of the interval currently under consideration for placement into one of the partition sets.

Step 2. Consider the interval right endpoint array $R[1 \ldots n]$ and the last array $L[1 \ldots n]$. Let $j$ in $1 \ldots n$ be the smallest number such that $L[R[j]]=1$. Then interval
$R[j]$ is a last and it also has the leftmost right endpoint of all the lasts. We will refer to this last interval as $L R E P \_$last; in the sequel, let $z$ represent $L R E P \_$last.

Since each of the $\delta+1$ lasts already are elements in distinct partition sets, we see that for each interval $j$ for which $L[j]=1, j<\mathbf{c}$ since $\mathbf{c}$ is as yet unplaced. (Note that $j<\mathbf{c}$ means $L E(j)<L E(\mathbf{c})$.) Since $z$ is $L R E P \_$last, it follows that if $j \neq z$, then $R E(z)<R E(j)$ for each such last interval $j$. This simple fact is the guiding idea behind the partition placement of $\mathbf{c}$.

Step 3. If $R E(z)<R E(\mathbf{c})$, we place interval $\mathbf{c}$ into the same partition as interval $z$, executing PART[c] $:=\operatorname{PART}[z]$. Interval $\mathbf{c}$ becomes the new last interval for that partition; thus we execute $L[z]:=0$ and $L[\mathbf{c}]:=1$. Interval $z$ is no longer LREP__last, so the new LREP_last must be found. We need only examine the right endpoints to the right of $R E(z)$ to find the new LREP_last. This is achieved by scanning array $R[1 \ldots n]$ beginning with $R E(z)$ 's position. This fact makes the cumulative time required $O(n)$ for determining all LREP_lasts.

If $R E(\mathbf{c})<R E(z)$, then (1) for all $j$ such that $L[j]=1, j<\mathbf{c}$, and (2) since $z$ is $L R E P \_$last, $R E(z)<R E(j)$. Thus we have, for all last intervals $j$,

$$
L E(j)<L E(\mathbf{c})<R E(\mathbf{c})<R E(j) .
$$

This shows that $\mathbf{c}$ is properly contained in all lasts. Thus can be placed in any partition set since any intervals it dominates are already dominated by the lasts. This will be reflected by the assignment $\operatorname{PART}[\mathbf{c}]:=\infty$. In this case, interval $z$ remains $L R E P \quad$ _last since $\mathbf{c}$ was not placed into the partition PART $[z]$.

Since both parts of Step 3 make a partitioning determination for $\mathbf{c}$, we need to find the next interval for partition placement. This is a simple matter.

Step 4. Repeat Step 3 until all $n$ intervals are placed into partition sets.
We first present the algorithm in a high-level format and then follow with a more detailed presentation which provides the framework for both analysis and proof of correctness.

ALGORITHM $D \_P$
INPUT: Model of the Set of Intervals $1 \ldots n$ and integer $\delta=\delta(G)$.
OUTPUT: Dominating Partition Sets PART(1) $\ldots \operatorname{PART}(\delta+1)$.
/* Let RRi represent the rightmost right endpoint of
$/^{*}$ any interval in $\operatorname{PART}(i)$.
for $i:=1$ to $\delta+1$ do
Place Interval $i$ into PART( $i$ ) od
for $\mathbf{c}:=\delta+2$ to $n$ do
Find $j$ such that $R R j$ is leftmost of all $R R k$ 's for $k$ in $1 \ldots \delta+1$ :
If right endpoint of Interval $\mathbf{c}$ extends to the right of $R R j$
Then place Interval $\mathbf{c}$ in $\operatorname{PART}(j)$
Else
Interval $\mathbf{c}$ is already dominated by all partition sets and may be placed in any of the partition sets.
od
end $D \_P$
The following detailed algorithm can easily be seen to be a refinement of the above and also to perform the instructions in Steps 1-4.


Fig. 1.
ALGORITHM DOMATIC_PARTITION
INPUT: Array $R[1 \ldots n]$ and integer $\delta=\delta(G)$.
OUTPUT: Array PART[ $1 \ldots n$ ].

```
    for \(i:=1\) to \(n\) do \(\quad / *\) initialize array \(L\)
        \(L[i]:=0\) od
    for \(i:=1\) to \(\delta+1\) do
        \(\operatorname{PART}[i]:=i ; \quad \quad / *\) interval \(i\) into partition set \(\# i\)
        \(L[i]:=1\) od \(\quad / *\) interval \(i\) is now a last
    \(j:=1 ; \quad /^{*}\) initialize scan variable
    for \(\mathbf{c}:=\delta+2\) to \(n\) do \(\quad / *\) if \(n=\delta+1\), then stop
    /* else place remaining intervals
    while \((L[R[j]] \neq 1)\) do \(\quad / *\) find \(L R E P \_\)last
    \(j:=j+1\) od
    \(z:=R[j] ; \quad /^{*} z\) is an interval label holder
    if \((R E(z)<R E(\mathbf{c}))\) then \(\quad{ }^{*}\) if \(\mathbf{c}\) extends past \(z\)
        \(\operatorname{PART}[\mathbf{c}]:=\operatorname{PART}[z] ; \quad /^{*}\) then assign to \(\mathbf{c}\) the
                            \(/^{*}\) partition number of \(z\).
        \(L[z]:=0 ; \quad /^{*} z\) is no longer LREP__last
        \(L[\mathbf{c}]:=1 \quad /^{*} \mathbf{c}\) becomes a last
    else
        \(\operatorname{PART}[\mathbf{c}]:=\infty \quad /^{*} \mathbf{c}\) may be in any partition
    fi
    od
end DOMATIC_PARTITION
```

Example. For the interval model of Fig. 1, the interested reader will find that $n=10$ and $\delta=3$. The right endpoints appear in the order $R[1 \ldots 10]=\left[\begin{array}{llll}2 & 7 & 5 & 4\end{array}\right.$ $\left.\begin{array}{llllll}1 & 9 & 6 & 3 & 10 & 8\end{array}\right]$. The operation of DOMATIC__PARTITION on this model results in the partition array PART $[1 \ldots 10]=\left[\begin{array}{llllllllll}1 & 2 & 3 & 4 & 2 & 2 & \infty & 4 & 1 & 1\end{array}\right]$.

Theorem. Algorithm DOMATIC_PARTITION produces a domatic partition for the interval model in $O(n)$ time.

Proof. We use an alternative definition of a domatic partition in this proof. According to this definition, we need only show that each interval in $1 \ldots n$ satisfies the requirement that it intersect at least one member of each of the $\delta$ partition sets of which it is not a member. The equivalence of the two definitions is elementary and the proof omitted.

The intervals $1 \ldots \delta+1$ clearly satisfy this requirement. Suppose to the contrary that for some pair of intervals $i$ and $j$, where $i<j \leq \delta+1$, interval $i$ did not intersect interval $j$; then $R E(i)<L E(j)$, and interval $i$ could only intersect the intervals 1 to $j-1$. Thus $\operatorname{deg}(i) \leq j-2 \leq \delta+1-2=\delta-1$. This is a contradiction since each interval has degree $\delta$ or greater. Hence each interval $i \in 1 \ldots \delta+1$ intersects a member of each of the $\delta+1$ partitions.

For all $i \in 1 \ldots n$, let $\mathbf{N}(i) \equiv\{i\} \cup\{j \mid j \neq i$ and interval $j$ intersects interval $i\}$. $\mathbf{N}(i)$ is the reflexive neighbor set of interval $i$.

Upon completion of the partitioning algorithm, for each interval $i \in \delta+2 \ldots n$, there are two possibilities described as follows.

Case 1. For some $j \in \mathbf{N}(i), \operatorname{PART}[j]=\infty$. By the explanation of Step 3, during the stage of execution of the loop when $\mathbf{c}$ was $j, \mathbf{c}$ was properly contained in each last and therefore was (and remains) properly contained in a member of each partition set. Thus interval $i$ intersects the same partition members in which interval $j$ was contained and therefore satisfies the domatic partition requirement.

Case 2. For every $j \in \mathbf{N}(i)$, $\operatorname{PART}[j] \neq \infty$. Consider two subcases.
Case 2a. For every distinct pair of intervals $j, k$ in $\mathbf{N}(i)$, PART $[j] \neq \operatorname{PART}[k]$. Since $\#(\mathbf{N}(i)) \geq \delta+1$, it follows that $\#(\mathbf{N}(i))=\delta+1$. Hence interval $i$ trivially intersects a member of each partition set.

Case 2 b . For some distinct pair of intervals $j, k \in \mathbf{N}(i)$, with $j<k$, $\operatorname{PART}[j]=$ $\operatorname{PART}[k]$. Since PART $[j] \neq \infty, \operatorname{PART}[j]=\operatorname{PART}[k]$, and $j<k$, it follows that during some stage of the execution of the main algorithm loop, interval $j$ was $L R E P$ _last, and during this stage, say $\mathbf{c}^{*}$, either $\mathbf{c}^{*}$ was $k$ or was less than $k$. During stage $\mathbf{c}^{*}$, for all intervals $s$ (including $j$ ) such that $L[s]=1$, we have the following two facts:
(f1) $R E(j)<R E(s)$, since interval $j$ is $L R E P \_$last.
(f2) $s<k$, since $s<\mathbf{c}^{*}$ and $\mathbf{c}^{*} \leq k$, implying $L E(s)<L E(k)$.
In addition, we know that
(f3) $L E(k)<R E(i)$ and $L E(i)<R E(j)$, since $k$ and $j$ both intersect $i$. Combining (f1), (f2), and (f3), we see that for all lasts $s$ during stage $\mathbf{c}^{*}$,

$$
L E(s)<R E(i) \quad \text { and } \quad L E(i)<R E(s) .
$$

This implies that interval $i$ intersects each of the $\delta+1$ lasts existing during this stage. Hence interval $i$ intersects a member of each of the $\delta+1$ partition sets.

The algorithm clearly takes $O(n)$ time to complete. During each execution of the for $\mathbf{c}$ loop, the while loop either advances the pointer $j$ or is terminated. Each of the other steps is clearly $O(1)$ in time complexity. Thus the cumulative time complexity for our algorithm, given the model, is $O(n)$ time and space.
5. Open problem. An algorithm for MDP simpler than Algorithm Domatic_ Partition or that of [PC91] is presented below. No proof for it of comparable simplicity is known to us.

```
PART \([0 \ldots n]:=0\);
for \(i:=1\) to \(\delta+1\) do
    \(\operatorname{PART}[i]:=i\) od
\(j:=1\);
for \(c:=\delta+2\) to \(n\) do
    while \((j<=n)\) and \((\operatorname{PART}[R[j]]=0)\) do
        \(\operatorname{PART}[R[j]]:=\infty\);
        \(j:=j+1\) od
    if (PART \([c]=0\) ) then
        \(\operatorname{PART}[c]:=\operatorname{PART}[R[j]] ;\)
        \(j:=j+1 \mathrm{fi}\)
od
```

We leave as an open problem whether such a proof exists.
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# ON A QUESTION OF ERDÖS ON SUBSEQUENCE SUMS* 

DON COPPERSMITH ${ }^{\dagger}$ AND STEVEN PHILLIPS ${ }^{\ddagger}$


#### Abstract

Paul Erdös asked how dense a sequence of integers, none of which is the sum of a consecutive subsequence, can be. In other words, let $\left\langle x_{1}, \ldots, x_{m}\right\rangle$ be an increasing sequence of integers in [1,n], such that there do not exist $i, j$, and $k$, with $0<i<j<k \leq m$ and $x_{i}+x_{i+1}+\cdots+x_{j}=x_{k}$. Erdös asked if $m>n / 2+1$ is possible. A simple argument shows that $m>2 n / 3+O(\log n)$ is impossible. Freud recently constructed a sequence with $m=19 n / 36$. This note constructs a sequence with $m=13 n / 24-O(1)$ and extends the simple upper bound to show that $m>(2 / 3-\epsilon) n+(\log n)$ is impossible for $\epsilon=1 / 512$.


Key words. sequence, integers, density, external problem
AMS subject classifications. 05D05, 11B05

1. Preliminaries. When describing subintervals of $[1, n]$, we will use " 1 " to designate an element $x_{i}$ of the sequence, " 0 " to designate an integer that is not in the sequence, and "-" for an integer which may or may not be in the sequence. So for example, " $[y, y+4]=01100$ " means that for some $i$ we have $x_{i-1}<y, x_{i}=y+1$, $x_{i+1}=y+2, x_{i+2}>y+4$. Property $S_{k}$ says that the sum of $k$ adjacent elements is not an element. For a nonnegative integer $i$, layer $i$ is all integers in the interval ( $\left.n / 2^{i+1}, n / 2^{i}\right\rfloor$ (so the size of layer $i$ is $\left\lfloor n / 2^{i}\right\rfloor-\left\lfloor n / 2^{i+1}\right\rfloor$ ). A 0 is forced if it is the sum of an adjacent pair of elements, and unforced otherwise. A string is forced if all its 0's are forced.

A simple lower bound of $n / 2$ is obtained by the sequence consisting of layer 0 . Erdös [2] asked if $m>n / 2+1$ is possible. Both the upper and lower bounds described below have the following simple upper bound as their starting point.

Lemma 1.1. A sequence of integers in $[1, n]$ satisfying $S_{2}$ contains at most $2 n / 3+$ $3 / 2\left(\log _{4} n+1\right)$ elements.

Proof. For a nonnegative integer $i$, each adjacent pair of elements in layer $2 i+1$ eliminates (by property $S_{2}$ ) a distinct element in layer $2 i$. So layers $2 i$ and $2 i+1$ together contain at most $1+\left\lfloor n / 2^{2 i}\right\rfloor-\left\lfloor n / 2^{2 i+1}\right\rfloor \leq 3 / 2+n / 2^{2 i+1}$ elements. Thus the number of elements in $[1, n]$ is at most $\sum_{i=0}^{\left\lfloor\log _{4} n\right\rfloor}\left(3 / 2+n / 2^{2 i+1}\right) \leq 2 n / 3+3 / 2\left(\log _{4} n\right.$ +1 ).

Note that the constant $2 / 3$ in Lemma 1.1 is tight if the sequence must only satisfy $S_{i}$ for even $i$, as evidenced by the sequence which excludes integers $\equiv 0(\bmod 3)$.

The rest of this note is organized as follows: $\S 2$ presents the construction of $m=13 n / 24-O(1)$, while $\S 3$ applies property $S_{3}$ to improve the upper bound of Lemma 1.1 to $(2 / 3-\epsilon) n+O(\log n)$.
2. Lower bound. In this section we will construct a lower bound of $13 n / 24-$ $O(1)$. The lower bound has $n / 2$ elements in the first two layers. It adds "extra" elements between $1 / 5$ and $1 / 4$ in such a way that consecutive sequences of 2,3 , or 4 of the extra elements add up to elements excluded from the first two layers. The

[^17]Table 1
The sequence proving the lower bound.

| From | To | Keep | Mod | Value |  |  |
| ---: | ---: | :--- | ---: | :--- | :--- | :--- |
| $1 / 5$ | $2 / 9$ | $0,1,2,5,6,8,10,11,14,15$ | 16 | $10 / 16 \times 1 / 45$ | $=$ | $1 / 72$ |
| $2 / 9$ | $1 / 4$ | 1 | 1 | $1 \times 1 / 36$ | $=$ | $1 / 36$ |
| $1 / 4$ | $8 / 27$ | None |  | 0 | $=$ | 0 |
| $8 / 27$ | $1 / 3$ | $1,2,3$ | 4 | $3 / 4 \times 1 / 27$ | $=$ | $1 / 36$ |
| $1 / 3$ | $3 / 8$ | 1,2 | 3 | $2 / 3 \times 1 / 24$ | $=$ | $1 / 36$ |
| $3 / 8$ | $4 / 9$ | $0,2,6,8,9,12,13$, |  |  |  |  |
|  |  | $16,19,20,23,24,26,30$ | 32 | $14 / 32 \times 5 / 72$ | $=$ | $35 / 1152$ |
| $4 / 9$ | $1 / 2$ | 0 | 2 | $1 / 2 \times 1 / 18$ | $=$ | $1 / 36$ |
| $1 / 2$ | $16 / 27$ | 1 | 1 | $1 \times 5 / 54$ | $=$ | $5 / 54$ |
| $16 / 27$ | $2 / 3$ | $1,2,4,6,7$ | 8 | $5 / 8 \times 2 / 27$ | $=$ | $5 / 108$ |
| $2 / 3$ | $3 / 4$ | 1,2 | 3 | $2 / 3 \times 1 / 12$ | $=$ | $1 / 18$ |
| $3 / 4$ | $8 / 9$ | All Except $2,8,14,17,21$, |  |  |  |  |
|  |  | $25,29,35,39,43,47,50,56,62$ | 64 | $50 / 64 \times 5 / 36$ | $=$ | $125 / 1152$ |
| $8 / 9$ | 1 | $0,1,3$ | 4 | $3 / 4 \times 1 / 9$ | $=$ | $1 / 12$ |

density of elements achieved is $0.541666 \ldots$. The idea of the lower bound arose from patterns observed in sequences found experimentally by J. H. Davenport (personal correspondence).

Theorem 2.1. For any $n$ there is a sequence of $13 n / 24-O(1)$ integers in $[1, n]$, none of which is the sum of a consecutive subsequence.

Proof. We begin with Freud's [1] construction of $m \geq 19 n / 36$, which will motivate our construction of $m \geq 13 n / 24-O(1)$. To achieve $m=19 n / 36$, start by putting in all integers between $2 n / 9$ and $n / 4$. This means we must exclude odd integers between $4 n / 9$ and $n / 2$, integers $\equiv 0(\bmod 3)$ between $2 n / 3$ and $3 n / 4$, and integers $\equiv 2(\bmod 4)$ between $8 n / 9$ and $n$. Now fortunately the nonexcluded integers between $4 n / 9$ and $n / 2$ and between $8 n / 9$ and $n$ mesh together perfectly: two adjacent even numbers add to something $\equiv 2(\bmod 4)$. So, in keeping with the restriction that there be $n / 2$ elements in the first two layers, we must keep exactly the even integers between $4 n / 9$ and $n / 2$ and those $\equiv 0,1,3(\bmod 4)$ between $8 n / 9$ and $n$.

To make the integers $\equiv 0(\bmod 3)$ that have been knocked out between $2 n / 3$ and $3 n / 4$ also be excluded by sums from layer 1 , we introduce integers between $n / 3$ and $3 n / 8$, and it turns out that allowing those $\equiv 1,2(\bmod 3)$ does the trick. Then the ranges $[3 n / 4,8 n / 9]$ and $[3 n / 8,4 n / 9]$ can be filled in by any complementary manner.

To extend this construction to $m=13 n / 24$, we add some integers between $n / 5$ and $2 n / 9$. This complicates the construction since we have to add integers below $n / 3$ and triples of these integers now have to be considered. Specifically, we add some integers between $8 n / 27$ and $n / 3$, chosen so that triples knock out already excluded integers between $8 n / 9$ and $n$. The integers between $n / 5$ and $2 n / 9$ are chosen so that triples knock out only integers in $[3 n / 5,2 n / 3]$ that have already been knocked out by pairs of integers between [ $3 n / 10, n / 3]$.

The details are as follows: start with the "keep" integers from Table 1 (for instance, the fourth line says keep all integers between $8 n / 27$ and $n / 3$ that are congruent to 1,2 , or $3(\bmod 4)$, for a total of $n / 36$ elements). The number of kept elements is $13 n / 24$. Sequences within an interval sum to nonelements, but we might have a problem at the interval boundaries. A sequence spanning interval boundaries might sum to an element. If this occurs, then eliminate that sum (the larger element) from the sequence. This in turn affects sequences spanning the space where that eliminated element was. Only a constant number of elements get eliminated because you're always pushing forward, never back.
3. Upper bound. The tighter upper bound applies property $S_{3}$ to elements in the interval $[3 n / 16, n / 4]$ to show that there must be at least $\epsilon n$ unforced 0 's ( 0 's that aren't accounted for in Lemma 1.1.) The effect of these unforced 0 's on the sequence size is shown by the following lemma.

Lemma 3.1. A sequence of integers in $[1, n]$ satisfying $S_{2}$ and having $k$ unforced 0 's in even layers contains at most $2 n / 3-k+3 / 2\left(\log _{4} n+1\right)$ elements.

Proof. For a nonnegative integer $i$, each adjacent pair of elements in layer $2 i+1$ eliminates (by property $S_{2}$ ) a distinct element in layer $2 i$. Therefore layers $2 i$ and $2 i+1$ together contain at most $1+\left\lfloor n / 2^{2 i}\right\rfloor-\left\lfloor n / 2^{2 i+1}\right\rfloor-k_{i} \leq 3 / 2+n / 2^{2 i+1}-k_{i}$ elements, where $k_{i}$ is the number of unforced 0 's in layer $2 i$. Thus, the number of elements in $[1, n]$ is at most $\sum_{i=0}^{\left\lfloor\log _{4} n\right\rfloor}\left(3 / 2+n / 2^{2 i+1}-k_{i}\right) \leq 2 n / 3-k+3 / 2\left(\log _{4} n\right.$ $+1)$.

The rest of this section is organized as follows. Lemmas 3.2 and 3.3 prove the existence of a collection of unforced 0 's and forced 010's in the first 4 layers. Lemmas $3.4,3.5$, and 3.6 show how the forced 010 's can be traced down through the rest of the layers, spawning a collection of unforced 0's in even layers. Finally, Theorem 3.7 assembles all the lemmas to produce the upper bound.

Lemma 3.2. 1. 00 cannot be forced.
2. $[2 y, 2 y+2]=010$ cannot be forced.
3. $[2 y+1,2 y+3]=010$ is forced only if $[y, y+2]=111$.

Proof. For part 1, two consecutive forced 0's are $x_{i}+x_{i+1}$ and $x_{i+1}+x_{i+2}$, which differ by $x_{i+2}-x_{i}$, which is at least 2 . For part 2 , if both zeroes are forced we must have $2 y=x_{i}+x_{i+1}, 2 y+2=x_{i+1}+x_{i+2}, x_{i+2}-x_{i}=2$, so $x_{i+1}=x_{i}+1$ and $2 y=2 x_{i}+1$, which is a contradiction. Part 3 is similar.

Lemma 3.3. Let $y \in[3 n / 64+2, n / 16-3]$. Then we have either a 010 centered in $[y-1, y+2]$ or $[3 y, 3 y+3]$, or an unforced 0 in $[y-2, y+3]$, $[3 y-2,3 y+5]$, $[4 y-1,4 y+5]$, or $[12 y+2,12 y+10]$.

Proof. Assume there is no 010 centered in $[y-1, y+2]$ or unforced 0 in $[y-2, y+3]$. Then the string $[y-2, y+3]$ matches one of the following, shown in Table 2 (there is no 00 by Lemma 3.2).

TABLE 2

| -2 | -1 | 0 | 1 | 2 | 3 | case |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| - | 1 | 1 | 1 | 1 | - | A |
| 1 | 0 | 1 | 1 | 1 | - | B |
| 1 | 1 | 0 | 1 | 1 | - | C |
| - | 1 | 1 | 1 | 0 | 1 | D |
| 1 | 0 | 1 | 1 | 0 | 1 | E |
| - | 1 | 1 | 0 | 1 | 1 | F |

Assume also that there is neither a 010 centered in [ $3 y, 3 y+3]$ nor an unforced 0 in $[3 y-2,3 y+5]$ or $[4 y-1,4 y+5]$.

Case A. $[y-1, y+2]=1111$. We have 0 at $3 y, 3 y+3,4 y+2$. Therefore $[3 y-1,3 y+4]$ $=101101$ and $[4 y+1,4 y+4]=1011$ (since 00 is outlawed by Lemma 3.2 part 1 and $[4 y+1,4 y+4]=1010$ is outlawed by Lemma 3.2 part 2 ). These cause 0 's at $12 y+6$, $12 y+8$, respectively, one of which must be an unforced 0 .

Case B. $[y-2, y+2]=10111$. We have 0 at $3 y-1,3 y+3,4 y+1$. Therefore $[3 y-1,3 y+4]=011101$ and $[4 y, 4 y+3]=1011$ (since by Lemma 3.2 part 3, forced 1010 would imply $[2 y, 2 y+2]=111$, which is ruled out by $S_{2}$ since $[y, y+1]=11$ ). These cause 0 's at $12 y+7,12 y+5$, respectively, one of which must be an unforced 0 .

Case C. $[y-2, y+2]=11011$. We have 0 at $3 y-2,3 y+2,4 y$. Therefore $[3 y-2,3 y+3]=011101$ and $[4 y-1,4 y+2]=1011$. These cause 0 's at $12 y+3$, $12 y+2$, respectively, one of which must be an unforced 0 .

Case D. $[y-1, y+3]=11101$. We have 0 at $3 y, 3 y+4,4 y+3$. Therefore $[3 y-1,3 y+4]=101110$ and $[4 y+1,4 y+4]=1101$. These cause 0 's at $12 y+5$, $12 y+7$, respectively, one of which must be an unforced 0 .

Case E. $[y-2, y+3]=101101$. We have 0 at $3 y-1,3 y+4,4 y+2$. Therefore $[3 y-1,3 y+4]=011110$ and $[4 y+1,4 y+4]=1011$. These cause 0 's at $12 y+6$, $12 y+8$, respectively, one of which must be an unforced 0 .

Case F. $[y-1, y+3]=11011$. We have 0 at $3 y+1,3 y+5,4 y+4$. Therefore $[3 y, 3 y+5]=101110$ and $[4 y+2,4 y+5]=1101$. These cause 0 's at $12 y+9,12 y+10$, respectively, one of which must be an unforced 0 .

Lemma 3.4. A forced 010 centered at $y$ implies a forced 010 centered at $y / 4$ (implying $y$ is a multiple of 4) or an unforced 0 in the interval $[\lfloor y / 4\rfloor-1,\lceil y / 4\rceil+1]$.

Proof. This is easily checked for $y<8$. If $y \geq 8$, let $x=\lfloor y / 4\rfloor$.
Case 1. $y=4 x$. A forced 010 centered at $y$ implies $[2 x-1,2 x+1]=111$. By property $S_{2},[x-1, x+1]$ is one of $010,-00$, or $00-$. The string 00 cannot be forced.

Case 2. $y=4 x+2$. A forced 010 centered at $y$ implies $[2 x, 2 x+2]=111$. By property $S_{2},[x-1, x+2]$ is one of $-00-, 001-$, or -100 .

Case 3. $y$ is odd. This is impossible since a forced 010 must be centered at an even integer.

Lemma 3.5. If there are $k$ forced 010 's in layer $2 i$, then there is an $m$ such that there are $m$ forced 010 's and at least $\max \{(k-m-6) / 4,0\}$ unforced 0 's in layer $2 i+2$.

Proof. Let the $k$ forced 010 's in layer $2 i$ be centered at $y_{1}, \ldots, y_{k}$. Call an 010 centered at $y_{j}$ descending if there is a forced 010 centered at $y_{j} / 4$. Let $m$ be the number of descending 010 's. For each nondescending 010 centered at $y_{j}$, choose an unforced 0 closest to $y_{j} / 4$ : by Lemma 3.4 there is an unforced 0 in the range $\left[\left\lfloor y_{j} / 4\right\rfloor-1,\left\lceil y_{j} / 4\right\rceil+1\right]$. How many forced 010 's can choose a given unforced 0 at $x$ ? The unforced 0 at $x$ can be chosen by at most 7 forced 010 's, centered at $4 x-6$, $4 x-4,4 x-2,4 x, 4 x+2,4 x+4,4 x+6$ (since a forced 010 must be centered at an even number).

However, the 7 can be reduced to a 4 as follows. Consider the subinterval $I$ between the nearest 1's on either side of $x$ (restricted to the layer that $x$ is in). Let $x-\alpha$ be the leftmost unforced 0 in this subinterval and $x+\beta$ the rightmost unforced 0 . There are at least $\lceil\beta / 2\rceil+\lceil\alpha / 2\rceil+1$ unforced 0 's in $[x-\alpha, x+\beta]$ and either a layer boundary or a 1 in $[x-\alpha-2, x-\alpha-1]$ and likewise in $[x+\beta+1, x+\beta+2]$.

Now, assuming no layer boundary, the forced 010 's associated with these unforced 0 's (in $I$ ) are centered between $4(x-\alpha)-6$ and $4(x+\beta)+6$ inclusive. There are at most $2 \beta+2 \alpha+7$ such forced 010 's centered at even integers. But the 1's near $x-\alpha$ and $x+\beta$ cause a 0 in $[2 x-\alpha+\beta-1,2 x-\alpha+\beta+1]$, which eliminates three forced 010 's near $4 x-2 \alpha+2 \beta$. So the number of forced 010's choosing unforced 0 's in the subinterval $I$ is really at most $2 \beta+2 \alpha+4$, which is at most 4 times the number of unforced 0's in $I$.

Hence, in result, the number of nondescending 010's is at most 4 times the number of unforced 0 's. However, the above argument breaks down at the ends of the layer, where at most 3 more nondescending 010 's at each end can be associated with unforced 0 's.

Lemma 3.6. If there are $k$ forced 010 's in layer $2 i(k>0)$, then there are at least $k / 4-(3 / 2) \log _{4} n+3 i / 2$ unforced 0 's in even layers in $\left[1, n / 2^{2 i+2}\right]$.

Proof. There are no 010 's in layer $2\left\lfloor\log _{4} n\right\rfloor$. Hence the $k$ forced 010 's have been converted to unforced 0 's according to Lemma 3.5. The number of times Lemma 3.5 is invoked is at most $\left\lfloor\log _{4} n / 2^{2 i}\right\rfloor \leq \log _{4} n-i$.

Theorem 3.7. A sequence of integers in $[1, n]$ satisfying $S_{2}, S_{3}$, and $S_{4}$ contains at most $2 n / 3-\lfloor n / 512\rfloor+3 \log _{4} n-1 / 2$ elements.

Proof. Let $y$ be an integer, with $3 n / 64+2 \leq y \leq n / 16-3$. By Lemma 3.3 and an application of Lemma 3.4, there is either a forced 010 centered in $[y-1, y+2]$ or at $\lceil 3 y / 4\rceil$ (hence in layer 4), or an unforced 0 in $[y-2, y+3],[3 y-2,3 y+5]$, $[4 y-1,4 y+5]$, or $[12 y+2,12 y+10]$. At most 6 values of $y$ can share any unforced 0 , and at most 2 values of $y$ can share any forced 010 (since a forced 010 must be centered at an even integer). The number of values for $y$ is $\lfloor n / 64\rfloor-5$. Thus for some $m \geq 0$, there are $m$ forced 010's in layer 4, and at least ( $\lfloor n / 64\rfloor-2 m-5) / 6$ unforced 0 's in levels 0 , 2 , and 4 . Applying Lemma 3.6 gives a collection of $m / 4-(3 / 2) \log _{4} n+3$ unforced 0 's in levels $6,8, \ldots$, for a total of at least $\lfloor n / 512\rfloor-(3 / 2) \log _{4} n+2$ unforced 0 's in even levels (minimized when $m=\lfloor n / 128\rfloor-2$ ). Finally, applying Lemma 3.1 gives the desired result.
4. Conclusion. Let $m(n)$ denote the length of the longest sequence of integers in $[1, n]$, none of which is the sum of a consecutive subsequence. This note has shown that both the trivial lower bound of $m(n) / n \geq 1 / 2$ and the trivial upper bound of $m(n) / n \leq 2 / 3+o(1)$ fail to be tight. It is also likely that neither of the bounds obtained here is tight. We close with the natural open question.

Open Question 1. What is the value of $\lim \inf m(n) / n$ ? Alternatively, what is the largest constant $\alpha$ such that for any $n$, there is a sequence of $\alpha n-O(n)$ integers in $[1, n]$, none of which is the sum of a consecutive subsequence?
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#### Abstract

We study the problem of finding small trees. Classical network design problems are considered with the additional constraint that only a specified number $k$ of nodes are required to be connected in the solution. A prototypical example is the $k \mathrm{MST}$ problem in which we require a tree of minimum weight spanning at least $k$ nodes in an edge-weighted graph. We show that the $k$ MST problem is NP-hard even for points in the Euclidean plane. We provide approximation algorithms with performance ratio $2 \sqrt{k}$ for the general edge-weighted case and $O\left(k^{1 / 4}\right)$ for the case of points in the plane. Polynomial-time exact solutions are also presented for the class of treewidth-bounded graphs, which includes trees, series-parallel graphs, and bounded bandwidth graphs, and for points on the boundary of a convex region in the Euclidean plane.

We also investigate the problem of finding short trees and, more generally, that of finding networks with minimum diameter. A simple technique is used to provide a polynomial-time solution for finding $k$-trees of minimum diameter. We identify easy and hard problems arising in finding short networks using a framework due to T. C. Hu.
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## 1. Introduction.

1.1. Motivation: Small trees. The oil reconnaissance boats are back from their final trip off the coast of Norway and present you with a detailed map of the seas surrounding the coastline. Marked in this map are locations that are believed to have a good chance of containing oil under the sea bed. Your company has a limited number of oil rigs that it is willing to invest in the effort. Your problem is to position these oil rigs at marked places so that the cost of laying down pipelines between these rigs is minimized. The problem at hand can be modeled as follows: given a graph with nonnegative edge weights and a specified number $k$, find a tree of minimum weight spanning at least $k$ nodes. Note that a solution to the problem will be a tree spanning exactly $k$ nodes. We call this problem the $k$-minimum spanning tree (or the $k \mathrm{MST}$ ) problem. Moreover, the $k \mathrm{MST}$ problem is at the heart of several other optimization

[^18]problems, such as the latency problem [9] and the prize-collecting traveling salesperson problem [1], and hence is of independent interest. In this paper, we study such classical network-design problems as the MST problem with the additional constraint that only a specified number of nodes need to be incorporated into the network. Unlike the MST problem, which admits a polynomial-time solution [25], [28], the $k$ MST problem is considerably harder to solve. In Theorem 2.1 we prove that the $k$ MST problem is NP-complete. This result was independently obtained by Lozovanu and Zelikovsky [26]. The $k$ MST problem remains NP-complete even when all the edge weights are drawn from the set $\{1,2,3\}$ (i.e., the graph is complete and every edge takes one of three different weights). It is not hard to show a polynomial-time solution for the case of two distinct weights. The problem remains NP-hard even for the class of planar graphs as well as for points in the plane.
1.2. Approximation algorithms. A $\rho$-approximation algorithm for a minimization problem is one that delivers a solution of value at most $\rho$ times the minimum. Consider a generalization of the $k$ MST problem, the $k$-Steiner tree problem: given an edge-weighted graph, an integer $k$, and a subset of at least $k$ vertices specified as terminals, find a minimum-weight tree spanning at least $k$ terminals. We can apply approximation results for the $k \mathrm{MST}$ problem to this problem by considering the auxiliary complete graph on the terminals with edges weighted by shortest-path distances. A $\rho$-approximation for the $k$ MST problem on the auxiliary graph yields a $2 \rho$-approximation for the $k$-Steiner tree problem. Therefore we focus on approximations for the $k$ MST problem. We provide the first approximation algorithm for this problem. In Theorem 3.1 we present a polynomial-time algorithm $2 \sqrt{k}$-approximation algorithm for the $k$ MST problem. The algorithm is based on a combination of a greedy technique that constructs trees using edges of small cost and a shortest-path heuristic that merges trees when the number of trees to be merged is small. The analysis of the performance ratio is based on a solution-decomposition technique [4], [14], [24], [29], [30] that uses the structure of an optimal solution to derive a bound on the cost of the solution constructed by the approximation algorithm.

Theorem 3.1 provides a $4 \sqrt{k}$-approximation algorithm for the $k$-Steiner tree problem as well. Moreover, we construct an example that demonstrates the performance guarantee of the approximation algorithm is tight to within a constant factor.

We derive a better approximation algorithm for the case of points in the Euclidean plane. In Theorem 4.1 we show that there is a polynomial-time algorithm that, given $n$ points in the Euclidean plane and a positive integer $k \leq n$, constructs a tree spanning at least $k$ of these points such that the total length of the tree is at most $O\left(k^{1 / 4}\right)$ times that of a minimum-length tree spanning any $k$ of the points.

As before, we construct an example showing that the performance ratio of the algorithm in Theorem 4.1 is tight. Our proof of Theorem 4.1 also yields as a corollary an approximation algorithm for the rectilinear $k$ MST problem.
1.3. Polynomially solvable special cases. Since the $k$ MST problem is NPcomplete even for the class of planar graphs, we focus on special classes of graphs and provide exact solutions that run in polynomial time. Robertson and Seymour in their seminal series of papers [32] introduced and developed the notion of treewidth. Many hard problems have exact solutions when attention is restricted to the class of treewidth-bounded graphs and much work has been done in this area, especially by Bodlaender [11]. Independently, Bern, Lawler, and Wong [8] introduced the notion of decomposable graphs. Later, it was shown [5] that the class of decomposable graphs and the class of treewidth-bounded graphs are one and the same. A class
of decomposable graphs is defined using a finite number of primitive graphs and a finite collection of binary composition rules. Examples of decomposable graphs include trees, series-parallel graphs, and bounded-bandwidth graphs. We use a dynamic programming technique to show that for any class of decomposable graphs (or treewidth-bounded graphs), there is an $O\left(n k^{2}\right)$-time algorithm for solving the $k \mathrm{MST}$ problem. A polynomial-time algorithm for trees was also independently obtained by Lozovanu and Zelikovsky [26].

Though the $k$ MST problem is hard for arbitrary configurations of points in the plane, we show in $\S 5.2$ that there is a polynomial-time algorithm for solving the $k$ MST problem for the case of points in the Euclidean plane that lie on the boundary of a convex region. We also provide a faster algorithm to find the optimal $k \mathrm{MST}$ when all the points lie on a circle. The proof of the above facts uses a monotonicity property of an optimal tree along with a degree constraint on an optimal solution. This allows us to apply dynamic programming to find the exact solution. Several researchers in computational geometry have presented exact algorithms for choosing $k$ points that minimize other objectives such as diameter, perimeter, area, and volume [3], [16]-[18].
1.4. Short trees. Keeping the longest path in a network small is often an important consideration in network design. We investigate the problem of finding networks with small diameter. Recall that the diameter of a tree is the maximum distance (path length) between any pair of nodes in the tree. The problem of finding a minimumdiameter spanning tree of an edge-weighted graph was shown to be polynomially solvable by Camerini, Galbiati, and Maffioli [13] when the edge weights are nonnegative. They also show that the problem becomes NP-hard when negative weights are allowed. Camerini and Galbiati [12] proposed polynomial-time algorithms for a bounded-path tree problem on graphs with nonnegative edge weights. Their result can be used to show that the minimum-diàmeter spanning tree problem as well as its natural generalization to Steiner trees can be solved in polynomial time. We use a similar technique to show that the following minimum-diameter $k$-tree problem is polynomially solvable: given a graph with nonnegative edge weights, find a tree of minimum diameter spanning at least $k$ nodes.

We investigate easy and hard results in finding short networks. For this, we use a framework due to T. C. Hu [22]. In this framework, we are given a graph with nonnegative distance values $d_{i j}$ and nonnegative requirement values $r_{i j}$ between every pair of nodes $i$ and $j$ in the graph. The communication cost of a spanning tree is defined to be the sum over all pairs of nodes $i, j$ of the product of the distance between $i$ and $j$ in the tree under $d$ and the requirement $r_{i j}$. The objective is to find a spanning tree with minimum communication cost. Hu considered the case when all the $d$ values are one and showed that a Gomory-Hu cut tree [21] using the $r$ values as capacities is an optimal solution. Hu also considered the case when all the $r$ values are one and derived sufficient conditions under which the optimal tree is a star. The general version of the latter problem is NP-hard [2], [13], [23].

We define the diameter cost of a spanning tree to be the maximum cost over all pairs of nodes $i, j$ of the distance between $i$ and $j$ in the tree multiplied by $r_{i j}$. In Table 1, we present current results in this framework. All $r_{i j}$ and $d_{i j}$ values are assumed to be nonnegative. The first two rows of the table examine the cases when either of the two parameters is uniform-valued. The last two rows illustrate that the two problems become NP-complete when both parameters are two-valued.
1.5. Short small trees. We consider the $k$-tree versions of the minimum-com-munication-cost and minimum-diameter-cost spanning tree problems and show in

Table 1
Results on minimum-communication-cost spanning trees and minimum-diameter-cost spanning trees.

| $r_{i j}$ | $d_{i j}$ | Communication cost | Diameter cost |
| :--- | :--- | :--- | :--- |
| Arbitrary | $\{a\}$ | Cut-tree $[22]$ | Open |
| $\{a\}$ | Arbitrary | NP-complete $[23]$ | Poly-time $[13]$ |
| $\{a, b\}$ | $\{0, c\}$ | Cut-tree variant (this paper, [22]) | Poly-time (this paper) |
| $\{a, 4 a\}$ | $\{c, 5 c\}$ | NP-complete $[23]$ | NP-complete (this paper) |

Theorem 6.6 that the minimum-communication $k$-tree problem and the minimumdiameter $k$-tree problem are both hard to approximate within any factor even when all the $d_{i j}$ values are one and the $r_{i j}$ values are nonnegative.

In the next section, we present the NP-completeness results. Section 3 contains the $2 \sqrt{k}$ approximation for the $k$ MST problem. In $\S 4$ we present the stronger result for the case of points in the plane. In $\S 5$ we address polynomially solvable cases of the problem. In $\S 6$ we prove our results on short trees. We close with a discussion of directions for future research.

## 2. NP-completeness results.

Theorem 2.1. The (decision version of the) $k M S T$ problem is NP-complete.
Proof. It is easy to see that the $k$ MST problem is in NP. In this section we show that the $k$ MST problem is NP-hard by reducing the Steiner tree problem to it. The Steiner tree problem is known to be NP-hard [19]. As an instance of the Steiner tree problem we are given an undirected graph $G$, a set of terminals $R$ (which is a subset of the vertex set of $G$ ), and a positive integer $M$, and the question is whether there exists a tree spanning $R$ and containing at most $M$ edges. We transform this input to an instance $G^{\prime}, k, M$ of the $k$ MST problem as follows: We let $X=|V(G)|-|R|$ and connect each terminal of $G$ to a distinct path of $X$ new vertices, the path consisting of zero-weighted edges. We assign weight one to the already existing edges of $G$ and set the weight between all other pairs of vertices to $\infty$ (a very large number). This is the graph $G^{\prime}$ (see Fig. 1). We set $k$ to be $|R| \cdot(X+1)$. And now we ask if $G^{\prime}$ has a tree spanning $k$ vertices of weight at most $M$. If there exists a Steiner tree in $G$ spanning the set $R$ and containing at most $M$ edges, then it is easy to construct a $k$ MST of weight at most $M$ in $G^{\prime}$. Conversely, by our choice of $k$ and $X$, any $k$ MST in $G^{\prime}$ must contain at least one node from the path corresponding to each terminal in $R$. Hence any $k$ MST can be used to derive a Steiner tree for $R$ in $G$. This completes the reduction. Extensions of hardness to the case of planar graphs and points in the plane follow in a similar way from the hardness of the Steiner tree problem in these restricted cases. Given a planar embedding of $G$ we can create an embedded version of $G^{\prime}$ since only paths are added.

The NP-hardness holds even when all the edge costs are from the set $\{1,2,3\}$. The reduction for this case is similar to the above. Without loss of generality we assume that in the given instance of the Steiner tree problem, $G$ is connected and $M \leq|V|-1$. We let $X=|V(G)|-|R|$ as before and connect each terminal of $G$ to a distinct set of $X$ vertices by edges of weight one. We set the original edges of $G$ to have weight two and all other edges to have weight three. We choose $k=|R| \cdot X+M+1$ and the bound on the cost of the $k \mathrm{MST}$ to be $|R| \cdot X+2 M$. If there exists a Steiner tree in $G$ spanning the set $R$ and containing at most $M$ edges, then it is easy to construct a $k$ MST of weight at most $|R| \cdot X+2 M$ in $G^{\prime}$. This is done by connecting all the newly added vertices to the Steiner tree using the weight-one edges and then
picking up more vertices (note that the graph is connected and $M \leq|V|-1$ ) using the weight-two edges until there are $|R| \cdot X+M+1$ vertices. If there exists a $k$ MST of weight at most $|R| \cdot X+2 M$ in $G^{\prime}$, then observe that the $k$ MST cannot contain an edge of weight three because it has exactly $k-1=|R| \cdot X+M$ edges; and if it contained an edge of weight three, then it would have to contain at least $|R| \cdot X+1$ edges of weight one but there are only $|R| \cdot X$ edges of weight one in $G^{\prime}$. Further, the $k$ MST must span $R$, and since it has at most $M$ edges of weight two, there must exist a Steiner tree in $G$ spanning $R$ and containing at most $M$ edges.

When there are only two distinct edge costs, i.e., the graph is complete and every edge has one of two possible weights, the $k \mathrm{MST}$ problem can be solved in polynomial time. The basic idea is the following: Let $w_{1}$ and $w_{2}$ denote the two edge weights, where $w_{1}<w_{2}$. Construct an edge subgraph $G_{1}$ of $G$ containing all the edges of weight $w_{1}$. Choose a minimum number, say $r$, of the connected components of $G_{1}$ to obtain a total of $k$ nodes (dropping some nodes if necessary). Construct a spanning tree for each chosen component, and connect the trees into a single tree by adding exactly $r-1$ edges of weight $w_{2}$. It is straightforward to verify that the resulting solution is optimal.


Fig. 1. The basic NP-hardness reduction from Steiner tree to $k M S T$.

## 3. The approximation algorithm for the general case.

Theorem 3.1. There is a polynomial-time algorithm that, given an undirected graph $G$ on $n$ nodes with nonnegative weights on its edges and a positive integer $k \leq n$, constructs a tree spanning at least $k$ nodes of weight at most $2 \sqrt{k}$ times that of a minimum-weight tree spanning any $k$ nodes.

In this section, we present the proof of the above theorem. As input, we are given an undirected graph $G$ with nonnegative edge weights and an integer $k$.
3.1. The algorithm and its running time. It is useful to think of the algorithm as running in two distinct phases: a merge phase and a collect phase.

During the merge phase, the algorithm maintains a set of clusters and a spanning tree on the vertex set of each cluster. Initially each vertex forms a singleton cluster. At each step of the merge phase, we choose an edge of minimum cost among all edges that are between two clusters and merge them by using the edge to connect their spanning trees.

Define the size of a cluster to be the number of vertices that it contains. During the course of the merge phase, the clusters grow in size. The collect phase is entered only when
(i) there exists a set of at most $\sqrt{k}$ clusters containing at least $k$ vertices among themselves, and
(ii) no cluster has size $k$ or more.

In the collect phase, we consider each cluster in turn as the root and perform a shortest-path computation between clusters using the weights on intercluster edges. We determine for each cluster $C$, the shortest distance $d_{C}$ such that, within distance $d_{C}$ from $C$, there exist at most $\sqrt{k}$ clusters whose sizes sum to at least $k$. Note that by the first precondition for starting the collect phase, the distance $d_{C}$ is well defined. We choose the cluster $C$ with the minimum value of $d_{C}$ and connect it using shortest paths of length at most $d_{C}$ to each of these $\sqrt{k}$ clusters. We prune edges from some of these shortest paths to output a tree of clusters whose sizes sum to $k$. We may do this since any cluster has less than $k$ nodes at the start of this phase by the second precondition.

The merge phase of the algorithm continues to run until both the preconditions of the collect phase are satisfied. Beginning with the step of the merge phase after which both preconditions of the collect phase are satisfied, at each subsequent step, the algorithm forks off an execution of the collect phase for the current configuration of clusters. The merge phase continues to run until a cluster of size $k$ or more is formed. Next, the merge phase prunes the edges of the spanning tree of the cluster whose size is between $k$ and $2 k$ so as to obtain a spanning tree of size exactly $k$. At this point, the merge phase terminates and outputs the spanning tree of the cluster of size $k$. Each forked execution of the collect phase outputs a spanning tree of size between $k$ and $2 k$ as well. The algorithm finally outputs the tree of least weight among all these trees. The algorithm is given as follows.

## Algorithm Merge-Collect

1. Initialize each vertex to be in singleton-connected components and the set of edges chosen by the algorithm to be $\phi$. Initialize the iteration count $i=1$.
2. Repeat until there exists a cluster whose size is between $k$ and $2 k$.
(a) Let $V S_{i}=\left\{C_{1} \ldots C_{l}\right\}$ denote the set of connected components at the start of this iteration. Assume that the components are numbered in nonincreasing order of their size.
(b) Form an auxiliary graph $G\left(V S_{i}, E^{\prime}\right)$ where the edge $\left(C_{i}, C_{j}\right)$ between two components is the minimum-cost edge in $E$ whose endpoints belong to $C_{i}$ and $C_{j}$, respectively.
(c) Choose a minimum-cost edge $\left(C_{i}, C_{j}\right)$ in $G\left(V S_{i}, E^{\prime}\right)$ and merge the corresponding clusters $C_{i}$ and $C_{j}$.
(d) $V S_{i+1}=V S_{i}-\left\{C_{i}\right\}-\left\{C_{j}\right\} \cup\left\{C_{i} \cup C_{j}\right\}$.

Remark: This corresponds to one iteration of merge phase.
(e) Let $j^{*}=\min \left\{j: \sum_{i=1}^{j}\left|C_{i}\right| \geq k\right\}$.
(f) If $j^{*} \leq \sqrt{k}$, then $S O L_{i}=\operatorname{Collect}\left(G\left(V S, E^{\prime}\right)\right)$.
(g) $i=i+1$.
3. Prune the edges of the cluster whose size is between $k$ and $2 k$ to obtain a tree with exactly $k$ vertices. Denote the tree obtained by $M S O L$.
4. The output of the heuristic is the minimum valued tree among $M S O L$ and all the $S O L_{i} \mathrm{~s}$.

## Procedure Collect ( $G(V, E)$ )

1. For each cluster vertex $C$ do
(a) With the cluster $C$ as the root, form a shortest path tree.
(b) Let $d_{C}$ be the minimum distance such that there is a set of at most $\sqrt{k}$ clusters within a distance of $d_{C}$ from $C$ containing at least $k$ vertices.
(c) Choose these clusters and join them to the root cluster by using the edges in the shortest path tree computed in Step 1(a).
(d) Prune the edges of the tree to obtain a tree having exactly $k$ nodes.
2. Output the tree corresponding to the choice of the root cluster $C$ that minimizes $d_{C}$.

It is easy to see that there are at most $O(n)$ steps in the merge phase and hence at most this many instances of the collect phase to be run. Using Dijkstra's algorithm [15] in each collect phase, the whole algorithm runs in time $O\left(n^{2}(m+n \log n)\right)$ where $m$ and $n$ denote the number of edges and nodes in the input graph, respectively. The running time of the collect phase dominates the running time of the merge phase.
3.2. The performance guarantee. Consider an optimal $k \mathrm{MST}$ of weight $O P T$. During the merge phase, nodes of this tree may merge with other nodes in clusters. We focus our attention on the number of edges of the optimal $k$ MST that are exposed, i.e., remain as intercluster edges. We show that at any step in which a large number of edges of the $k$ MST are exposed, every edge in the spanning tree of each cluster has small weight.

Lemma 3.2. If at the beginning of a step of the merge phase, an optimal kMST has at least $x$ exposed edges (intercluster edges), then each edge in the spanning tree of any cluster at the end of the step has weight at most $\frac{O P T}{x}$.

Proof. Since the edges are chosen in nondecreasing order of cost, it is clear that each edge in the spanning tree of any cluster at the end of the step has weight at most that of any intercluster edge. Since an optimal $k$ MST has at least $x$ exposed edges, one of these edges has weight at most $\frac{O P T}{x}$. Hence each edge in the spanning tree of any cluster at the end of the step has weight at most $\frac{O P T}{x}$.

We now prove the performance guarantee in Theorem 3.1. The above lemma is useful as long as the number of exposed edges is high. Applying the lemma with $x=\sqrt{k}$ shows that every edge in the spanning tree of each cluster has weight at most $\frac{O P T}{\sqrt{k}}$. Consider the scenario when the merge phase runs to completion to produce a tree with at least $k$ nodes even before the number of exposed edges falls below $\sqrt{k}$. In this case, since the resulting tree has at most $k$ nodes, the cost of the tree is at most $\frac{O P T}{\sqrt{k}} \cdot k \leq 2 \sqrt{k} \cdot O P T$.

Otherwise, the number of exposed edges falls below $\sqrt{k}$ before the merge phase runs to completion. However, in this case, note that both preconditions for the start of the collect phase will have been satisfied. Hence the algorithm must have forked off a run of the collect phase. We show that the tree output by this run has low weight. Consider a shortest-path computation of the collect phase rooted at a cluster containing a node of the optimal $k$ MST. Then clearly, within a distance at most OPT, we find at most $\sqrt{k}$ clusters whose sizes sum to at least $k$. Since the number of exposed
edges is less than $\sqrt{k}$, the clusters containing nodes of the optimal tree form such a collection. Since there are at most $\sqrt{k}$ clusters to connect to, the weight of these connections is at most $\sqrt{k} \cdot O P T$. To complete the analysis we need to upper-bound the weight of the spanning trees within each of the clusters retained in the output solution. This is not hard since all edges in these clusters have weight at most $\frac{O P T}{\sqrt{k}}$ by Lemma 3.2. Since the size of the output tree is at most $k$ (as a result of the pruning), the total weight of all the edges retained within these clusters is at most $\sqrt{k} \cdot O P T$. By summing the weight of these intracluster edges and the intercluster connections we show that the output tree has cost at most $2 \sqrt{k} \cdot O P T$. This proves the performance ratio of $2 \sqrt{k}$ claimed in Theorem 3.1.

The example in Fig. 2 shows that the performance ratio of the algorithm is $\Omega(\sqrt{k})$. The optimal $k$ MST is the horizontal path, each edge of which has weight zero or $\frac{O P T}{\sqrt{k}}$. The horizontal path has $\sqrt{k}$ edges of weight $\frac{O P T}{\sqrt{k}}$ each. All zero-weight edges will be chosen first in the merge phase. The merge phase running to completion will extend each of the zero-weight upward-directed paths to include $\Omega(k)$ edges each of weight $\frac{O P T}{4 \sqrt{k}}$ resulting in a tree of weight $\Omega(O P T \cdot \sqrt{k})$. The collect phases may output trees consisting of all the $(\sqrt{k}+1)$-sized clusters at the bottom of the figure, each of weight $\Omega(O P T \cdot \sqrt{k})$.

## 4. An approximation algorithm for points on the plane.

Theorem 4.1. There is a polynomial-time algorithm that, given $n$ points in the Euclidean plane and a positive integer $k \leq n$, constructs a tree spanning at least $k$ of these points such that the total length of the tree is at most $O\left(k^{1 / 4}\right)$ times that of a minimum-length tree spanning any $k$ of the points.

In this section, we present a heuristic for the $k \mathrm{MST}$ problem for points on the plane and a proof of its performance guarantee. Let $S=\left\{s_{1}, s_{2}, \ldots, s_{n}\right\}$ denote the given set of points. For any pair of points $s_{i}$ and $s_{j}$, let $d(i, j)$ denote the Euclidean distance between $s_{i}$ and $s_{j}$.

### 4.1. The heuristic.

I. For each distinct pair of points $s_{i}, s_{j}$ in $S$ do
(1) Construct the circle $C$ with diameter $\delta=\sqrt{3} d(i, j)$ centered at the midpoint of the line segment $\left\langle s_{i}, s_{j}\right\rangle$.
(2) Let $S_{C}$ be the subset of $S$ contained in $C$. If $S_{C}$ contains fewer than $k$ points, skip to the next iteration of the loop (i.e., try the next pair of points). Otherwise, do the following.
(3) Let $Q$ be the square of side $\delta$ circumscribing $C$.
(4) Divide $Q$ into $k$ square cells each with side $=\delta / \sqrt{k}$.
(5) Sort the cells by the number of points from $S_{C}$ they contain and choose the minimum number of cells so that the chosen cells together contain at least $k$ points. If necessary, arbitrarily discard points from the last chosen cell so that the total number of points in all the cells is equal to $k$.
(6) Construct a minimum spanning tree for the $k$ chosen points. (For the rectilinear case, construct a rectilinear minimum spanning tree for the $k$ chosen points.)
(7) The solution value for the pair $\left\langle s_{i}, s_{j}\right\rangle$ is the length of this MST.
II. Output the smallest solution value found.

It is easy to see that the above heuristic runs in polynomial time. In the next section, we show that the heuristic provides a performance guarantee of $O\left(k^{1 / 4}\right)$. We


Fig. 2. Example of a graph in which the algorithm in Theorem 3.1 outputs a tree of weight $\Omega(O P T \cdot \sqrt{k})$.
begin with some lemmas.

### 4.2. The performance guarantee.

Lemma 4.2. Let $S$ denote $a$ set of points on the plane, with diameter $\Delta$. Let a and $b$ be two points in $S$ such that $d(a, b)=\Delta$. Then the circle with diameter $\sqrt{3} \Delta$ centered at the midpoint of the line segment $\langle a, b\rangle$ contains $S$.

Proof. Suppose there exists a point $p \in S$ not contained within the circle of diameter $\sqrt{3} \Delta$ centered at the midpoint of the line segment $\langle a, b\rangle$. If $p$ lies on the perpendicular bisector of the line segment $\langle a, b\rangle$, then it is clear that $d(a, p)=d(b, p)>$ $\Delta$, else $p$ is closer to one of $a$ and $b$ than the other. Say $p$ is closer to $a$; then it is easy to see that $d(b, p)>\Delta$. Thus, if there exists a point outside the circle, then it contradicts the fact that the diameter of the set $S$ is $\Delta$. Hence $S$ must be contained within the circle.

Lower bounds on an optimal $k$ MST. The following lemma is used to establish a lower bound on $O P T$.

Lemma 4.3. Consider a square grid on the plane with the side of each cell being $\sigma$. Then the length of an MST for any set of $t$ points, where each point is from a distinct cell, is $\Omega(t \sigma)$.

Proof. Pick a point from the set and discard all points in the eight cells neighboring the cell containing the chosen point. Doing this repeatedly we choose a subcollection of $t / 9=\Omega(t)$ points such that the distance between any pair of points in the subcollection is at least $\sigma$. The lemma then follows from the observation that the minimum length of a tree spanning $\Omega(t)$ points that are pairwise $\sigma$-distant is $\Omega(t \sigma)$.

Let $P^{*}$ denote the set of points in an optimal solution to the problem instance. Let $\Delta$ denote the diameter of $P^{*}$ (i.e., the maximum distance between a pair of points in $P^{*}$ ) and $O P T$ denote the length of an MST for $P^{*}$. Consider an iteration in which the circle constructed by the heuristic is defined by two points $a$ and $b$ in $P^{*}$ such that $d(a, b)=\Delta$. Let $g$ be the number of square cells used by the heuristic in selecting $k$ points in this iteration. To establish the performance guarantee of the heuristic, we show that the length of the MST constructed by the heuristic during this iteration is within a factor $O\left(k^{1 / 4}\right)$ of $O P T$.

It is easy to see that $O P T \geq \Delta$ because $\Delta$ is the diameter of $P^{*}$.
Since the heuristic uses a minimum number ( $g$ ) of square cells in selecting $k$ points, the points in $P^{*}$ must occur in $g$ or more square cells. Note that the side of each square cell is $\frac{\sqrt{3} \Delta}{\sqrt{k}}$. This gives us the following corollary to Lemma 4.3.

Corollary 4.4.

$$
O P T=\Omega\left(\frac{g \Delta}{\sqrt{k}}\right) .
$$

Upper bound on the cost of the heuristic. We now prove an upper bound on the cost of the spanning tree returned by the heuristic. For this, we need the following lemma.

Lemma 4.5. The length of a minimum spanning tree for any set of $q$ points in a square with side $\sigma$ is length $O(\sigma \sqrt{q})$.

Proof. Paste a square grid over the square where each subcell in the grid has side $\frac{\sigma}{\sqrt{q}}$. Connect each point to a closest vertex in the grid. Consider the tree consisting of one vertical line, all the horizontal lines in the grid connected to the vertical line, and the vertical lines connecting each point to its nearest horizontal line (see Fig. 3). It is clear that the grid lines in the tree have total length $O(\sigma \sqrt{q})$ and the lines connecting the points to the grid have total length $q \cdot O\left(\frac{\sigma}{\sqrt{q}}\right)=O(\sigma \sqrt{q})$. This is a Steiner tree. But, it is a simple matter to observe that a spanning tree of at most twice the length can be obtained by shortcutting the Steiner tree.

Lemma 4.6. The length of the spanning tree constructed by the heuristic is $O(\sqrt{g} \Delta)$.

Proof. Let $Q_{i}$ denote the set of points in the $i$ th cell chosen by the heuristic, $1 \leq i \leq g$. Thus $\sum_{i=1}^{g}\left|Q_{i}\right|=k$. Consider the following two-stage procedure for constructing a spanning tree for the points in $\bigcup_{i=1}^{g} Q_{i}$.

Stage I. Construct a minimum spanning tree for the points in $Q_{i}, 1 \leq i \leq g$. Note that the points in $Q_{i}$ are within a square of side $\sqrt{3} \Delta / \sqrt{k}$. Using Lemma 4.5, the length of an MST for $Q_{i}$ is $O\left(\frac{\Delta}{\sqrt{k}} \sqrt{\left|Q_{i}\right|}\right)$. Thus, the total length of all the minimum spanning trees constructed in this stage is $O\left(\frac{\Delta}{\sqrt{k}} \sum_{i=1}^{g} \sqrt{\left|Q_{i}\right|}\right)=O(\sqrt{g} \Delta)$ by the Cauchy-Schwartz inequality.

Stage II. Connect the $g$ spanning trees constructed in Stage I into a single spanning tree as follows. Choose a point arbitrarily from each $Q_{i}(1 \leq i \leq g)$, and construct an MST for the $g$ chosen points. Note that these $g$ points are within a square of side $\sqrt{3} \Delta$. Thus, by Lemma 4.5, the length of the MST constructed in this stage is $O(\sqrt{g} \Delta)$ as well.


Fig. 3. A spanning tree of length $O(\sigma \sqrt{q})$ on any $q$ points in a square of side $\sigma$.

Thus, the total length of the spanning tree constructed by the two-stage procedure is $O(\sqrt{g} \Delta)$.

The final analysis. We are now ready to complete the proof of the performance bound. As argued above, $O P T=\Omega(\Delta)$, and from Corollary 4.4, $O P T=\Omega\left(\frac{g \Delta}{\sqrt{k}}\right)$. Thus $O P T=\Omega\left(\max \left\{\Delta, \frac{g \Delta}{\sqrt{k}}\right)\right\}$. Also from Lemma 4.6, the length of the spanning tree produced by the heuristic is $O(\sqrt{g} \Delta)$. Therefore, the performance ratio is $O(\min \{\sqrt{g}, \sqrt{k / g}\})=O\left(k^{1 / 4}\right)$ as claimed.

The example in Fig. 4 shows that the performance ratio of the heuristic is $\Omega\left(k^{1 / 4}\right)$. The big square has side $\sigma$. Each cell of the square grid has side $\frac{\sigma}{\sqrt{k}}$. There are $\sqrt{k}$ points clustered closely together in each cell along the diagonal of the big square. In each of the $\sqrt{k}$ cells distributed uniformly throughout the big square there are $\sqrt{k}$ uniformly distributed points. The heuristic may pick up the points in the uniformly distributed cells, forming a tree of length $\Omega\left(\sigma \cdot k^{1 / 4}\right)$, while the tree spanning the points along the diagonal has length $O(\sigma)$.

Observe that both our lower bounds on an optimal solution and the upper bound on the spanning tree obtained also apply to the case of constructing a rectilinear $k$ MST. Hence it follows that the above approximation algorithm delivers a performance guarantee of $O\left(k^{1 / 4}\right)$ for the rectilinear $k$ MST problem too. This proves the following corollary.

Corollary 4.7. There is a polynomial-time algorithm that, given $n$ points in the plane and a positive integer $k \leq n$, constructs a rectilinear tree spanning at least $k$ of these points such that the total length of the tree is at most $O\left(k^{1 / 4}\right)$ times that of a minimum-length rectilinear tree spanning any $k$ of the points.

## 5. Polynomially solvable special cases.

5.1. $k$ MST for treewidth-bounded (or decomposable) graphs. In this section, we give the details of our polynomial-time algorithm for the class of treewidth-


FIG. 4. Example of a configuration of points on the plane in which the heuristic outputs a tree of length $\Omega(O P T \cdot \sqrt{k})$.
bounded graphs. As mentioned earlier Arnborg et al. [5] showed that the class of treewidth-bounded graphs is the same as the class of decomposable graphs defined by Bern, Lawler, and Wong [8]. We use the characterization of Bern, Lawler, and Wong to explain our algorithm.

Theorem 5.1. For any class of decomposable graphs, there is an $O\left(n k^{2}\right)$-time algorithm for solving the $k M S T$ problem.

In this section, we prove the above theorem. A class of decomposable graphs $\Gamma$ is inductively defined as follows [8].

1. The number of primitive graphs in $\Gamma$ is finite.
2. Each graph in $\Gamma$ has an ordered set of special nodes called terminals. The number of terminals in each graph is bounded by a constant.
3. There is a finite collection of binary composition rules that operate only at terminals, either by identifying two terminals or adding an edge between terminals. A composition rule also determines the terminals of the resulting graph, which must be a subset of the terminals of the two graphs being composed.
Examples of decomposable graphs include trees, series-parallel graphs, and boundedbandwidth graphs [8].

Let $\Gamma$ be any class of decomposable graphs. The $k$ MST problem for $\Gamma$ can be solved optimally in polynomial time using dynamic programming. Following [8], it is assumed that a given graph $G$ is accompanied by a parse tree specifying how $G$ is constructed using the rules and that the size of the parse tree is linear in the number of nodes of $G$.

Consider a fixed class of decomposable graphs $\Gamma$. Suppose that $G$ is a graph in $\Gamma$. Let $\pi$ be a partition of a nonempty subset of the terminals of $G$. We define the following set of costs for $G$.
$\operatorname{Cost}_{i}^{\pi}(G)=$ Minimum total cost of any forest containing a tree for each block of $\pi$, such that the terminal nodes occurring in each tree are exactly the members of the corresponding block of $\pi$, no pair of trees is connected, and the total number of edges in the forest is $i(1 \leq i<k)$.
$\operatorname{Cost}_{k-1}^{\emptyset}(G)=$ Minimum cost of a tree within $G$ containing $k-1$ edges and no terminal nodes of $G$.

For any of the above costs, if there is no forest satisfying the required conditions, the value of Cost is defined to be $\infty$.

Note that because $\Gamma$ is fixed, the number of cost values associated with any graph in the parse tree for $G$ is $O(k)$. We now show how the cost values can be computed in a bottom-up manner, given the parse tree for $G$.

To begin with, since $\Gamma$ is fixed, the number of primitive graphs is finite. For a primitive graph, each cost value can be computed in constant time, since the number of forests to be examined is fixed. Now consider computing the cost values for a graph $G$ constructed from subgraphs $G_{1}$ and $G_{2}$, where the cost values for $G_{1}$ and $G_{2}$ have already been computed.

Let $\Pi_{G_{1}}, \Pi_{G_{2}}$, and $\Pi_{G}$ be the set of partitions of a subset of the terminals of $G_{1}, G_{2}$, and $G$, respectively. Let $A$ be the set of edges added to $G_{1}$ and $G_{2}$ by the composition rule $R$ used in constructing $G$ from $G_{1}$ and $G_{2}$. Corresponding to rule $R$, there is a partial function $f_{R}: \Pi_{G_{1}} \times \Pi_{G_{2}} \times 2^{A} \rightarrow \Pi_{G}$, such that a forest corresponding to partition $\pi_{1}$ in $\Pi_{G_{1}}$, a forest corresponding to partition $\pi_{2}$ in $\Pi_{G_{2}}$, and a subset $B \subseteq A$ combine to form a forest corresponding to partition $f_{R}\left(\pi_{1}, \pi_{2}, B\right)$ of $G$. Furthermore, if the forest corresponding to $\pi_{1}$ contains $i$ edges and the forest corresponding to $\pi_{2}$ contains $j$ edges, then the combined forest in $G$ contains $i+j+|B|$ edges.

Similarly, there is a partial function $g_{R}: \Pi_{G_{1}} \times 2^{A} \rightarrow \Pi_{G}$, such that a forest corresponding to partition $\pi_{1}$ in $\Pi_{G_{1}}$ and a subset $B \subseteq A$ combine to form a forest corresponding to partition $g_{R}\left(\pi_{1}, B\right)$ of $G$. If the forest corresponding to $\pi_{1}$ contains $i$ edges, then the combined forest in $G$ contains $i+|B|$ edges. There is also a similar partial function $h_{R}: \Pi_{G_{2}} \times 2^{A} \rightarrow \Pi_{G}$. Finally, there is a partial function $j_{R}: 2^{A} \rightarrow$ $\Pi_{G}$.

Using functions $f_{R}, g_{R}, h_{R}$, and $j_{R}$, cost values for $G$ can be computed from the set of cost values for $G_{1}$ and $G_{2}$. For instance, suppose that $f_{R}\left(\pi_{1}, \pi_{2}, B\right)=\pi$. Then a contributor to computing $\operatorname{Cost}_{i}^{\pi}(G)$ is $\operatorname{Cost}_{t}^{\pi_{1}}\left(G_{1}\right)+\operatorname{Cost}_{i-t-|B|}^{\pi_{2}}\left(G_{2}\right)+w(B)$, for each $t$ such that $1 \leq t \leq i-|B|-1$. Here $w(B)$ is the total cost of all edges in $B$. The value of $\operatorname{Cost}_{i}^{\pi}(G)$ is the minimum value among its contributors.

When all the cost values for the entire graph $G$ have been computed, the cost of an optimal $k$ MST is equal to $\min _{\pi \in \pi_{G}}\left\{\operatorname{Cost}_{k-1}^{\pi}(G)\right\}$, where the forest corresponding to $\pi$ consists of a single tree.

We now analyze the running time of the algorithm. For each graph occurring in the parse tree, there are $O(k)$ cost values to be computed. Each of the cost values can be computed in $O(k)$ time. As in [8], we assume that the size of the given parse tree for $G$ is $O(n)$. Then the dynamic-programming algorithm takes time $O\left(n k^{2}\right)$. This completes the proof of Theorem 5.1.

It is also easy to see that a straightforward extension of the above algorithm works for the weighted case, when the edges of noninfinite weight form a decomposable graph.

## 5.2. $k$ MST for points on the boundary of a convex region.

Theorem 5.2. There is a polynomial-time algorithm for solving the kMST problem for the case of points in the Euclidean plane that lie on the boundary of a convex region.

We now restrict our attention to the case where we are given $n$ points that lie on the boundary of a convex region and show that the $k$ MST on these points can be computed in polynomial time using dynamic programming. We also provide a faster algorithm if the points are constrained to lie on the boundary of a circle.

Lemma 5.3. Any optimal $k M S T$ for a set of points in the plane is non-selfintersecting.

Proof. Suppose an optimal $k$ MST is self-intersecting; then let $\langle a, b\rangle$ and $\langle c, d\rangle$ be the intersecting line segments. On removing the edges $\langle a, b\rangle$ and $\langle c, d\rangle$ from the $k$ MST we get three connected components; hence some two vertices, one from $\{a, b\}$ and one from $\{c, d\}$, must be in the same connected component. Say $a$ and $d$ are in the same connected component; then since in any convex quadrilateral the sum of two opposite sides is less than the sum of the two diagonals, replacing $\langle a, b\rangle$ and $\langle c, d\rangle$ by $\langle a, c\rangle$ and $\langle b, d\rangle$ we still get a tree spanning $k$ nodes but with less weight. This contradicts the fact that the $k$ MST with which we started out was optimal. Hence any optimal $k \mathrm{MST}$ on a set of points in the plane must be non-self-intersecting.

Lemma 5.4. Given n points on the boundary of a convex polygon, no vertex in an optimal $k M S T$ of these points has degree greater than 4.

Proof. Suppose there is a vertex $v$ in an optimal $k$ MST with degree greater than 4. Let $v_{1}, v_{2}, \ldots, v_{d}, d \geq 5$, be its neighbors in the optimal $k$ MST as shown in Fig. 5 . Using the well-known fact that any convex polygon lies entirely on one side of a supporting line, we have that $\angle v_{1} v v_{d} \leq 180^{\circ}$. By the pigeon-hole principle, there is an $i$ such that $\angle v_{i} v v_{i+1} \leq 180^{\circ} /(d-1)<60^{\circ}, 1 \leq i \leq d-1$, since $d$ is at least 5 . Thus in $\triangle v_{i} v v_{i+1}, \angle v_{i} v v_{i+1}$ is not the largest angle and $v_{i} v_{i+1}$ is not the largest side. Therefore replacing the larger of $v v_{i}$ and $v v_{i+1}$ in the optimal $k$ MST with $v_{i} v_{i+1}$ we obtain a tree with lesser weight, contradicting the assumption that the $k \mathrm{MST}$ was optimal. This completes the proof.

We now characterize the structure of an optimal solution in the following decomposition lemma and use it to define the subproblems that we need to solve recursively using dynamic programming. The next lemma intuitively points out that an optimal solution for the $k \mathrm{MST}$ problem for the whole polygon can be constructed from optimal solutions for smaller polygons obtained by triangulating the original polygon.

Lemma 5.5 (decomposition lemma). Let $v_{0}, v_{1}, \ldots, v_{n-1}$ be the vertices of a convex polygon in, say, clockwise order. Let $v_{i}$ be a vertex of degree $d_{i}$ in an optimal $k M S T$. Note that $1 \leq d_{i} \leq 4$.

If $d_{i} \geq 2$ let the removal of $v_{i}$ from the optimal $k M S T$ produce connected components $C_{1}, C_{2}, \ldots, C_{d_{i}}$ (see Fig. 6). Let $\left|C_{i}\right|$ denote the number of vertices in component $C_{i}$. Then there exists a partition of $v_{i+1}, v_{i+2}, \ldots, v_{i-1}($ indices taken $\bmod n)$, into $d_{i}$ contiguous subsegments $S_{1}, S_{2}, \ldots, S_{d_{i}}$ such that $\forall j, 1 \leq j \leq d_{i}$, the optimal $k M S T$ induced on $S_{j} \bigcup\left\{v_{i}\right\}$ is an optimal $\left(\left|C_{j}\right|+1\right) M S T$ on $S_{j} \bigcup\left\{v_{i}\right\}$ among all such trees in which the degree of $v_{i}$ is one.

If $d_{i}=1$, let $v_{j}$ be $v_{i}$ 's neighbor in the optimal $k M S T$. Let $v_{j}$ be adjacent to $d_{j 1}$ vertices in $v_{i+1}, v_{i+2}, \ldots, v_{j-1}$ and $d_{j 2}$ vertices in $v_{j+1}, v_{j+2}, \ldots, v_{i-1}$. Let the optimal $k M S T$ contain $\left|C_{1}\right|$ vertices from the set $v_{i+1}, v_{i+2}, \ldots, v_{j-1}$ and $\left|C_{2}\right|$ vertices from the set $v_{j+1}, v_{j+2}, \ldots, v_{i-1}$. Then the optimal $k M S T$ induced on $v_{i+1}, v_{i+2}, \ldots, v_{j}$ is an optimal $\left(\left|C_{1}\right|+1\right) M S T$ on $v_{i+1}, v_{i+2}, \ldots, v_{j}$ with degree of $v_{j}=d_{j 1}$ and the optimal


Fig. 5. Points on a convex polygon.
$k M S T$ induced on $v_{j}, v_{j+1}, \ldots, v_{i-1}$ is an optimal $\left(\left|C_{2}\right|+1\right) M S T$ on $v_{j}, v_{j+1}, \ldots, v_{i-1}$ among all such trees with degree of $v_{j}=d_{j 2}$.

Proof. If $d_{i} \geq 2$, then it is easy to see that a partition of $v_{i+1}, v_{i+2}, \ldots, v_{i-1}$ into contiguous subsegments $S_{1}, S_{2}, \ldots, S_{d_{i}}$ exists such that $\forall j, 1 \leq j \leq d_{i}, C_{j} \subset$ $S_{j}$, because the optimal $k$ MST is non-self-intersecting by Lemma 5.3. Further, the optimal $k$ MST induced on $S_{j} \bigcup\left\{v_{i}\right\}$ must be an optimal $\left(\left|C_{j}\right|+1\right)$ MST on $S_{j} \bigcup\left\{v_{i}\right\}$ with degree of $v_{i}=1$, for otherwise we could replace it getting a lighter $k$ MST. The proof of the case when $d_{i}=1$ is equally straightforward and is omitted.

Thus the subproblems we consider are specified by the following four parameters: a size $s$, a vertex $v_{i}$, the degree $d_{i}$ of $v_{i}$, and a contiguous subsegment $v_{k 1}, v_{k 1+1}, \ldots, v_{k 2}$ such that $i \notin[k 1 \ldots k 2]$. A solution to such a subproblem denoted by $\operatorname{SOLN}\left(s ; v_{i}\right.$; $\left.d_{i} ; v_{k 1}, v_{k 1+1}, \ldots, v_{k 2}\right)$ is the weight of an optimal $s$ MST on $\left\{v_{i}, v_{k 1}, v_{k 1+1}, \ldots, v_{k 2}\right\}$ in which $v_{i}$ has degree $d_{i}$. Using the decomposition lemma above, we can write a simple recurrence relation for $\operatorname{SOLN}\left(s ; v_{i} ; d_{i} ; v_{k 1}, v_{k 1+1}, \ldots, v_{k 2}\right)$ as
$\operatorname{SOLN}\left(s ; v_{i} ; d_{i} ; v_{k 1}, v_{k 1+1}, \ldots, v_{k 2}\right)=$

$$
\left\{\begin{array}{l}
\infty: \text { if } d_{i}=0 \text { or } s<d_{i}+1 \text { or }((k 2-k 1+1) \bmod n)+1<s, \\
\min _{k_{0}^{\prime}=k 1<k_{1}^{\prime} \cdots<k_{d_{i}}^{\prime}=k 2} s_{1} \cdots+s_{d_{i}}=s+d_{i}-1, s_{j} \geq 1 \\
\quad \Sigma_{1 \leq j \leq d_{i}} \operatorname{SOLN}\left(s_{j} ; v_{i} ; 1 ; v_{k_{j-1}^{\prime}}, \ldots, v_{k_{j}^{\prime}}\right) \\
\quad \min _{i} \geq 2, \\
\min _{i}\left\{w\left(v_{i} v_{j_{1}}\right)+\min _{0 \leq d_{1}+d_{2} \leq 3} \min _{s_{1}+s_{2}=s}\right. \\
j_{0}=k 1 \leq j_{1} \leq j_{2}=k 2 \\
\left.\left.\left(S O L N\left(s_{1} ; v_{j_{1}} ; d_{1} ; v_{j_{0}}, \ldots, v_{j_{1}-1}\right)+\operatorname{SOLN}\left(s_{2} ; v_{j_{1}} ; d_{2} ; v_{j_{1}+1}, \ldots, v_{j_{2}}\right)\right)\right\}\right): \text { if } d_{i}=1 .
\end{array}\right.
$$

Here $w\left(v_{i} v_{j}\right)$ is the cost of the edge $\left(v_{i}, v_{j}\right)$. The optimal $k$ MST is expressed as

$$
\min _{1 \leq i \leq n} \min _{1 \leq d \leq 4} S O L N\left(k ; v_{i} ; d ; v_{i+1}, v_{i+2}, \ldots, v_{i-1}\right)
$$

Note that we have $O\left(k n^{3}\right)$ subproblems and each subproblem requires looking up the solution to at most $O\left(k^{3} n^{3}\right)$ smaller subproblems. This yields a running


Fig. 6. Decomposition.
time of $O\left(k^{4} n^{6}\right)$. When $k=\Omega(\sqrt{n})$, this running time can be further improved by organizing the computation of the recurrences for the smaller subproblems better. Each subproblem specified by $s, v_{i}, d_{i}$, and the interval $v_{k 1}, \ldots, v_{k 2}$ can be solved by first computing a partition of the interval into at most four subintervals (exactly four when $d_{i}=4$ ). For the first subinterval, we compute the best tree with $j-1$ nodes from this subinterval and containing $v_{i}$ so that it has degree one in this tree, for $1 \leq j \leq s$. This computation takes $O(n k)$ time since there are at most $s \leq k$ trees to be computed, and for each $j$ there are at most $n$ nodes with which $v_{i}$ shares the single edge in the best tree. Next, we include the next subinterval and compute for $1 \leq j^{\prime} \leq s$ the best tree on $j^{\prime}-1$ nodes containing $v_{i}$ and nodes from these two subintervals, where $v_{i}$ have degree two with one edge to a node in the first and one edge to a node in the second subinterval. This set of trees can also be computed in $O(n k)$ time given the set of trees for the first subinterval as follows: First, compute the best tree on $j$ nodes for $1 \leq i \leq s$ containing $v_{i}$ and nodes only in the second subinterval, where $v_{i}$ has exactly one edge to a node in this subinterval, in $O(n k)$ time as before. Using these values and the analogous set of values for the first subinterval, the best $j^{\prime}$ trees for the first two subintervals can be obtained in $O\left(k^{2}\right)=O(n k)$ time since each of the $s \leq k$ trees requires looking up at most $s$ different pairs of trees, one from each subinterval. This method can be extended to compute the solution for the whole set of four subintervals in $O(n k)$ time. Since there are $O\left(n^{3}\right)$ ways to partition a given interval into four subintervals, the recurrence for this subproblem can be solved in $O\left(k n^{4}\right)$ time. So the total time to solve one subproblem is $O\left(k n^{4}\right)$ time. Since there are a total of $O\left(k n^{3}\right)$ subproblems, the total running time of the algorithm is $O\left(k^{2} n^{7}\right)$.

We now provide a faster algorithm to find the optimal $k$ MST in the case when all $n$ points lie on a circle. We assume that no two points are diametrically opposite.

Lemma 5.6. Given $n$ points $v_{1}, v_{2}, \ldots, v_{n}$ on a circle, no vertex in an optimal $k M S T$ has degree more than 2 .

Proof. Suppose point $v_{p}$ in an optimal $k$ MST has degree greater than 2 . Then consider the diameter passing through $v_{p}$. At least two neighbors of $v_{p}$ lie on one side of this diameter. Let these neighbors be $v_{q}$ and $v_{r}$, where $v_{q}$ is closer to $v_{p}$ than $v_{r}$. Then since $\angle v_{p} v_{q} v_{r}$ is obtuse, we replace $v_{p} v_{r}$ by $v_{q} v_{r}$ to get a smaller tree.

Lemma 5.6 implies that if the points lie on a circle, then every optimal $k$ MST is a path. Moreover, if the path "zig-zags," then we replace the crossing edge with a smaller edge. Thus we have the following lemma.

Lemma 5.7. Given $n$ points $v_{1}, v_{2}, \ldots, v_{n}$ on a circle, let a minimum length $k$ path on these points be $v_{i_{1}}, \ldots, v_{i_{p}}$. Then the line segment joining $v_{i_{1}}$ and $v_{i_{p}}$ along with the $k$-path forms a convex $k$-gon.

Proof. By Lemma 5.6 the minimum-length $k$-path is also the minimum-length $k \mathrm{MST}$. Suppose the line segment joining $v_{i_{1}}$ and $v_{i_{p}}$ along with the minimum $k$-path does not form a convex $k$-gon. Then there exists a zig-zag in the path as shown in Fig. 7. Say the center of the circle lies to the right of the edge $\langle a, b\rangle$; then we replace $\langle a, b\rangle$ by the edge $\langle b, c\rangle$ to get a smaller $k \mathrm{MST}$, which contradicts the fact that the $k$-path with which we started was optimal.


Fig. 7. Illustration of Lemma 5.7.
Lemmas 5.6 and 5.7 lead to a straightforward dynamic-programming algorithm to compute an optimal $k$ MST for points on a circle: for each point on the circle compute the minimum-length $i$-path ( $1 \leq i \leq k$ ), which lies completely on one side of the diameter passing through the point; then combine these solutions to find the optimal $k$ MST. It is easy to see this algorithm takes $O\left(k^{2} n\right)$ time.

## 6. Short trees and short small trees.

6.1. Short trees. In this subsection, we prove our results on short trees. First, we address the minimum-diameter $k$-tree problem: given a graph with nonnegative edge weights, find a tree of minimum diameter spanning at least $k$ nodes.

THEOREM 6.1. There is a polynomial-time algorithm for the minimum-diameter $k$-tree problem on graphs with nonnegative edge weights.

Recall that the diameter of a tree is the maximum distance (path length) between any pair of nodes in the tree. We introduce the notion of subdividing an edge in a weighted graph. A subdivision of an edge $e=(u, v)$ of weight $w_{e}$ is the replacement of $e$ by two edges $e_{1}=(u, r)$ and $e_{2}=(r, v)$ where $r$ is a new node. The weights of $e_{1}$ and $e_{2}$ sum to $w_{e}$. Consider a minimum-diameter $k$-tree. Let $x$ and $y$ be the endpoints of a longest path in the tree. The weight of this path, $D$, is the diameter of the tree. Consider the midpoint of this path between $x$ and $y$. If it falls in an edge, we subdivide the edge by adding a new vertex as specified above. The key observation is that there exist at least $k$ vertices at a distance at most $D / 2$ from this midpoint. This immediately motivates an algorithm for the case when the weights of all edges are integral and bounded by a polynomial in the number of nodes. In this case, all such potential midpoints lie in half-integral points along edges of which there are only a polynomial number. Corresponding to each candidate point, there is a smallest distance from this point within which there are at least $k$ nodes. We choose the point with the least such distance and output the breadth-first search (bfs) tree rooted at this point appropriately truncated to contain only $k$ nodes.

When the edge weights are arbitrary, the number of candidate midpoints are too many to check in this fashion. However, we use a graphical representation of the distance of any node from any point along a given edge to bound the search for candidate points. We think of an edge $e=(u, v)$ of weight $w$ as a straight line between its endpoints of length $w$. For any node $x$ in the graph, consider the shortest path from $x$ to a point along the edge $e$ at distance $\ell(\leq w)$ from $u$. The length of this path is the minimum of $\ell+d(x, u)$ and $w-\ell+d(v, x)$. We plot this distance of the node $x$ as a function of $\ell$. The resulting plot is a piecewise linear bitonic curve that we call the roof curve of $x$ in $e$ (see Fig. 8). For each edge $e$, we plot the roof curves of all the vertices of the graph in $e$. For any candidate point in $e$, the minimum diameter of a $k$-tree centered at this point can be determined by projecting a ray upward from this point in the plot and determining the least distance at which it intersects the roof curves of at least $k$ distinct nodes. The best candidate point for a given edge is one with the minimum such distance. Such a point can be determined by a simple line-sweep algorithm on the plot. Determining the best midpoint over all edges gives the midpoint of the minimum-diameter $k$-tree. This proves Theorem 6.1.

The following lemma gives yet another way to implement the polynomial-time algorithm for finding a tree of minimum diameter spanning $k$ nodes.

Lemma 6.2. Given two vertices in a graph, $v_{i}$ and $v_{j}$, such that every other vertex is within distance $d_{i}$ of $v_{i}$ or $d_{j}$ of $v_{j}$, it is possible to find two trees, one rooted at $v_{i}$ and of depth at most $d_{i}$ and one rooted at $v_{j}$ of depth at most $d_{j}$, that partition the set of all vertices.

Proof. Consider the shortest-path trees $T_{i}$ and $T_{j}$ rooted at $v_{i}$ and $v_{j}$ of depth $d_{i}$ and $d_{j}$, respectively. Every vertex occurs in one tree or both trees. Consider a vertex $v_{p}$ that occurs in both trees. If it is the case that $d_{i}-\operatorname{depth}_{T_{i}}\left(v_{p}\right)$ is greater than $d_{j}-\operatorname{depth}_{T_{j}}\left(v_{p}\right)$, then the same is true of all descendants of $v_{p}$ in $T_{j}$. Hence we can remove $v_{p}$ and all its descendants from $T_{j}$ since we are guaranteed that all these vertices occur in $T_{i}$. Repeating this procedure bottom-up we get two trees satisfying the required conditions and partitioning the vertex set.

The above lemma motivates the following alternate algorithm for finding a mini-mum-diameter tree spanning at least $k$ nodes. For each vertex $v_{i}$ in the graph compute the shortest distance $d_{i}$ such that there are $k$ vertices within distance $d_{i}$ of $v_{i}$. For each edge ( $v_{i}, v_{j}$ ) compute the least $d_{i j}^{i}+d_{i j}^{j}$ such that there are $k$ vertices within distance
$d_{i j}^{i}$ of $v_{i}$ or $d_{i j}^{j}$ of $v_{j}$. Then compute the least of all the $d_{i}$ 's and $d_{i j}^{i}+d_{i j}^{j}+w\left(v_{i}, v_{j}\right)$ 's, and this is the diameter of the $k$-tree with least diameter. It can be easily seen that the running time of the algorithm is $O\left(\min \left\{k^{2}, E\right\} E\right)$.


Fig. 8. A roof curve of a node $x$ in edge $e=(u, v)$.
We now address the results in the third row of Table 1.
Lemma 6.3. If the $r_{i j}$ values are drawn from the set $\{a, b\}$ and the $d_{i j}$ values from $\{0, c\}$, then the minimum-communication-cost spanning tree can be computed in polynomial time.

Proof. When the $d_{i j}$ values are all uniform, Hu [22] observed that the GomoryHu cut tree with the $r_{i j}$ values as capacities is a minimum-communication-cost tree. We can use this result to handle the case when zero-cost $d_{i j}$ edges are allowed as well. We contract the connected components of the graph using zero-cost $d_{i j}$ edges into supernodes. The requirement value $r_{I J}$ between two supernodes $v_{I}$ and $v_{J}$ is the sum of the requirement values $r_{i j}$ such that $i \in v_{I}$ and $j \in v_{J}$. Now we find a Gomory-Hu cut tree between the supernodes using the $r_{I J}$ values as capacities. By choosing an arbitrary spanning tree of zero- $d_{i j}$-valued edges within each supernode and connecting them to the Gomory-Hu tree, we get a spanning tree of the whole graph. It is easy to verify that this is a minimum-communication-cost spanning tree in this case.

LEMMA 6.4. When all the $d_{i j}$ values are uniform and there are at most two distinct $r_{i j}$ values (say a and b), then the minimum-diameter-cost spanning tree can be computed in polynomial time.

Proof. Let the higher of the two $r_{i j}$ values be $a$. If the edges with requirement $a$
form a cyclic subgraph, then any spanning tree has diameter cost $2 a$. In this case, any spanning star (a star is a rooted tree of depth 1 ) is an optimal solution. Otherwise, consider the forest of edges with requirement $a$. Determine a center for each tree in this forest. Consider the tree formed by connecting these centers in a star. The root of the star is a center of the tree of largest diameter in the forest. If the diameter cost of the resulting tree is less than $2 a$, it is easy to see that this tree has optimum diameter cost. Otherwise any star tree on all the nodes has diameter cost $2 a$ and is optimal. Note that we can extend this solution to allow zero-cost $d_{i j}$ edges by using contractions as before.

Now we address the results in the fourth row of Table 1.
Lemma 6.5. The minimum-diameter-cost spanning tree problem is $N P$-complete even when the $r_{i j}$ 's and $d_{i j}$ 's take on at most two distinct values.

Proof. It is easy to see that the minimum-diameter-cost spanning tree problem is in NP. We now prove that it is NP-hard by using a reduction from an instance of 3SAT. Without loss of generality, we assume that all clauses in the given instance of 3SAT contain three distinct literals. We form a graph that contains a special node $t$ (the "true" node), a node for each literal and each clause. We use two $d_{i j}$ values, $c$ and $5 c$ where we assume $c \neq 0$. Each literal is connected to its negation with an edge of distance $c$. The true node is connected to every literal with an edge of distance $c$. Each clause is connected to the three literals that it contains with edges of distance $c$. All other edges in the graph have distance $5 c$. Now we specify the requirements on the edges. We use requirement values from $\{a, 4 a\}$, where $a \neq 0$. The requirement value of an edge between a literal and its negation is $4 a$. The requirement value of all other edges is $a$ (see Fig. 9). It is easy to check that there exists a spanning tree of this graph with diameter cost at most $4 a c$ if and only if the 3SAT formula is satisfiable.


Fig. 9. Reduction from an instance of 3 SAT to the minimum-diameter-cost spanning tree problem.

### 6.2. Short small trees.

Theorem 6.6. The minimum-communication $k$-tree problem and the minimumdiameter $k$-tree problem are both NP-hard to approximate within any factor even when all the $d_{i j}$ values are one and the $r_{i j}$ values are nonnegative.

Proof. We prove the above theorem for the communication tree case. The proof of the other part is similar. Suppose there is a polynomial-time $M$-approximation algorithm for the minimum-communication-cost $k$-tree problem where all the $d_{i j}$ values are one and all $r_{i j}$ values are nonnegative. Then, we show that the $k$-independent set problem can be solved in polynomial time. The latter problem is well known to be NP-complete [19]. Given a graph $G$ of the $k$-independent set problem, produce the following instance of the communication $k$-tree problem: $d_{i j}=1$ for every pair of nodes $i, j$; assign $r_{i j}=$ one if $(i, j)$ is not an edge in $G$ and $M k(k-1)+1$ otherwise. If $G$ has an independent set of size $k$, then we form a star on these $k$ nodes (choosing an arbitrary node as the root). In the star, the distance between any pair of nodes is at most 2 and the $r$ value for each pair is 1 . Thus, the communication cost of an optimum solution is at most $k(k-1)$. The approximation algorithm will return a solution of cost at most $M k(k-1)$. The nodes in this solution are independent in $G$ by the choice of $r_{i j}$ for nonedges $(i, j) \in G$. On the other hand, if there is no independent set of size $k$ in $G$, the communication cost of any $k$-tree is greater than $M k(k-1)$.

## 7. Closing remarks.

7.1. Future research. A natural question is whether there are approximation algorithms for the $k$ MST problem that provide better performance guarantees than those presented in this paper. In this direction, Garg and Hochbaum [20] gave an $O(\log k)$-approximation algorithm for the $k \mathrm{MST}$ problem for points on the plane using an extension of our lower-bounding technique in $\S 4$. Blum, Chalasani, and Vempala [10] recently improved upon this to obtain a constant-factor approximation for points on the plane. Also, Awerbuch, Azar, Blum, and Vempala [1] obtained an $O\left(\log ^{2} k\right)$ approximation algorithm for the $k \mathrm{MST}$ problem. An interesting observation in this regard is the following: any edge in an optimal $k$ MST is a shortest path between its endpoints. This observation allows us to assume without loss of generality that the edge weights on the input graph obey the triangle inequality. Although we have been unable to exploit the triangle inequality property in our algorithms, it is possible that this remark holds the key to improving our results.

Table 1 is incomplete. It would be interesting to know the complexity of the minimum-diameter-cost spanning tree problem when the distance values are uniform. Note that any star tree on the nodes provides a 2 -approximation to the minimum-diameter-cost spanning tree in this case. The above problem can be shown to be polynomial-time equivalent to the following tree reconstruction problem: given integral nonnegative distances $d_{i j}$ for every pair of vertices $i, j$, does there exist a spanning tree on these nodes such that the distance between $i$ and $j$ in the tree is at most $d_{i j}$ ?
7.2. Maximum acyclic subgraph. In the course of our research we considered the $k$-forest problem: given an undirected graph is there a set of $k$ nodes that induces an acyclic subgraph? The optimization version of this problem is the maximum acyclic subgraph problem. Since this problem is complementary to the minimum feedback vertex set problem [19], NP-completeness follows. While the feedback vertex set problem is 4 -approximable [7], we show that the maximum acyclic subgraph problem is hard to approximate within a reasonable factor using an approximation-preserving
transformation from the maximum independent set problem [6]. This same result was also derived in a more general form in [27].

Theorem 7.1. There is a constant $\epsilon>0$ such that the maximum acyclic subgraph problem cannot be approximated within a factor $\Omega\left(n^{\epsilon}\right)$ unless $P=N P$.

Proof. Note that any acyclic subgraph of size $S$ contains a maximum independent set of size at least $S / 2$ since acyclic subgraphs are bipartite and each partition is an independent set. Further, every independent set is also an acyclic subgraph. These two facts show that the existence of a $\rho$-approximation algorithm for the maximum acyclic subgraph problem implies the existence of a $2 \rho$-approximation algorithm for the maximum independent set problem. But by the result in [6] we know that there is a constant $\epsilon>0$ such that the maximum independent set problem cannot be approximated within a factor $\Omega\left(n^{\epsilon}\right)$ unless $P=N P$. Hence, the same is true of the maximum acyclic subgraph problem.
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# ON THE NONEXISTENCE OF PERFECT CODES IN THE JOHNSON SCHEME* 
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#### Abstract

Although it was conjectured by Delsarte in 1973 that no nontrivial perfect codes exist in the Johnson scheme, only very partial results are known. In this paper we considerably reduce the range in which perfect codes in the Johnson scheme can exist; e.g., we show that there are no nontrivial perfect codes in the Johnson graph $J(2 w+p, w), p$ prime. We give theorems about the structure of perfect codes if they exist. This involved structure gives more evidence in support of the belief that no nontrivial perfect codes exist in the Johnson scheme.
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1. Introduction. Perfect codes always draw the attention of coding theorists and mathematicians. They are defined on large varieties of metrics, e.g., Hamming, Johnson, and Lee [7]. Although a lot of results are known regarding the Hamming metric [4], [7], and the Lee metric [5], [7] (and we don't give the enormous number of references in order to save space), only a few results are known on perfect codes in the Johnson metric.

In the Johnson scheme, we are given two integers, $n$ and $w$, such that $0 \leq w \leq n$. Given a binary code $C$, all its codewords have length $n$ and constant weight $w$. Two codewords $u$ and $v$ are in distance ( $J$-distance) $d$ apart if there are exactly $d$ positions in which $u$ has 1 value and $v$ has 0 values. Obviously, there are exactly $d$ other positions in which $u$ has 0 values and $v$ has 1 value. With the Johnson scheme we associate the Johnson graph $J(n, w)$. The vertex set $V_{w}^{n}$ of the Johnson graph consists of all $w$-subsets of a fixed $n$-set. Two such $w$-subsets are adjacent if and only if their intersection has size $w-1$. A code $C$ of such $w$-subsets is called $e$-perfect code in $J(n, w)$ (or in the Johnson scheme) if the $e$-spheres of all the codewords of $C$ form a partition of $V_{w}^{n}$. In other words, $C$ is an $e$-perfect code if for each element $v \in V_{w}^{n}$ there exists a unique element $c \in C$, such that the J-distance between $v$ and $c$ is less than or equal to $e$. There are some trivial perfect codes in $J(n, w)$.

1. $V_{w}^{n}$ is 0-perfect.
2. Any $\{v\}, v \in V_{w}^{n}$, is $w$-perfect.
3. If $n=2 w, w$ odd, any pair of disjoint $w$ subsets is $e$-perfect with $e=\frac{1}{2}(w-1)$.

Delsarte [3, p. 55] conjectured that $J(n, w)$ doesn't contain nontrivial perfect codes. Bannai [1] proved the nonexistence of $e$-perfect codes in $J(2 w-1, w)$ and $J(2 w+1, w)$ for $e \geq 2$. Hammond [6] extended the result and showed that $J(n, w)$ cannot contain a nontrivial perfect code for $n \in\{2 w-2,2 w-1,2 w+1,2 w+2\}$. Generalizations of Lloyd's theorem [1], [3], didn't lead to significant results. A significant improvement was made by Roos [8] who showed the following result.

Theorem 1.1. If an e-perfect code in $J(n, w), n \geq 2 w$, exists, then $n \leq(w-$ 1) $(2 e+1) / e$.

[^19]In this paper we make a considerable improvement on the range in which perfect codes cannot exist. We show that there are strong connections between perfect codes and Steiner systems. If nontrivial perfect code exists then many Steiner systems are embedded in it. They are embedded in such an involved way that it seems impossible that such a structure can exist. The necessary conditions on the existence of these Steiner systems reduce the range in which these perfect codes can exist.

This paper is organized as follows. In $\S 2$ we introduce the necessary notation and definitions on codes and Steiner systems that are needed for our discussion. We also give some simple results that are essential for the discussion. In $\S 3$ we give two theorems that connect the existence of perfect codes with the existence of Steiner systems. The proofs of these theorems reveal the involved structure of the perfect codes. In $\S 4$ we prove that, except for the trivial perfect codes, there cannot exist perfect codes which are also Steiner systems. In $\S 5$ we give a concept similar to the weight distribution on $e$-perfect codes in the Johnson scheme. Using this concept we will show that there are no $e$-perfect codes in $J(2 w+e+1, w)$. In $\S 6$ we examine the theorems of $\S \S 3,4$, and 5 to show that the range in which $e$-perfect codes exist is considerably reduced. We also explore the involved structure obtained in $\S 3$.
2. Notation, definitions, and preliminaries. Perfect codes in the Johnson scheme have a strong connection to constant weight codes and Steiner systems. For this purpose we need to use the Hamming metric. Two binary words $u$ and $v$ of the same length $n$ have Hamming distance (H-distance) $d$ if they differ in exactly $d$ positions. Note that two words $u, v \in V_{w}^{n}$, have J-distance $d$ if and only if their H -distance is $2 d$. A code $C$ has minimum H-distance $d$ if for any two codewords $u, v \in C$, the H-distance between $u$ and $v$ is at least $d$.

Lemma 2.1. If $C$ is an e-perfect code in the Johnson scheme then its minimum $H$-distance is $4 e+2$.

Proof. Since $C$ is an $e$-perfect code, it follows that the $e$-spheres of two words with J-distance less than $2 e+1$ have nonempty intersection. Hence, the minimum J -distance of the code is $2 e+1$ and its minimum H -distance is $4 e+2$.

An $(n, d, w)$ code is a code of length $n$, constant weight $w$ to all the codewords, and minimum H-distance $d$. $A(n, d, w)$ denote the maximum size of an $(n, d, w)$ code. An extensive survey on the lower bounds on $A(n, d, w)$ can be found in [2].

Lemma 2.2. If $C$ is an e-perfect code in $J(n, w)$ then $A(n, 4 e+2, w)=|C|$.
Proof. Assume $C$ is an e-perfect code in $J(n, w)$. By Lemma 2.1 $C$ has minimum H -distance $4 e+2$, and hence it is an $(n, 4 e+2, w)$ code. Given an $(n, 4 e+2, w)$ code, in the Johnson scheme, its minimum J-distance is $2 e+1$ and hence the $e$-spheres around its codewords are disjoint. The lemma follows from the facts that all $e$ spheres in $J(n, w)$ have the same size and in an $e$-perfect code they form a partition of $V_{w}^{n}$.

A Steiner system $S(t, k, n)$ is a collection of $k$-subsets (called blocks) taken from an $n$-set such that each $t$-subset of the $n$-set is contained in exactly one block. The following theorem is well known, e.g., [7, p. 60].

Theorem 2.3. A necessary condition that a Steiner system $S(t, k, n)$ exists is that the numbers $\left.\binom{n-i}{t-i} /\binom{k-i}{t-i}\right)$ be integers for $0 \leq i \leq t$.

Henceforth, let $N=\{1,2, \ldots, n\}$ be the $n$-set. From a Steiner system $S(t, k, n)$ we construct constant weight code on $n$ coordinates as follows. From each block $B$ we construct a codeword with 1's in the positions of $B$ and 0 's in the positions of $N \backslash B$. This construction leads to the following well-known theorem [2].

Theorem 2.4. $A(n, 2(k-t+1), k)=\frac{n(n-1) \cdots(n-t+1)}{k(k-1) \cdots(k-t+1)}$ if and only if a Steiner system $S(t, k, n)$ exists.

From Theorem 2.4 and Lemma 2.1 we immediately infer the following result.
Lemma 2.5. If $C$ is an e-perfect code in $J(n, w)$ and is also a Steiner system then it is a Steiner system $S(w-2 e, w, n)$.

Corollary 2.6. If $C$ is an e-perfect code in $J(n, w)$ which is not a Steiner system $S(w-2 e, w, n)$ then there exists at least one set of $w-2 e$ coordinates which are not contained in any codeword.

Lemma 2.7. The complement of an e-perfect code in $J(n, w)$ is an e-perfect code in $J(n, n-w)$.

Proof. This lemma is a simple observation from the fact that $J(n, w)$ and $J(n, n-$ $w)$ are isomorphic under the mapping which maps each vertex to its complement. $\square$

Finally, we need a few more definitions which we will use in the proofs of the nonexistence theorems in the sequel. For a given partition of $N$ into two subsets $A$ and $B$ such that $|A|=k$ and $|B|=n-k$, let configuration $(i, j)$ consist of all vectors with weight $i$ in the positions of $A$ and weight $j$ in the positions of $B$. For an $e$-perfect code $C$ in $J(n, w)$ we say that $u \in C J$-cover $v \in V_{w}^{n}$ if the J-distance between $u$ and $v$ is less than or equal to $e$. For a given two subsets $u$ and $v$ we say that $u$ $C$ - cover $v$ if $v$ is a subset of $u$ (this is our usual understanding of the word cover).

In the sequel we will use a mixed language of set and vector notations. It should be understood from the context which one we are using and the translation between the two different notations.
3. Perfect codes and Steiner systems. In this section we will prove that if there exists an $e$-perfect code in the Johnson scheme, then many Steiner systems are embedded in it. This fact will force the necessary conditions for the existence of these Steiner systems also to become necessary conditions for the existence of the e-perfect codes. The involved way in which these Steiner systems are embedded in the perfect codes will make it reasonable to believe that except for the trivial perfect codes no other e-perfect codes exist in the Johnson scheme.

Theorem 3.1. If an e-perfect code in $J(n, w)$ exists, then a Steiner system $S(e+1,2 e+1, w)$ exists.

Proof. Assume $C$ is an $e$-perfect code in $J(n, w)$. We partition $N$ into two subsets $A$ and $B$, such that $|A|=w,|B|=n-w$, and the vector of the ( $w, 0$ ) configuration is a codeword. This codeword J-covers exactly all the vectors of all configurations ( $w-$ $x, x)$, where $0 \leq x \leq e$. Since $C$ is $e$-perfect code and all vectors of all configurations ( $w-x, x$ ), $0 \leq x \leq e$, are covered, it follows that $C$ does not contain any codeword of any configurations ( $w-x, x$ ), where $1 \leq x \leq 2 e$. Therefore, all words of configuration ( $w-e-1, e+1$ ) must be J -covered by codewords from configuration ( $w-2 e-1,2 e+1$ ). Consider now all $\binom{w}{e+1}$ vectors in configuration ( $w-e-1, e+1$ ) with $e+1$ 's in $e+1$ fixed positions of $B$. These vectors are J-covered by codewords from configuration $(w-$ $2 e-1,2 e+1$ ) with $2 e+1$ 's in positions of $B$ which C-covers the $e+1$ fixed positions. Let $C_{1}$ be this set of codewords. Each subset of $e+10$ 's in $A$ with these $e+1$ fixed positions in $B$ must be C-covered and no subset can be C-covered twice (since the code is perfect). Hence, the complement of the $A$ part of $C_{1}$ forms a Steiner system $S(e+1$, $2 e+1, w)$.

By using Lemma 2.7 we also have the following corollary.
Corollary 3.2. If an e-perfect code in $J(n, w)$ exists, then a Steiner system $S(e+1,2 e+1, n-w)$ exists.

Theorem 3.3. If an e-perfect code in $J(n, w)$, which is not a Steiner system $S(w-2 e, w, n)$, exists then for some $k, 0 \leq k \leq e-1$, a Steiner system $S(2,2 e-k+$ $1, n-w+2 e-2 k)$ exists.

Proof. The proof will be given in some kind of inductive approach. Assume $C$ is an e-perfect code in $J(n, w)$ which is not a Steiner system $S(w-2 e, w, n)$. We partition $N$ into two subsets, $A_{0}$ and $B_{0}$, such that $\left|A_{0}\right|=w-2 e,\left|B_{0}\right|=n-w+2 e$, and there are no codewords in $C$ from configuration $(w-2 e, 2 e)$, but there is at least one codeword from configuration ( $w-2 e-1,2 e+1$ ). This can be done as a simple consequence from Corollary 2.6. For a given $k, 0 \leq k \leq e-2$, assume $N$ is partitioned into two subsets $A_{k}$ and $B_{k}$, such that $\left|A_{k}\right|=w-2 e+2 k,\left|B_{k}\right|=n-w+2 e-2 k$, there are no codewords in $C$ from any configuration ( $w-2 e+i, 2 e-i$ ), $k \leq i \leq 2 k$, but there is at least one codeword from configuration ( $w-2 e+k-1,2 e-k+1$ ). Let $C_{k}$ be the set of codewords from configuration ( $w-2 e+k-1,2 e-k+1$ ). In the $B_{k}$ part of $C_{k}$ we search for two coordinates in which each codeword has at least one 0 . If none exist then the $B_{k}$ part forms a Steiner system $S(2,2 e-k+1, n-w+2 e-2 k)$ (note, that if two codewords of $C_{k}$ have two 1 's in the same two coordinates of the $B_{k}$ part their H -distance will be $4 e$, contradicting Lemma 2.1). If these two coordinates exist, we join them to $A_{k}$ to obtain $A_{k+1}$ and $B_{k+1}=N \backslash A_{k+1}$. Now, $\left|A_{k+1}\right|=$ $w-2 e+2(k+1),\left|B_{k+1}\right|=n-w+2 e-2(k+1)$, and there are no codewords in $C$ from any configuration $(w-2 e+i, 2 e-i), k+1 \leq i \leq 2(k+1)$, but there is at least one codeword from configuration ( $w-2 e+k, 2 e-k$ ). If $k=e-2$ and we obtain $\left|A_{e-1}\right|=w-2,\left|B_{e-1}\right|=n-w+2$, there are no codewords in $C$ from any configuration $(w-2 e+i, 2 e-i), e-1 \leq i \leq 2 e-2$, but there is at least one codeword in $C$ from configuration ( $w-e-2, e+2$ ). This means that vectors of configuration ( $w-2,2$ ) can be J-covered only by codewords of configuration ( $w-e-2, e+2$ ). Since each vector of configuration ( $w-2,2$ ) is J-covered exactly once, it follows that the $B_{e-1}$ part of the codewords from configuration ( $w-e-2, e+2$ ) forms a Steiner system $S(2, e+2, n-w+2)$.

Corollary 3.4. If an e-perfect code in $J(n, w)$, which is not a Steiner system $S(n-w-2 e, n-w, n)$, exists then for some $k, 0 \leq k \leq e-1$, a Steiner system $S(2,2 e-k+1, w+2 e-2 k)$ exists.
4. Only trivial Steiner systems are perfect codes. As said before, for $n=$ $2 w, w$ odd, any pair of disjoint $w$-subsets is $e$-perfect with $e=\frac{1}{2}(w-1)$. These two $w$-subsets form a Steiner system $S(1, w, n)$. For any $n$ and $1 \leq w \leq n, V_{w}^{n}$ is 0 -perfect, and it forms a Steiner $\operatorname{system} S(w, w, n)$. A natural question is whether there exist more perfect codes which are also Steiner systems. The answer to this question is our next theorem. But, first we need the following simple lemma.

Lemma 4.1. If a Steiner system $S(w-k, w, n), k \geq 1$, exists then $n \geq 2 w$.
Proof. Assume $n<2 w$ and a Steiner system $S(w-k, w, n), k \geq 1$, exists. The number of blocks in this system is

$$
\frac{\binom{n}{w-k}}{\binom{w}{w-k}}=\frac{n!\cdot k!}{(n-w+k)!\cdot w!} .
$$

The number of blocks in a packing of $(n-w)$-subsets of $N$ in which each $(n-w-k)$ subset of $N$ is contained in at most one block is less than or equal to

$$
\frac{\binom{n}{n-w-k}}{\binom{n-w}{n-w-k}}=\frac{n!\cdot k!}{(w+k)!\cdot(n-w)!} .
$$

If $n<2 w$ and $k \geq 1$ then obviously

$$
\frac{\binom{n}{w-k}}{\binom{w}{w-k}}>\frac{\binom{n}{n-w-k}}{\binom{n-w}{n-w-k}}
$$

But since the complement of the code derived from the Steiner system $S(w-k, w, n)$ is a packing of $(n-w)$-subsets of $N$ in which each $(n-w-k)$-subset of $N$ is contained at most in one block, we have a contradiction. Hence, if a Steiner system $S(w-k, w, n)$, $k \geq 1$, exists then $n \geq 2 w$.

Theorem 4.2. Except for the Steiner systems $S(1, w, n)$ and $S(w, w, n)$, there are no more Steiner systems which are also perfect codes in the Johnson scheme.

Proof. Assume $C$ is an $e$-perfect code in $J(n, w)$ which is also a Steiner system. Since $C$ is $e$-perfect it follows by Lemma 2.1 that $C$ has minimum H-distance $4 e+2$, and by Lemma 2.5 it is a Steiner system $S(w-2 e, w, n)$. Now, we partition $N$ into two subsets $A$ and $B$ such that $|A|=w-2 e+1,|B|=n-w+2 e-1$, and there is no codeword in $C$ from configuration ( $w-2 e+1,2 e-1$ ). Since $C$ is a Steiner system $S(w-2 e, w, n)$ and no word in $C$ is from configuration ( $w-2 e+1,2 e-1$ ) it follows that there are $w-2 e+1$ codewords in $C$ from configuration ( $w-2 e, 2 e$ ). Since the minimum H-distance of $C$ is $4 e+2$ it follows that the $2 e$ elements in $B$, of any two codewords from configuration ( $w-2 e, 2 e$ ), must be disjoint. Hence, we have $n \geq(w-2 e+1)+(w-2 e+1) 2 e=(w-2 e+1)(2 e+1)$. By Lemma 4.1, $n \geq 2 w$, and hence by Theorem 1.1 we have $(w-1)(2 e+1) / e \geq n$, and therefore

$$
(w-1)(2 e+1) / e \geq(w-2 e+1)(2 e+1)
$$

We now distinguish between two cases.
Case 1. For $e>1$ this implies $2 e+1 \geq w$ Therefore, the intersection between any two codewords is empty since the minimum H-distance is $4 e+2$. Thus, the code contains two codewords, $n=2 w$, and the Steiner system is $S(1, w, n)$.

Case 2. For $e=1$ this implies $n=3 w-3$. By Theorem 3.1 a Steiner system $S(2,3, w)$ exists and hence by Theorem $2.3, w \equiv 1$ or $3(\bmod 6)$. Therefore, we have $n \equiv 0(\bmod 6)$. By Corollary 3.2, Steiner system $S(2,3, n-w)$ exists also and hence by Theorem $2.3, n-w \equiv 1$ or $3(\bmod 6)$. By Theorem 3.3 a Steiner system $S(2,3, n-w+2)$ exists also and hence by Theorem $2.3, n-w+2 \equiv 1$ or $3(\bmod 6)$ which implies that $n-w \equiv 1(\bmod 6)$. Since $n \equiv 0(\bmod 6)$, it follows that $w \equiv 5$ $(\bmod 6)$, a contradiction.

Thus, no nontrivial perfect code is a Steiner system.
5. No $e$-perfect codes in $J(2 w+e+1, w)$. By Theorem 3.1 and Corollary 3.2, if an $e$-perfect code exists in $J(n, w)$ then Steiner systems $S(e+1,2 e+1, w)$ and $S(e+1,2 e+1, n-w)$ exist. By the divisibility conditions of Theorem 2.3 this implies that $e+1$ divides $w-e$ and $n-w-e$, i.e., $n-w \equiv w \equiv e(\bmod e+1)$. This implies that $e$-perfect codes might exist in $J(2 w+e+1, w)$. In this section we prove that no nontrivial $e$-perfect codes exist in $J(2 w+e+1, w)$. This result and the results of the previous sections enable us to show many Johnson graphs in which no nontrivial perfect codes exist. The proof will proceed in a few steps which also show some properties of $e$-perfect codes if they exist. Assume $C$ is an $e$-perfect code in $J(n, w)$ and $N$ is partitioned into two parts $A$ and $B$ such that $|A|=w$ and $|B|=n-w$. Let $\left\{D_{(i, j)}: 0 \leq i, j, i+j=w\right\}$ denote the configuration distribution of the code; i.e., $D_{(i, j)}$ denote the number of codewords from configuration $(i, j)$.

Theorem 5.1. There are exactly e+1 different configuration distributions for an $e$-perfect code. If $W_{k}, 0 \leq k \leq e$, is the set of the $k$ th configuration distribution then $W_{k}$ contains $D_{(w-k, k)}$ and $D_{(w-2 e-1+k, 2 e+1-k)}$ as the only nonzero elements among $D_{(w-i, i)}, 0 \leq i \leq 2 e+1-k$.

Proof. Let $k$ be the smallest integer such that $C$ has a codeword from configuration ( $w-k, k$ ). Since we must J-cover the vector from configuration ( $w, 0$ ), it follows that $0 \leq k \leq e$. Since by Lemma 2.1 the minimum H-distance of $C$ is $4 e+2$, it follows that there is exactly one codeword from configuration $(w-k, k)$ and no codewords from any configuration $(w-j, j), k+1 \leq j \leq 2 e-k$. The codeword from configuration ( $w-k, k$ ) J-covers all vectors from configurations $(w-i, i)$ for all $i, 0 \leq i \leq e-k$. Vectors from configurations ( $w-e+k-1, e-k+1$ ) are J-covered by the codeword from the ( $w-k, k$ ) configuration if $k>0$, and the rest, which are the most, can be J-covered only by codewords from configuration ( $w-2 e-1+k, 2 e+1-k$ ). Note, that we can always partition $N$ into $A$ and $B$ such that the first codeword will have $w-k$ 1's in $A$ and $k$ 1's in $B$, and hence $C$ contains a codeword from configuration ( $w-k, k$ ). To complete the proof we have to show that once we are given $k, 0 \leq k \leq e$, such that a codeword from configuration $(w-k, k)$ is in the code (i.e., $D_{(w-k, k)}=1, D_{(w-i, i)}=0$, $0 \leq i \leq 2 e-k, i \neq k)$, then the configuration distribution is determined. The proof is by induction; assume we have determined all the values $D_{(w-i, i)}, 0 \leq i \leq r$, for some $r$, $r \geq 2 e-k$, and all vectors from configurations $(w-j, j), 0 \leq j \leq r-e$, are J-covered by codewords from configurations $(w-i, i), 0 \leq i \leq r$. To evaluate $D_{(w-r-1, r+1)}$ notice that by considering how vectors of configuration $(w-r+e-1, r-e+1)$ are J-covered we have

$$
\binom{w}{r-e+1}\binom{n-w}{r-e+1}=\sum_{i=r-2 e+1}^{r+1} C_{(w-i, i)}^{(w-r+e-1, r-e+1)} \cdot D_{(w-i, i)}
$$

where $C_{\left(x_{1}, y_{1}\right)}^{\left(x_{2}, y_{2}\right)}$ is the number of vectors from configuration $\left(x_{2}, y_{2}\right)$ which are J-covered by a codeword from configuration $\left(x_{1}, y_{1}\right)$. Hence we have

$$
D_{(w-r-1, r+1)}=\frac{\left[\binom{w}{r-e+1}\binom{n-w}{r-e+1}-\sum_{i=r-2 e+1}^{r} C_{(w-i, i)}^{(w-r+e-1, r-e+1)} \cdot D_{(w-i, i)}\right]}{C_{(w-r-1, r+1)}^{(w-r+e-1, r-e+1)}}
$$

and hence $D_{(w-r-1, r+1)}$ is determined, and all vectors from configurations $(w-j, j)$, $0 \leq j \leq r-e+1$, are J-covered by codewords from configurations ( $w-i, i$ ), $0 \leq i \leq$ $r+1$.

Thus, there are exactly $e+1$ different configuration distributions for $e$-perfect codes.

Lemma 5.2. In an e-perfect code in $J(2 w+e+1, w)$ the intersection between any two codewords is at least $e$.

Proof. Assume $C$ is an $e$-perfect code in $J(2 w+e+1, w), N$ is partitioned into two parts $A$ and $B$ such that $|A|=w,|B|=w+e+1$, and $C$ contains the vector $v$, from configuration $(0, w)$, which ends with $e+10$ 's as a codeword. The only vectors from configuration $(0, w)$ which are not J-covered by this codeword are the $\binom{w}{e+1}$ vectors which end with $e+11$ 's. Since by Lemma 2.1 any codeword which J-covers some of these vectors should have H-distance at least $4 e+2$ from $v$, it follows that these vectors are J -covered by codewords from configuration ( $e, w-e$ ), which end with $e+11$ 's. Moreover, note that since $D_{(0, w)}=1$ all the configuration distribution of $C$ is determined (as in the proof of Theorem 5.1). Now, by Theorem 5.1, for this
configuration distribution we have $D_{(w-k, k)}=1$ for exactly one $k, 0 \leq k \leq e$, and for $i \neq k, 0 \leq i \leq 2 e-k, D_{(w-i, i)}=0$. If $k<e$ we can exchange one column from $A$, with 1 in the codeword from configuration $(w-k, k)$, with a column from $B$, with 0 's in the codewords from configurations $(w-k, k)$ and $(0, w)$. The obtained $e$-perfect code $C^{\prime}$ has $D_{(0, w)}=1$ and $D_{(w-k-1, k+1)}=1, k+1 \leq e$, a contradiction to the fact that $D_{(0, w)}=1$ determines all the configuration distribution. Thus, $D_{(w-e, e)}=1$ and $D_{(w-i, i)}=0$ for $0 \leq i \leq e-1$. Now, assume that there exists a codeword from configuration ( $w-k-r, k+r$ ), $k<e, r>0$, which intersects the codeword from configuration ( $0, w$ ) in exactly $k$ positions. Again, we can exchange $r$ columns from $A$, with 0 's in the codeword from configuration ( $w-k-r, k+r$ ), with $r$ columns from $B$ with 1's in this codeword and 0 's in the codeword from configuration $(0, w)$. The obtained e-perfect code $C^{\prime}$ have $D_{(0, w)}=1$ and $D_{(w-k, k)}=1$, for $k<e$, a contradiction. Now, note that any codeword can be chosen as the codeword from configuration $(0, w)$ and hence the intersection of any two codewords is at least $e$. $\square$

Theorem 5.3. There is no e-perfect code in $J(2 w+e+1, w)$.
Proof. Assume $C$ is an $e$-perfect code in $J(2 w+e+1, w)$ and $N$ is partitioned into two parts $A$ and $B$ such that $|A|=w,|B|=w+e+1$, and $C$ contains the vector from configuration $(w, 0)$ as a codeword. By Lemma 5.2 the intersection between any two codewords is at least $e$ and hence $C$ cannot contain a codeword from any configuration ( $i, w-i$ ), $0 \leq i \leq e-1$. Therefore, the $\binom{w+e+1}{w}$ vectors from configuration $(0, w)$ are J-covered only by codewords from configuration (e,w-e). Moreover, every set of $e+1$ positions in the $B$ part must be C-covered by the 0 's of exactly one codeword from configuration $(e, w-e)$. Let $C_{1}$ be the set of codewords from configuration ( $e, w-e$ ). Thus, the complement of the $B$ part of $C_{1}$ forms a Steiner system $S(e+1,2 e+1, w+$ $e+1$ ).

Each set of $e$ columns of the $B$ part of $C_{1}$ has exactly $\frac{w+1}{e+1}$ rows with $e 0$ 's, since the complement of the $B$ part of $C_{1}$ is an $S(e+1,2 e+1, w+e+1)$. By exchanging any $e$ columns from $B$ with $e$ columns of $A$ that contain $e 1$ 's from the codewords of $C_{1}$ we obtain an $e$-perfect code $C^{\prime}$. Since $C$ has a codeword from configuration $(w, 0)$ it follows that $C^{\prime}$ has a codeword from configuration $(w-e, e)$. Also, note that $C^{\prime}$ contains a codeword from configuration ( $0, w$ ). Clearly, not all $e$ columns of $A$ have $e 1$ 's in the codewords of $C_{1}$. If we exchange any $e$ columns of $B$ with $e$ columns of $A$ that do not contain $e$ 1's in the codewords of $C_{1}$ we obtain a code $C^{\prime \prime}$ with a codeword from configuration ( $w-e, e$ ) but no codeword from configuration $(0, w)$. This is in contradiction to Theorem 5.1 that all codes with a codeword from configuration ( $w-e, e$ ) have the same configuration distribution.

Thus, there is no $e$-perfect code in $J(2 w+e+1, w)$.
Another interesting consequence from Theorem 5.1 is on the structure of $e$-perfect codes in $J(2 w, w)$. We show now that these codes, if they exist, are self-complement; i.e., the complement of the code is equal to the code.

Theorem 5.4. An e-perfect code in $J(2 w, w)$ is self-complement.
Proof. Let $C$ be an $e$-perfect code in $J(2 w, w)$, and assume $N$ is partitioned into two parts $A$ and $B$ such that $|A|=|B|=w$ and the vector from configuration ( $w, 0$ ) is a codeword. By Theorem 5.1 for exactly one $k, 0 \leq k \leq e$, we have $D_{(k, w-k)}=1$ and for $i \neq k, 0 \leq i \leq 2 e-k, D_{(i, w-i)}=0$. If $k>0$ then we can exchange one column from $A$ with 0 in the codeword from configuration ( $k, w-k$ ) with a column from $B$ with 0 in the codeword from configuration $(k, w-k)$ to obtain a new $e$-perfect code $C^{\prime}$. In $C^{\prime}$ we have $D_{(w-1,1)}=1$ and $D_{(k, w-k)}=1$ in contradiction to the unique configuration distribution when $D_{(k, w-k)}=1,0 \leq k \leq e$, obtained in Theorem 5.1.

Thus, $k=0$ and $C$ is self-complement.
6. Applications. The theorems obtained in $\S \S 3,4$, and 5 make it possible to reduce the range in which perfect codes in the Johnson scheme can exist. If an $e$ perfect code in $J(n, w)$ exists then by Theorem 3.1 and Corollary 3.2 Steiner systems $S(e+1,2 e+1, w)$ and $S(e+1,2 e+1, n-w)$ exist. By the divisibility conditions of Theorem 2.3 we have that $e+1$ should divide $w-e$ and $n-w-e$ and hence we have $w \equiv e(\bmod e+1)$. This condition itself limits the range in which $e$-perfect codes can exist. Combining this condition with the nonexistence of $e$-perfect codes in $J(2 w+e+1, w)$ obtained in Theorem 5.3 we have the following theorem.

Theorem 6.1. There are no perfect codes in $J(2 w+p, w)$, $p$ prime.
In fact, we can obtain many more results similar to Theorem 6.1; e.g., there are no perfect codes in $J(2 w+2 p, w), p$ prime, $p \neq 3$ or there are no perfect codes in $J(2 w+3 p, w), p$ prime, $p \neq 2, p \neq 3$, and $p \neq 5$, and other similar theorems. The proofs involve carefully examining the divisibility conditions of Theorem 2.3 for $S(e+1,2 e+1, w)$ and $S(e+1,2 e+1, n-w)$, and using Theorem 5.3. Theorem 6.1 immediately implies the results of Bannai [1] and Hammond [6], that there are no nontrivial perfect codes in $J(2 w-2, w), J(2 w-1, w), J(2 w+1, w)$, and $J(2 w+2, w)$. Together with the other divisibility conditions we have that the range is considerably reduced. By Theorem 4.2 we know that a nontrivial $e$-perfect code cannot be a Steiner system. Hence, we can apply Corollary 3.4 and obtain that if there exists an e-perfect code in $J(n, w)$ then there exists a Steiner system $S(2,2 e+1-k, w+2 e-k)$ for some $k, 0 \leq k \leq e-1$. This implies that $C$ is an $e$-perfect code in $J(n, w)$ if $w$ is an admissible value for the necessary conditions for the existence of $S(e+1,2 e+$ $1, w$ ), and also an admissible value for the necessary conditions of one Steiner system $S(2,2 e+1-k, w+2 e-k)$. The same results are applied also on $n-w$ instead of $w$. Checking all these conditions we obtain that for $e=1$, we must have $n-w \equiv w \equiv 1$ $(\bmod 6)$, for $e=2$, we have $n-w \equiv w \equiv 2,17,26,41$, or $50(\bmod 60)$, and so on. Compiling all this data, we also have found that there are no nontrivial perfect codes in $J(2 w-r, w)$ and $J(2 w+r, w)$ for all $1 \leq r \leq 14$ with possible exceptions for $r=6,9$, and 12. This comes together with modulos conditions imposed on $w$ and $n-w$ for any e-perfect code in $J(n, w)$. Assume $N$ is partitioned into two subsets $A$ and $B$, such that $|A|=w,|B|=n-w$, and the vector of the ( $w, 0$ ) configuration is a codeword. By considering the way in which the vectors of the configuration ( $w-e-2, e+2$ ) are J-covered we can get some more divisibility conditions that rule out some of the combinations between $w$ and $n-w$. We can proceed to get more divisibility conditions. But no other Johnson graph $J(n, w)$ was ruled out as a candidate to contain nontrivial perfect codes. Similarly, other results can be obtained from the configuration distribution, but the outcome is less significant.

From the proof of Theorem 3.1 we can see the involved structure of $e$-perfect codes in $J(n, w)$. If we partition $N$ into two subsets $A$ and $B$, such that $|A|=w$ and $|B|=n-w$ and the vector of the $(w, 0)$ configuration is a codeword, then in the codewords of configuration ( $w-2 e-1,2 e+1$ ) we have in the $A$ part a complement of a Steiner system $S(e+1,2 e+1, w)$ for each set of codewords which C-cover any fixed $e+1$ positions of $B$. Similarly, we can obtain (and this can be an alternative proof for Corollary 3.2) that in the $B$ part there is a Steiner system $S(e+1,2 e+1, n-w)$ for each set of codewords for which the complements C -cover any fixed $e+1$ positions in $A$. This involved structure, together with the Steiner system of Theorem 3.3 and Corollary 3.4 , seems to be impossible to achieve. This is without taking into consideration all the other configurations which are becoming more and more complicated. Hence, we
get more confidence in the belief in the conjecture that no nontrivial perfect codes exist in the Johnson scheme.
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# A GRAPH-COLORING RESULT AND ITS CONSEQUENCES FOR POLYGON-GUARDING PROBLEMS* 
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#### Abstract

The following graph-coloring result is proved: let $G$ be a 2-connected, bipartite, and plane graph. Then one can triangulate $G$ in such a way that the resulting graph is 3 -colorable. Such a triangulation can be computed in $O\left(n^{2}\right)$ time. This result implies several new upper bounds for polygon guarding problems, including the first nontrivial upper bound for the rectilinear prison yard problem. (1) $\left\lfloor\frac{n}{3}\right\rfloor$ vertex guards are sufficient to watch the interior of a rectilinear polygon with holes. (2) $\left\lfloor\frac{5 n}{12}\right\rfloor+3$ vertex guards ( $\left\lfloor\frac{n+4}{3}\right\rfloor$ point guards) are sufficient to simultaneously watch both the interior and exterior of a rectilinear polygon. Moreover, a new lower bound of $\left\lfloor\frac{5 n}{16}\right\rfloor$ vertex guards for the rectilinear prison yard problem is shown and proved to be asymptotically tight for the class of orthoconvex polygons.


Key words. graph coloring, visibility in polygons
AMS subject classifications. $05 \mathrm{C} 15,52 \mathrm{~A} 45$

1. Introduction. The original art gallery problem raised by Klee asks how many guards are sufficient to watch the interior of an $n$-sided simple polygon. In 1975, Chvátal [2] gave the answer, proving that $\left\lfloor\frac{n}{3}\right\rfloor$ guards are always sufficient and sometimes necessary. Since then many results have been published studying variants of the problem or analyzing algorithmic aspects; see [12], [13], [15] for a detailed discussion. All notations not explicitly defined below are used as in [12].

One of the main questions still open in this field is the so-called prison yard problem for simple rectilinear polygons (see [13]); ${ }^{1}$ i.e., one wants to determine the minimal number of vertex guards sufficient to simultaneously watch both the interior and exterior of any $n$-sided simple rectilinear polygon.

The prison yard problem for general simple polygons has been completely settled by Füredi and Kleitman, proving that $\left\lceil\frac{n}{2}\right\rceil$ vertex guards for convex and $\left\lfloor\frac{n}{2}\right\rfloor$ vertex guards for any nonconvex simple polygon are sufficient; see [4]. As mentioned in [4] this does not imply new bounds for the rectilinear case. Here, the only upper bound known has been the rather trivial $\left\lfloor\frac{7 n}{16}\right\rfloor+5$-bound (see [12]) which can be obtained by combining the $\left\lfloor\frac{n}{4}\right\rfloor$-result for the interior (see [5]) with the $\left\lceil\frac{n}{4}\right\rceil+1$ vertex guards for the exterior of an $n$-sided rectilinear polygon.

We are going to derive several new bounds for the original rectilinear prison yard problem as well as for the stronger "prison problem," where the guards have to watch not only the inside and outside of the yard but also all cells of the prison. The key tools to prove the new upper bounds are coloring and multicoloring arguments. The new graph coloring result shown in $\S 2$ is probably also of some independent interest. It shows that one can triangulate a 2 -connected, bipartite, and plane graph in such a way that the resulting graph is 3 -colorable. Further, we give a characterization of all triangulations leading to 3 -colorable graphs. An $O\left(n^{2}\right)$ time algorithm which generates such triangulations is sketched.

[^20]In $\S 3$ we apply this 3 -coloring result to guarding problems by a suitable modelling of rectilinear polygons. In $\S 4$ we establish lower bounds for the vertex guard number in staircase-like and in orthoconvex prison yards. Then in $\S 5$ we use a new multicoloring technique to prove these bounds to be asymptotically tight for the described polygon classes. Table 1 summarizes upper and lower bounds on guard numbers for rectilinear polygons. Compare with [12] for previous bounds.

Table 1.

| Polygon <br> type | Problem | Guard <br> type | Upper bound |  | Lower <br> bound |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\left\lfloor\frac{3 n}{8}\right\rfloor$ | $\left\lfloor\frac{n}{3}\right\rfloor$ | $\left\lfloor\frac{2 n}{7}\right\rfloor$ |
| staircase | prison yard | vertex | - | $\left\lfloor\frac{3 n}{10}\right\rfloor+2$ | $\left\lfloor\frac{3 n}{10}\right\rfloor$ |
| orthoconvex | prison yard | vertex | - | $\left\lfloor\frac{5 n}{16}\right\rfloor+2$ | $\left\lfloor\frac{5 n}{16}\right\rfloor$ |
| simple | prison yard | vertex | $\left\lfloor\frac{7 n}{16}\right\rfloor+5$ | $\left\lfloor\frac{5 n}{12}\right\rfloor+2$ | $\left\lfloor\frac{5 n}{16}\right\rfloor$ |
| simple | prison yard | point | $\left\lfloor\frac{7 n}{16}\right\rfloor+5$ | $\left\lfloor\frac{n+4}{3}\right\rfloor$ | $\left\lceil\frac{n}{4}\right\rceil+1$ |
| with h holes | prison | vertex | - | $\left\lfloor\frac{5 n-4 h}{12}\right\rfloor+2$ | - |

At first glance some of the new bounds such as $\frac{5 n}{16}$ seem to be curious. One advantage of our paper is that we provide rather natural explanations for these fractional numbers. We conclude in $\S 6$ by discussing algorithmic aspects and posing a few related questions.
2. A result on 3 -colorable plane graphs. We assume that the reader is familiar with basic definitions and facts about planar graphs. For more details see, e.g., [11]. Let $G=(V, E)$ be a 2 -connected, plane (i.e., embedded planar) graph. The embedding in the plane of $G$ determines a set of faces including an exterior face. It is well known that each face boundary of $G$ corresponds to a directed cycle such that the face lies on the left side of it. A diagonal is an edge which does not belong to $E$ and connects two vertices on a facial cycle. $G$ is triangulated if it has no diagonals; i.e., all facial cycles have length 3.

A triangulation of a plane graph is the augmentation of a set of diagonals such that the resulting triangulation graph is plane and triangulated. In this section we are going to prove and discuss the following result.

Theorem 2.1. Let $G$ be a plane, 2-connected, and bipartite graph. Then there exists a triangulation of $G$ such that the triangulation graph is 3 -colorable.

The proof consists of two lemmas. The first one is due to Whitney and can be proved by standard induction arguments. For an elegant proof see [8].

Lemma 2.2. A triangulated plane graph is 3 -colorable iff all vertices have even degree.

A triangulation of a plane graph $G$ will be called even if in the triangulation graph each vertex has even degree.

Lemma 2.3. Let $G=(V, E)$ be a plane, 2-connected, and bipartite graph. Then $G$ has an even triangulation.

Proof. Since $G$ is bipartite, all its facial cycles have even length. By adding diagonals (if necessary) we can assume, without loss of generality, that all facial cycles are cycles of length 4 . Each graph of this type has a straight-line embedding in the plane such that each interior face is a convex quadrilateral and the exterior face is the
complement of a convex quadrilateral. Therefore we will denote by $Q$ the set of all faces of $G$. Further, for any face $q \in Q$, the set of the four vertices on the boundary cycle of $q$ is denoted by $V_{q}$ and we set $Q_{v}=\left\{q \in Q \mid v \in V_{q}\right\}$. We fix a 2-coloring $c$ of $G$ with colors 0 and 1 .

For a face $q \in Q$, the diagonal joining the two 0 -colored vertices in $V_{q}$ is called 0diagonal; the other diagonal joining the two 1-colored vertices in $V_{q}$ is the 1-diagonal. Now, a triangulation of $G$ is nothing other than choosing for each face either the 0 -diagonal or the 1-diagonal and adding it to the graph. We note that a diagonal of the exterior face cannot be drawn as a straight line within the given plane embedding of $G$. The graph obtained, however, is planar and thus there is also a straight-line embedding of it.

More formally, let us introduce for each $q \in Q$ a $\{0,1\}$-valued variable $x_{q}$. We fix a 1-1 correspondence between all triangulations of $G$ and all evaluations of the variables $x_{q}$ via the following condition for a triangulation $T$ :

$$
\forall q \in Q: \quad T \text { contains the } 0 \text {-diagonal of } q \Longleftrightarrow x_{q}=1
$$

The following observation is straightforward: if $c(v)$ is the color of a vertex $v \in V_{q}$, then the term $x_{q}+c(v)(\bmod 2)$ describes the increase of the degree of $v$ by the diagonal of $q$ which is chosen with respect to the value of $x_{q}$. Throughout this proof all additions should be understood as additions mod 2. The existence of an even triangulation is equivalent to the condition that the following system of equations has a solution in $G F(2)$ :

$$
\operatorname{deg}(v)+\sum_{q \in Q_{v}}\left(x_{q}+c(v)\right)=0 \quad(\forall v \in V)
$$

or, equivalently,

$$
\begin{equation*}
\sum_{q \in Q_{v}} x_{q}=\operatorname{deg}(v)+\left|Q_{v}\right| c(v) \quad(\forall v \in V) \tag{}
\end{equation*}
$$

We want to illustrate the proof by the example in Figure 1. It shows the Schlegel diagram of a cube with a $0 / 1$-coloring of its vertices. The six faces of the graph have variables $x_{1}, \ldots, x_{6}$. The dotted lines represent exactly those diagonals which correspond to the indicated evaluation of the variables. It is easy to check that the represented triangulation is even and that, indeed, $\left({ }^{*}\right)$ is satisfied.

Note that if $|V|=n$ then by Euler's formula $|Q|=n-2$. Thus the system ( ${ }^{*}$ ) is overdetermined and has an $n \times(n-2)$ matrix $\mathbf{A}$ of coefficients. The system has a solution iff the rank of $\mathbf{A}$ is equal to the rank of the augmented matrix $\overline{\mathbf{A}}$; see, e.g., [16]. Here, augmentation means attaching the vector of constants from the right side of $\left({ }^{*}\right)$ as an additional column to $\mathbf{A}$.

Recall that the rank of a matrix is equal to the maximum number of linear independent rows. Therefore it is sufficient to show that any linear dependence of rows in $\mathbf{A}$ implies a linear dependence of the corresponding rows in $\overline{\mathbf{A}}$. Since over $G F(2)$ sums are the only possible linear combinations, we have to prove the following.

Claim. If for some set of vertices $U \subseteq V$ it holds that $\sum_{v \in U} \sum_{q \in Q_{v}} x_{q} \equiv 0$, then

$$
\sum_{v \in U}\left(\operatorname{deg}(v)+\left|Q_{v}\right| c(v)\right)=0 .
$$



Fig. 1. An even triangulation of the Schlegel diagram of the cube.

Here the symbol $\equiv$ in the first sum means that each variable $x_{q}$ occurs an even number of times in equations corresponding to vertices from $U$.

Since $x_{q}$ can only occur in the four equations corresponding to vertices in $V_{q}$, it follows from the assumption of the claim that for any $q \in Q$ the number $\left|V_{q} \cap U\right|$ is 0,2 , or 4 . So we can subdivide $Q$ according to this cardinality into $Q_{0}, Q_{2}$, and $Q_{4}$.

Let us return to our example in Figure 1. Suppose the set $U$ in the claim is the set of the four inner vertices. Then $Q_{4}$ consists only of the face in the middle of the drawing; the other four interior faces form the set $Q_{2}$, and the only element of $Q_{0}$ is the exterior face.

Now we prove the claim by showing that the sums $\Sigma_{1}=\sum_{v \in U} \operatorname{deg}(v)$ and $\Sigma_{2}=$ $\sum_{v \in U}\left|Q_{v}\right| c(v)$ are both zero.

1) Since $G$ is planar and 2-connected, we know that the degree of a vertex $v$ equals the cardinality of the set $Q_{v}$. Using this fact and changing the order of summation we get

$$
\Sigma_{1}=\sum_{v \in U}\left|Q_{v}\right|=\sum_{v \in U} \sum_{q \in Q_{v}} 1=\sum_{q \in Q} \sum_{v \in V_{q} \cap U} 1=\sum_{q \in Q}\left|V_{q} \cap U\right| .
$$

As we have already mentioned, all summands are even numbers and consequently $\Sigma_{1}=0$.
2) We start as above changing the order of summation.

$$
\Sigma_{2}=\sum_{v \in U}\left|Q_{v}\right| c(v)=\sum_{v \in U} \sum_{q \in Q_{v}} c(v)=\sum_{q \in Q} \sum_{v \in V_{q} \cap U} c(v)
$$

Now we split the sum into subsums over $Q_{0}, Q_{2}$, and $Q_{4}$. Moreover, we subdivide the subsum over $Q_{2}$ according to whether the two vertices in $V_{q} \cap U$ lie on a diagonal or on an edge of $q$. So we have

$$
\Sigma_{2}=\sum_{q \in Q_{0}} \sum_{v \in V_{q} \cap U} c(v)+\sum_{q \in Q_{2}^{\text {diag }}} \sum_{v \in V_{q} \cap U} c(v)+\sum_{q \in Q_{2}^{\text {edge }}} \sum_{v \in V_{q} \cap U} c(v)+\sum_{q \in Q_{4}} \sum_{v \in V_{q} \cap U} c(v) .
$$

Obviously the first sum is zero and can be deleted. We also delete the sum over $Q_{2}^{\text {diag }}$ since any summand of it has either the form $1+1$ or $0+0$. Finally, in the sum over $Q_{4}$, each summand has the form $1+0+1+0$. Deleting this sum also we obtain

$$
\Sigma_{2}=\sum_{q \in Q_{2}^{\text {edge }}} \sum_{v \in V_{q} \cap U} c(v)=\sum_{q \in Q_{2}^{\text {edge }}}(1+0)=\left|Q_{2}^{\text {edge }}\right|(\bmod 2) .
$$

It remains to show that $\left|Q_{2}^{\text {edge }}\right|$ is even. Consider the subgraph of $G$ induced by $U$. Replacing any (undirected) edge in it by a pair of oppositely directed edges we obtain a set $\overrightarrow{E_{U}}$ of even cardinality. Recall that a face $q \in Q$ is uniquely determined by its directed facial cycle. We denote the set of the four directed edges on the cycle by $\overrightarrow{E_{q}}$. Since $\left|V_{q} \cap U\right|$ is even, the number $\left|\overrightarrow{E_{q}} \cap \overrightarrow{E_{U}}\right|$ is either 4 (iff $q \in Q_{4}$ ) or 1 (iff $q \in Q_{2}^{\text {edge }}$ ), or otherwise 0 . Let us cancel from $\overrightarrow{E_{U}}$ all directed edges which arise from some $\vec{E}_{q}$ such that $\left|\vec{E}_{q} \cap \overrightarrow{E_{U}}\right|=4$. Clearly, the set obtained in this way is of even cardinality. Each directed edge in this set determines a face $q \in Q_{2}^{\text {edge }}$ and vice versa. This completes the proof.

To make the last step in the proof more transparent let us once more return to Figure 1, with $U$ being the set of the four inner vertices. Then $Q_{2}^{\text {edge }}$ consists of the four interior faces which surround the middle face and $\overrightarrow{E_{U}}$ consists of eight directed edges obtained by traversing the middle cycle in both directions. Since the middle face has four vertices with $U$ in common, we have to cancel its facial cycle, i.e., the counterclockwise-directed cycle. Now it is easy to observe that each of the remaining directed edges uniquely determines one of the faces from $Q_{2}^{\text {edge }}$.

The remaining part of this section is devoted to the combinatorial characterization of all even triangulations and to algorithmic aspects of Theorem 2.1. Since both topics are not essential for the rest of the paper, we only sketch them.

It is easy to find graphs with more than one even triangulation. Let us consider the even triangulation given in Figure 1. If we flip the diagonals in the four faces which surround the middle face, then the new triangulation is even too.

More generally, let us assume that $G=(V, E)$ is a 2-connected, bipartite, and plane graph such that all its facial cycles have length 4 . Then the dual graph $G^{*}$ is 4 -regular. If we start a walk in this graph, at any time we have four possibilities for the next step: to go left, straight ahead, right, or back. A closed walk consisting of straight steps only is called a straight walk or $S$-walk. Note that a face either occurs on two different S-walks or it occurs twice on a single S-walk. For the Schlegel diagram of the cube we have three S-walks, each of them being a cycle. The graph in Figure 2 shows an S-walk which is not a cycle because it crosses itself.

Suppose an even triangulation of $G$ is given. If we run once around an S -walk flipping the diagonal in each face visited (if a face is visited twice the diagonal will be the same in the end), then the triangulation obtained this way is even. The next result shows that the converse is also true.

Theorem 2.4. If $T$ and $T^{\prime}$ are even triangulations of $G$, then there is a collection of $S$-walks such that by flipping the diagonals of $T$ along these walks we obtain $T^{\prime}$.

We can prove this theorem by formalizing the problem as a system of linear equations over $G F(2)$. The consistency of the system can be shown by some counting arguments. However, the underlying combinatorial arguments are much more involved than those in the proof of Lemma 2.3 and we have omitted them. Details are in [7].

Using Theorem 2.4 we are able to determine a subset $Q_{v a l} \subset Q$ with the property that for each choice of diagonals for $Q_{v a l}$ there is exactly one even triangulation of


Fig. 2. Example of an $S$-walk.
the whole graph which contains the chosen diagonals. In terms of the system (*), this means that a given evaluation of the variables $\left\{x_{q} \mid q \in Q_{v a l}\right\}$ can be extended to a solution of $\left(^{*}\right.$ ) in a unique way only.

Finally, we briefly discuss the problem of algorithmically finding an even triangulation more efficiently than by using a general (superquadratic) method for solving the linear system of equations (*). We have shown that the system has a solution. Its underlying structure is a planar graph, so we could hope that the generalized nested dissection technique of Lipton, Rose, and Tarjan (see [10]) applies. This would imply an $O\left(n^{3 / 2}\right)$-algorithm. However, this special version of the Gaussian elimination method requires positive definite, symmetric systems. In contrast, our system is not symmetric (even the matrix of the system is not quadratic) and the solution is, in general, not unique. By adding dummy variables and dummy equations we could transform the system into a symmetric one, but this would enlarge the solution space and hence there is no chance of obtaining a positive definite system in this way.

On the other hand, we can fix an evaluation of the variables $\left\{x_{q} \mid q \in Q_{\text {val }}\right\}$ to obtain a more restricted system with a unique solution. This new system has the disadvantage of being highly nonsymmetric. However, we can now adapt some ideas from the nested dissection approach to it, as outlined below.

We start with a suitable numbering of the faces which can be obtained by applying the vertex numbering algorithm from [10] to the dual graph $G^{*}$. This algorithm uses the planar separator theorem recursively and runs in $O(n \log n)$ time. Based on this numbering we can design a substitution scheme with the following properties:

- any substitution is applied to at most $O(\sqrt{n})$ equations;
- the length of each substitution is bounded by $O(\sqrt{n})$.

The first point follows immediately from the properties of the face numbering, whereas the second point requires a more involved machinery including Theorem 2.4 and the construction of the set $Q_{v a l}$. We reach the following result.

ThEOREM 2.5. An even triangulation of a 2-connected, bipartite, and plane graph can be computed in $O\left(n^{2}\right)$ time.

Once again, the complete algorithm together with its running time analysis can be found in [7].
3. A graph model for the prison yard problem and general upper bounds. The idea for our graph model is based on the following nice and simple proof of the classical art gallery theorem of Fisk [3]: consider an arbitrary geometric triangulation of a given simple polygon. It is well known that the graph formed by all polygon edges and all diagonals in the triangulation is 3 -colorable. Clearly, any triangle of the 3 -colored graph contains each color. Therefore, choosing guard positions corresponding to the smallest color class implies that $\leq\left\lfloor\frac{n}{3}\right\rfloor$ vertex guards can watch the polygon.

In [5] Kahn, Klawe, and Kleitman applied a similar idea to rectilinear polygons. They proved that any rectilinear polygon (possibly with holes) has a convex quadrilateralization, i.e., a decomposition into convex 4 -gons (subsequently called quadrilaterals) using only diagonals (called chords) of the polygon. Moreover, it is easy to observe that for simple rectilinear polygons the graph consisting of all polygon edges, all chords, and both inner diagonals of all quadrilaterals is 4 -colorable. Hence they obtained an $\left\lfloor\frac{n}{4}\right\rfloor$-upper bound for the rectilinear art gallery problem.

However, the argument cannot be applied in the case of rectilinear polygons with holes since the graphs are, in general, no longer 4 -colorable. But in this situation, Theorem 2.1 now states that we can select one diagonal per quadrilateral such that the graph formed by all polygon edges, all chords, and the selected diagonals is 3 colorable. Again, since each quadrilateral contains each of the three colors, we have proved the following result.

Theorem 3.1. $\left\lfloor\frac{n}{3}\right\rfloor$ vertex guards are sufficient to solve the art gallery problem for rectilinear polygons with holes.

We note that this is an improvement on the previously known $\frac{3 n}{8}$-bound, which was obtained by converting a polygon with holes into a 1 -connected one by adding $h$ edges ( $2 h$ new vertices) [12] and then applying the $\frac{n}{4}$-result of [5]. Observe that the guards also watch the interior of the holes if we start from quadrilateralized holes.

As shown below, we can modify this graph model in a way which allows us to apply our 3 -coloring result to prison yard-type problems also. Let $P$ be a simple $n$-sided rectilinear polygon. Without loss of generality we can assume that it is in general position; see [5], [12].

We start by constructing its orthoconvex hull $C(P)$, i.e., the smallest point set containing $P$ such that its intersection with any horizontal or vertical line is convex (see Figure 3a). The boundary of $C(P)$ partitions the exterior region of $P$ into the exterior region of $C(P)$ and those connected components of $C(P) \backslash P$ which are different from the interior region of $P$. These components will be called pockets. Since all pockets are rectilinear polygons, they can be quadrilateralized just as well as we quadrilateralize the polygon $P$ itself. The hull construction requires the insertion of some additional vertices ( $u$ in our example in Figure 3a). However, using an idea from [9] we can shift these vertices to neighboring polygon corners on the boundary of $C(P)$ in such a way that the resulting polygon $C^{*}(P)$ is also orthoconvex and the quadrilateralizability of the pockets is not destroyed (see the dashed line in Figure $3 a)$.

Clearly, $C^{*}(P)$ is bounded by four extremal edges (northernmost, westernmost, southernmost, easternmost) which are cyclically connected by monotone staircases. So the exterior of $C^{*}(P)$ can be covered by four halfplanes defined by the extremal edges and the cones defined by all concave vertices on the staircases. Such a cone is


Fig. 3. Modelling the prison yard problem.
exactly the set of points in the exterior visible from the vertex.
Let $G(P)$ be the following planar graph (Figure 3b). Its vertex set is the set of all polygon vertices, its edge set consists of all polygon edges, all quadrilateralization chords, and edges connecting pairs of consecutive convex corners (separated by a concave corner) on boundary staircases in $C^{*}(P)$.

We say that a subset $D$ of the vertex set dominates $G(P)$ if each quadrilateral, each triangle over a staircase, and each of the four extremal edges contains at least one vertex from $D$. In this context the prison yard problem now reads as follows: find a small dominating set for $G(P)$.

The idea is to find a dominating set by applying Theorem 2.1. It is therefore necessary to modify $G(P)$ such that it becomes bipartite. In particular, all convex regions (also the exterior cones and halfplanes!) will be represented by convex quadrilaterals. This can be done by inserting additional vertices and edges.

We start as before by constructing $C^{*}(P)$. Then we use eight new vertices to obtain a copy of each extremal edge as indicated in Figure 3c. Finally, for any monotone boundary staircase of $C^{*}(P)$ which contains more than one convex vertex (we do not count the vertices on extremal edges), we copy every second one of them. This allows us to replace each boundary triangle in $G(P)$ by a quadrilateral in the new graph $G^{*}(P)$; compare Figure 3c. The number of additionally inserted vertices is bounded by $\left\lfloor\frac{n-12}{4}\right\rfloor+8$. Therefore the total number of vertices $G^{*}(P)$ is bounded by $\left\lfloor\frac{5 n}{4}\right\rfloor+5$.

By Theorem 2.1 we can 3 -color the graph. Each color class is a dominating vertex set for $G^{*}(P)$ and we choose the smallest one. This set may possibly contain vertices which are not vertices of $P$; i.e., newly inserted vertices are chosen as guard positions. But, obviously, these guards can be shifted onto the corresponding original polygon vertices and we obtain a dominating set for $G(P)$. Therefore we have shown the following result.

Theorem 3.2. For any simple rectilinear polygon on $n$ vertices, $\left\lfloor\frac{5 n}{12}\right\rfloor+2$ vertex guards are sufficient to solve the prison yard problem.

In fact we observe that we can easily incorporate polygons with holes into the above construction. We define the prison problem as follows: let a rectilinear polygon
$P$ with $h$ rectilinear holes $P_{1}, \ldots, P_{h}$ be given, having in total of $n$ vertices. The prison problem is to select a set of vertex guards (or point guards) such that any point in the plane can be watched from one of the selected vertices (points). That is, we want to simultaneously watch the exterior of the polygon, its interior, and the interior of all its holes with the polygon edges being obstacles for visibility.

A graph $G^{*}\left(P, P_{1}, \ldots, P_{h}\right)$ modelling the prison problem can be constructed as follows:
(1) quadrilateralize the holes $P_{1}, \ldots, P_{h}$;
(2) quadrilateralize the interior of $P$;
(3) proceed with the exterior of $P$ as in the construction of $G^{*}(P)$.

Clearly, $P$ has at most $n-4 h$ vertices and hence the number of additional vertices for the construction of $G^{*}(P)$ is bounded by $8+\left\lfloor\frac{n-4 h-12}{4}\right\rfloor$. Thus, $G^{*}\left(P, P_{1}, \ldots, P_{h}\right)$ has at most $\left\lfloor\frac{5 n-4 h}{4}\right\rfloor+5$ vertices.

Corollary 3.3. Let $P$ be a rectilinear polygon with $h$ holes on $n$ vertices.
(i) $\left\lfloor\frac{5 n-4 h}{12}\right\rfloor+2$ vertex guards are sufficient to solve the prison problem.
(ii) $\left\lfloor\frac{n+4}{3}\right\rfloor$ point guards are sufficient to solve the prison problem for $P$.

Proof. (i) Apply Theorem 2.1 to the graph $G^{*}\left(P, P_{1}, \ldots, P_{h}\right)$.
(ii) Let $R$ be a rectangle enclosing $P$. We consider $R$ together with $P$ as a polygon $P^{\prime}$ having $P$ as a hole. After quadrilateralizing $P^{\prime}$ as well as the original $P$ together with all its holes the resulting graph has $n+4$ vertices and fulfills the assumptions of Theorem 2.1.

Observe that in Corollary (ii) we get at most two point guards not sitting on polygon vertices. The best upper bound for point guards (even in the case $h=0$ ) until now has been the same as for the vertex guard version: $\left\lfloor\frac{7 n}{16}\right\rfloor+5$. The spiral polygon in this case gives an $\left(\left\lceil\frac{n}{4}\right\rceil+1\right)$-lower bound; see [12].
4. Lower bounds for the prison yard problem. Any simple convex nonrectilinear polygon requires $\left\lceil\frac{n}{2}\right\rceil$ vertex guards to solve the prison yard problem. What are the candidates for lower bound examples in the rectilinear world?


Fig. 4. Dorward's example and lower bound illustration.
Figure 4a shows an example of a rectilinear polygon due to Dorward; see [13]. Periodically repeating the guarding positions indicated in Figure 4a we see that
$\left\lceil\frac{7 n}{24}\right\rceil+2$ watchmen are sufficient, which is an improvement on the $\left\lceil\frac{n}{3}\right\rceil$ guarding in [13]. Let $P_{0}$ be the simplest possible staircase polygon; see Figure 4b.

Proposition 4.1. The prison yard $P_{0}$ requires $\left\lceil\frac{3 n}{10}\right\rceil$ vertex guards.
Proof. Consider a segment $S$ on 10 vertices as indicated in Figure 4b. Assume that two guards are sufficient for $S$. To watch the triangles $a b c, c d e$, and $f g h$ there must be one guard sitting in $c$ and one in $f, g$, or $h$. There are also four inner corridors in $S$ to be watched. This is impossible with one of the two guards sitting in $c$. Finally, vertex guards placed outside $S$ cannot help watch these three triangles and the four inner corridors inside $S$.

In the next section we will show that $\left\lceil\frac{3 n}{10}\right\rceil+2$ vertex guards are also sufficient for any staircase polygon. Surprisingly, there are other orthoconvex polygons which require even more guards.

Let $P_{1}$ be the pyramid in Figure 5. Recall that a horizontal pyramid is a rectilinear polygon with a horizontal edge (bottom edge) the length of which equals the sum of the lengths of all other horizontal edges; see [12]. We can assume that its edge lengths are chosen in such a way that to watch an inner quadrilateral (the quadrilateralization is unique!) one has to choose one of its vertices as the guard position. $\frac{5 n}{16}$ guards are sufficient (up to an additive constant) by periodically repeating the 10 guard positions (on a segment of 32 vertices) as indicated in Figure 5.

Proposition 4.2. The prison yard $P_{1}$ requires $\left\lceil\frac{5 n-10}{16}\right\rceil$ vertex guards.


Fig. 5. $\frac{5 n}{16}$ vertex guards are necessary.
Proof. Assume that $g$ guards solve the problem. We can distinguish three types of guards; see Figure 5. A guard stationed in a concave corner such that he can watch four inner quadrilaterals is called an $\alpha$-guard. Observe that each such guard must have one "partner" on the other side watching the opposite $\triangle_{2}$-triangle. Let us call two such guards an $\alpha$-pair. An $\alpha$-guard pair watches altogether at most four inner quadrilaterals, two $\triangle_{1}$-triangles, and one $\triangle_{2}$-triangle.

Among all other guards who are not part of $\alpha$-pairs we distinguish between $\beta$ - and $\gamma$-guards. $\beta$-guards are sitting in concave corners. They each watch two quadrilaterals, zero $\triangle_{1}$-triangles, and one $\triangle_{2}$-triangle. Finally, $\gamma$-guards sit in convex corners and each of them watches one quadrilateral, one $\triangle_{1}$-triangle, and one $\triangle_{2}$-triangle. Each guard is either a $\beta$ - or $\gamma$-guard or belongs to an $\alpha$-pair. We know that our guarding
set consists of $g=2 a+b+c$ guards of $\alpha-, \beta$-, and $\gamma$-type. In total there are $\frac{n-2}{2}$ quadrilaterals and $\frac{n-2}{4}$ triangles of each type in $P_{1}$. Since we have assumed that the guards solve the problem, we have

$$
\begin{align*}
4 a+2 b+c & \geq(n-2) / 2,  \tag{1}\\
2 a+c & \geq(n-2) / 4,  \tag{2}\\
a+b+c & \geq(n-2) / 4 . \tag{3}
\end{align*}
$$

Multiplying (3) by 2 and adding (1) and (2) gives $4 g \geq \frac{5(n-2)}{4}$, but this implies the lower bound.
5. Special upper bounds. In this section we show that the lower bounds derived for rectilinear staircase polygons and for orthoconvex rectilinear polygons are tight up to an additive constant. To this end we extend the concept of finding a dominating set for the graph $G(P)$ (as defined in §3) via graph coloring to labellings and multicolorings.

Let us consider $k$ different colors. A function which labels any vertex of a graph $G(P)$ with a certain set of colored pebbles is called a $k$-labelling. A $k$-labelling is a $k$-multicoloring if pebbles in adjacent vertices have disjoint color sets. A $k$-labelling is called $l$-uniform if each vertex gets a pebble set of cardinality $l$. In this notation a proper graph coloring with $k$ colors is a 1 -uniform $k$-multicoloring.

A $k$-multicoloring dominates the graph $G(P)$ if for each color the set of all vertices labelled with a pebble of this color dominates $G(P)$. Therefore a dominating $k$ multicoloring of $G(P)$ which uses in total $f(n)$ pebbles implies the existence of an $\left\lfloor\frac{f(n)}{k}\right\rfloor$ solution of the prison yard problem for $P$. Both upper bounds which we derive below are proved using multicoloring arguments.

TheOrem 5.1. $\left\lfloor\frac{3 n}{10}\right\rfloor+2$ guards are sufficient to solve the prison yard problem for rectilinear staircase polygons on $n$ vertices.

Proof. Let $P$ denote such a polygon, and assume it has north-west orientation (see Figure 6). First we note that the quadrilateralization of $P$ is unique and its weak dual graph is a path $W=q_{1}, q_{2}, \ldots, q_{(n-2) / 2}$. Each chord of the quadrilateralization connects a convex with a concave vertex and each quadrilateral has a diagonal connecting two convex vertices (called convex diagonal).


Fig. 6. 5-multicoloring of a staircase polygon.
Let $\left(d_{i}\right), i=1,2, \ldots, n-1$ be the following sequence of polygon edges, diagonals, and chords which we obtain traversing $W$. We start with the bottom polygon edge $d_{1}$ in $q_{1}$ followed by the convex diagonal of $q_{1} . d_{i}$ is the common edge of $q_{(i-1) / 2}$ and
$q_{(i+1) / 2}$ for an odd $i \geq 1$, otherwise it is the convex diagonal of $q_{i / 2}$. Finally, $d_{n-1}$ is the top edge of $P$. The $d_{i}$ 's induce a canonical vertex numbering in $P$. Starting with $d_{2}$ each $d_{i}$ encounters exactly one new vertex, i.e., $v_{i+1}$. Let $Q^{i}$ denote the polygon generated by the first $i$ quadrilaterals.

We show that there is a greedy algorithm which, following the path $W$, constructs a dominating 5 -multicoloring of $G(P)$ with the following properties:

- both the north-westernmost vertex $v_{n}$ and the south-easternmost vertex $v_{2}$ are labelled by four pebbles;
- each other convex vertex is colored by two pebbles;
- each concave vertex is colored by one pebble.

While building this multicoloring we maintain the following invariant:

- each convex diagonal contains exactly three colors, i.e., there is one common color on both sides of the diagonal.
We start as follows. Color the left vertex $v_{1}$ on the bottom edge $d_{1}$ by two colors and its right vertex $v_{2}$ by one pebble with a third color. Complete the multicoloring of $q_{1}$ by repeating one color from $v_{1}$ in $v_{3}$ together with a pebble having the fourth color. One pebble with the fifth color is put on $v_{4}$.

Assume that we have already correctly colored $Q^{i}$. The next vertex to be colored is $v_{2 i+3}$. It closes a triangle already labelled by three different colors; hence it gets the remaining two colors. $v_{2 i+4}$ is colored by the fifth color not used before in $q_{i+1}$.

Finally, to get a dominating multicoloring, on $v_{n}$ we have to place the remaining three colors to dominate both the northern and western extremal edge of $P$, and similarly we have to place three more pebbles on $v_{2}$. Why does this scheme work correctly?

Let $\chi(j)$ denote the set of colors placed on vertex $v_{j}$. Assuming $q_{i}$ is colored correctly we know for its convex diagonal ( $v_{k}, v_{2 i+1}$ ) that $|\chi(k) \cap \chi(2 i+1)|=1$. Now the algorithm colors $v_{2 i+3}$ by two pebbles such that $|\chi(2 i+3) \cup \chi(2 i+2) \cup \chi(l)|=5$, where $v_{l}$ is that vertex of the $i$ th convex diagonal which is in a common exterior triangle with $v_{2 i+3}$. But then for the other vertex $v_{m}$ of the $i$ th diagonal it follows that $|\chi(2 i+3) \cap \chi(m)|=1$ (so the invariant holds for $q_{i+1}$ ) and we can indeed color $v_{2 i+4}$ by the fifth color not being an element of the set $\chi(2 i+2) \cup \chi(2 i+3) \cup \chi(m)$ which has cardinality 4.

In total we use $2 \frac{n+4}{2}+\frac{n-4}{2}+4=\frac{3 n+12}{2}$ pebbles. Consequently, there exists a dominating color class of size $\leq\left\lfloor\frac{3 n}{10}\right\rfloor+2$.

Figure 6 shows part of a 5 -multicoloring (with colors $1, \ldots, 5$ ) obtained by this algorithm. In a similar way we prove the following statement. The greedy algorithm used will be only slightly more difficult.

Theorem 5.2. $\left\lfloor\frac{5 n}{16}\right\rfloor+2$ guards are always sufficient to solve the prison yard problem for orthoconvex rectilinear polygons.

Proof. We give the proof for (horizontal) pyramids only. The result then follows for an arbitrary orthoconvex polygon $P$ by decomposing it into at most two pyramids and one staircase polygon. For the staircase part of $P$ we extend the 5 -multicoloring constructed in Theorem 5.1 to an 8 -multicoloring by adding an independent dominating 3 -multicoloring. Using Theorem 2.1, this 3 -multicoloring can be chosen to be 1 -uniform for all vertices not on extremal edges.

For a pyramid $P$ we again consider the weak dual path $W=q_{1}, q_{2}, \ldots, q_{(n-2) / 2}$ of its unique quadrilateralization. We will construct a dominating 8 -multicoloring of $G(P)$ with the following properties:

- one of the bottom edge vertices has five pebbles, the other has six pebbles;
- one of the top edge vertices has four pebbles, the other has five pebbles;
- any other convex vertex has three pebbles, each concave one gets two pebbles. Again, the existence of such a dominating 8 -multicoloring can be shown by a greedy algorithm along $W$. Let $d_{0}$ be the bottom edge and $d_{i}$ for $1 \leq i<\frac{n-2}{2}$ denote the common edge of the quadrilaterals $q_{i}$ and $q_{i+1}$. We duplicate both bottom edge vertices and introduce dummy (zero length) horizontal edges on both sides. Now we are in a situation where on both sides of any $d_{i}, i \geq 0$ there are two horizontal edges. Let $\bar{d}_{i}$ denote the path consisting of these two horizontal edges with $d_{i}$ in the middle. $\bar{d}_{i}$ starts and ends with a convex vertex and has two concave middle vertices. During the algorithm we maintain the following invariant:
- denoting the colors by $1,2, \ldots, 8$ the color pattern is (modulo a permutation among the eight colors) of the form $123-45-16-247$. In particular, on each $\bar{d}_{i}$ one color is missing.
First initialize the coloring on $\bar{d}_{0}$ using this pattern. Having colored the first $i$ quadrilaterals, $\bar{d}_{i+1}$ has two new vertices, one concave and the other convex. The convex one closes an exterior triangle which already has five colors because of the color pattern of $\bar{d}_{i}$. So it gets the remaining three colors. Now it is not hard to see that $q_{i+1}$ already has six different colors, so we can put the remaining two on the new concave vertex of $\bar{d}_{i+1}$, which then also fulfills the invariant condition.

Finally, after having dominated the two top exterior triangles on both sides, we have to put three more pebbles to the top edge and one more pebble to $\bar{d}_{0}$. We end up with a dominating 8 -multicoloring which gives the bound claimed.
6. Conclusions, algorithmic aspects, and related problems. In this paper we have examined coloring and multicoloring techniques to solve various art gallerytype problems on rectilinear polygons. In particular, we have proved several new upper and lower bounds for the prison yard problem as summarized in Table 1. Our 3 -coloring result in Theorem 2.1 might also be of independent interest. We now want to add a few more remarks.

Coloring versus multicoloring. For the result proved in Theorem 2.1 it is essential that all inner faces of the graph $G$ are 4 -cycles. The result is not true if, as in the graph $G(P)$ in $\S 3$, there are also triangles. So the result cannot be used to prove, for example, an $\left\lfloor\frac{n}{3}\right\rfloor$-bound for the prison yard problem.

On the other hand, it seems curious to use five or eight dominating color classes when constructing one dominating vertex set as in the previous section. The point here is that in the constructed multicoloring all convex (concave) vertices not on extremal edges get the same number of pebbles. So it is trivial to count the pebbles because the number of convex (concave) vertices does not depend on the special shape of the polygon. Of course we could try to directly construct, i.e., in a greedy way, a dominating set. However, even in such a regular example as Figure 7 it would be hard to give a good estimate of its size. We think that replacing the multicoloring argument used in Theorem 5.2 by an 8 -labelling one can show that the following conjecture is correct.

Conjecture 6.1. There is an absolute constant c such that any rectilinear prison yard can be watched by $\frac{5 n}{16}+c$ vertex guards.

We mention another possible application of the multicoloring technique: namely, there is some evidence that for the rectilinear art gallery problem in the presence of holes, the $\frac{2 n}{7}$-lower bound in [6] for the vertex guard number is tight. At first glance the bound seems to be nonintuitive. However, the next conjecture (if true) gives a satisfying answer.

Conjecture 6.2. For each quadrilateralized rectilinear polygon, possibly with


Fig. 7. 8-multicoloring of the lower bound example.


Fig. 8. Illustration of Conjecture 6.2.
holes, there is a 2-uniform dominating 7-multicoloring.
We illustrate this conjecture in Figure 8 by showing such a 7-multicoloring of the lower bound example from [6].

Further, it would be interesting to find applications of Theorem 2.1 or of some multicoloring/labelling to nonrectilinear art gallery-type problems; compare [4], [14], and Chapter 5.2 in [12].

Algorithmic aspects. All upper bound results proved in this paper can be converted into efficient algorithms. Since our coloring and multicoloring methods require quadrilateralized polygons, it should be mentioned that based on Chazelle's polygon triangulation algorithm [1] one can quadrilateralize simple rectilinear polygons in linear time. In contrast to this the $O(n \log n)$ bound is optimal for quadrilateralizing rectilinear polygons with holes. It is straightforward that for staircase polygons and
orthoconvex polygons the greedy algorithms from Theorems 5.1 and 5.2 imply a linear time solution of the prison yard problem.

Since all general upper bound results in $\S 4$ are based on the 3 -coloring result (Theorem 2.1), their algorithmic complexity will be dominated by the $O\left(n^{2}\right)$ algorithm for finding even triangulations. However, we believe that this bound can be improved.

Conjecture 6.3. There is a $O\left(n^{3 / 2}\right)$ time algorithm which computes an even triangulation for a given 2-connected, bipartite, and plane graph.

Acknowledgments. The authors would like to thank Joseph O'Rourke for his many valuable comments which considerably improved the readability of this paper.
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# CLASSIFYING HYPERPLANES IN HYPERCUBES* 
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#### Abstract

We consider hyperplanes spanned by vertices of the unit $d$-cube. We classify these hyperplanes by parallelism to coordinate axes, by symmetry of the $d$-cube vertices they avoid, as well as by so-called hull-honesty. (Hull-honest hyperplanes are those whose intersection figure with the $d$-cube coincides with the convex hull of the $d$-cube vertices they contain; they do not cut $d$-cube edges properly.) We describe relationships between these classes and give the exact number of hullhonest hyperplanes in general dimensions. An experimental enumeration of all spanned hyperplanes up to dimension eight showed us the intrinsic difficulty of developing a general enumeration scheme. Motivation for considering such hyperplanes stems from coding theory, from linear programming, and from the theory of machine learning.
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1. Introduction. Among the simplest high-dimensional geometric objects is the $d$-dimensional hypercube ( $d$-cube), which is the vector sum of $d$ mutually orthogonal line segments of equal length. The $d$-cube is a convex polytope that, when having unit edge length, may be expressed as $C^{d}=[0,1]^{d}$. Sometimes $C^{d}$ is called the measure polytope, suggested by its use as the unit of content. Despite its simple definition, $C^{d}$ has been an object of study from different points of view. The theory of convex polytopes provides classical results concerning sections and projections of hypercubes; see Coxeter [7] and Grünbaum [12]. Purely combinatorial properties of $C^{d}$, mainly involving certain subgraphs formed by its edges and vertices (the latter are just the various $d$-tuples of binary digits), have been investigated extensively in coding theory and in communication theory; see, e.g., [5, 9, 10, 25]. Many easily stated questions concerning the geometry of $C^{d}$ are still unsettled. A long-standing elementary conjecture on hypercube space fillings (Keller's conjecture) has been recently disproved by Lagarias and Shor [16].

In recent years, increased interest in problems involving the placement of hyperplanes in hypercubes can be observed. Among other areas, motivation stems from coding theory [25], from linear programming [11, 23], and from the theory of machine learning [2, 14, 20, 24]. Again, various elementary questions turned out to be surprisingly difficult. Let us mention just a few of them. What is the minimum number of (nonaxis-parallel) hyperplanes that cover all the $2^{d}$ vertices of $C^{d}$ ? How many edges of $C^{d}$ may be cut by a single hyperplane? Which hyperplane intersects $C^{d}$ in a ( $d-1$ )-polytope of maximum volume? (This was solved in 1986 by Ball [3]; see also [4].) How many and which types of hyperplanes can be spanned by vertices of $C^{d}$ ?

The present paper is devoted to the last question. Let us denote with $\mathcal{H}\left(C^{d}\right)$ the set of all hyperplanes that can be spanned by ( $d$ affinely independent) vertices of $C^{d}$. An attempt is made to characterize and classify the hyperplanes in $\mathcal{H}\left(C^{d}\right)$. An

[^21]obvious criterion is parallelism, where we distinguish between $k$-parallel hyperplanes (being parallel to exactly $k>0$ coordinate axes) and skew ( 0 -parallel) hyperplanes. A concept that turns out to be important is symmetry, which is fulfilled by hyperplanes that halve the set of $d$-cube vertices they avoid.

We show that $k$-parallel hyperplanes in $\mathcal{H}\left(C^{d}\right)$ correspond to skew ones in $\mathcal{H}\left(C^{d-k}\right)$, and that skew and asymmetric hyperplanes in $\mathcal{H}\left(C^{d}\right)$ correspond to skew and symmetric ones in $\mathcal{H}\left(C^{d+1}\right)$ in a unique manner. This tells us that the skew and symmetric type is the only really interesting one. The enumeration of all hyperplanes of this type, however, is complicated by the following unpleasant phenomenon. In each further dimension new kinds of hyperplanes appear that seem not to be accessible by using the results for lower dimensions. In fact, a theorem by Naumann [19] gives some evidence for the intrinsic complexity of $\mathcal{H}\left(C^{d}\right)$. Every ( $d-1$ )-polytope is obtainable as the intersection of a ( $d-1$ )-dimensional hyperplane and a hypercube of sufficiently high dimension. We were able to enumerate experimentally the sets up to $\mathcal{H}\left(C^{8}\right)$ but did not succeed in developing an enumeration scheme for $\mathcal{H}\left(C^{d}\right)$ for general $d$. We rediscovered an upper bound on the size of the normal vector of hyperplanes in $\mathcal{H}\left(C^{d}\right)$ which we needed to speed up the enumeration. Generally, we count the contributions of this paper among the first steps towards a systematic study of the set $\mathcal{H}\left(C^{d}\right)$.

The situation gets strikingly simpler if we restrict attention to hyperplanes in $\mathcal{H}\left(C^{d}\right)$ that do not (properly) cut $d$-cube edges. Those might be called hull-honest hyperplanes as their intersection figure with $C^{d}$ coincides with the convex hull of the vertices of $C^{d}$ they contain. We give an easy-to-use characterization of hull-honest hyperplanes that leads us to their exact total number in general dimensions.

The following notation will be used throughout. A hyperplane $H$ in Euclidean $d$-space $\mathbf{R}^{d}$ is fixed by a pair $(v, b)$, with $v \in \mathbf{R}^{d}, b \in \mathbf{R}$, and $H=\left\{x \in \mathbf{R}^{d} \mid v \cdot x=b\right\}$. For brevity, we shall also write $H=(v, b)$. It follows from linear algebra (Cramer's rule) that there is always an integer solution for $v$ provided $H \in \mathcal{H}\left(C^{d}\right)$. It will be assumed that $v$ is an integer vector and as short as possible; i.e., the greatest common divisor (gcd) of its entries is one. For convenience, we will not distinguish between a vector and its transposed form.

With $V^{d}$ we denote the vertex set of $C^{d}$. Since $C^{d}$ was defined to be the unit $d$-cube, $V^{d}=\{0,1\}^{d}$, which is the set of all the binary strings of length $d$. The Hamming distance of two vertices $x, y \in V^{d}$ is the number of coordinates where $x$ differs from $y$. Note that $x$ and $y$ are the two endpoints of an edge of $C^{d}$ iff their Hamming distance is one (and occurs at the $i$ th bit iff the edge is parallel to the $i$ th axis of $\mathbf{R}^{d}$ ). By symmetry of $C^{d}$, for each vertex $x=\left(x_{1}, x_{2}, \ldots, x_{d}\right) \in V^{d}$ there is a vertex $\bar{x}=\left(1-x_{1}, 1-x_{2}, \ldots, 1-x_{d}\right) \in V^{d}$ which we call the antipode of $x$ in $C^{d}$.
2. Parallel and skew hyperplanes. Our set of interest, $\mathcal{H}\left(C^{d}\right)$, can be partitioned into classes by considering parallelism of its hyperplanes to coordinate axes. Let us call a hyperplane $H \in \mathbf{R}^{d} k$-parallel $(0 \leq k \leq d-1)$ if $H$ is parallel to exactly $k$ axes of $\mathbf{R}^{d}$, that is, to exactly $k$ spanning edges of $C^{d}$. 0-parallel hyperplanes are called skew. The following is a trivial but useful observation.

Observation 1. $H=(v, b) \in \mathcal{H}\left(C^{d}\right)$ is $k$-parallel iff exactly $k$ entries of $v$ vanish.
For $d>0$ and $0 \leq k<d$, let $e_{k}(d)$ denote the number of $k$-parallel hyperplanes in $\mathcal{H}\left(C^{d}\right)$. It is possible to relate $e_{k}$ to $e_{0}$ (the number of skew hyperplanes) in a simple way.

Observation 2. For $d>0$ and $0 \leq k<d$ we have $e_{k}(d)=\binom{d}{k} e_{0}(d-k)$.
Proof. Let $H=(v, b) \in \mathcal{H}\left(C^{d}\right)$ be $k$-parallel. Then $k$ out of $d$ entries of $v$ are zero and there are $\binom{d}{k}$ possibilities to place them. The remaining entries of $v$ define a
vector of dimension $d-k$ without zero entries which obviously is the normal vector of a skew hyperplane in $\mathcal{H}\left(C^{d-k}\right)$. The number of such hyperplanes was defined to be $e_{0}(d-k)$.

Note that we can thus restrict attention to skew hyperplanes, as each nonskew hyperplane has its skew analogue in some dimension lower.
3. Symmetric hyperplanes. Next we study ways in which a hyperplane $H \in$ $\mathcal{H}\left(C^{d}\right)$ may partition the vertex set $V^{d}$. To this end, we call $H$ a $(j, p, k)$-plane if it contains $p \geq d$ vertices and splits the rest into subsets of cardinalities $j$ and $k$ where $j \leq k$.

One might conjecture that a valid triple ( $j, p, k$ ) uniquely determines a hyperplane in $\mathcal{H}\left(C^{d}\right)$ up to hypercube symmetries. This is false already in dimension 5 where hyperplanes with a fixed triple $(j, p, k)$ may have a different intersection with the $d$-cube. For instance, the two hyperplanes $H=((-3,1,1,1,1), 0)$ and $H^{\prime}=((-1,-3,1,2,2), 0)$ in $\mathcal{H}\left(C^{5}\right)$ are both (11, 5, 16)-planes. However, $H$ cuts 10 edges of $C^{5}$ in their interior while $H^{\prime}$ does this 13 times. Five is the lowest dimension where this phenomenon occurs, which turns out to be frequent in higher dimensions. This already reveals part of the difficulty of classifying the hyperplanes in $\mathcal{H}\left(C^{d}\right)$.

A symmetric hyperplane in $\mathbf{R}^{d}$ is one which passes through the center $\left(\frac{1}{2}, \ldots, \frac{1}{2}\right)$ of $C^{d}$, that is, a hyperplane $(v, b) \in \mathbf{R}^{d}$ with $\sum_{i=1}^{d} v_{i}=2 b$. For symmetric hyperplanes $H$, every two antipodal vertices $x, \bar{x} \in V^{d}$ either both lie in $H$ or they lie on opposite sides of $H$. Symmetric $(j, p, k)$-planes thus have $j=k$; that is, the vertices of the $d$-cube which are avoided by the hyperplane are partitioned into equal-sized subsets.

There is a bijection between asymmetric skew ( $j, p, k$ )-planes in $\mathcal{H}\left(C^{d}\right)$ and symmetric skew $(j+k, 2 p, j+k)$-planes in $\mathcal{H}\left(C^{d+1}\right)$.

Theorem 1. The number of asymmetric skew hyperplanes in $\mathcal{H}\left(C^{d}\right)$ that contain exactly $p$ vertices of $C^{d}$ is equal to the number of symmetric skew hyperplanes in $\mathcal{H}\left(C^{d+1}\right)$ with exactly $2 p$ vertices of $C^{d+1}$.

Proof. There is an obvious bijection between hyperplanes $(v, b) \in \mathbf{R}^{d}$ and symmetric hyperplanes $(w, b) \in \mathbf{R}^{d+1}$, given by $w_{i}=v_{i}$ for $i=1, \ldots, d$ and $w_{d+1}=$ $2 b-\sum_{i=1}^{d} v_{i}$. Note that, under this correspondence, $(v, b)$ is asymmetric and skew if and only if $(w, b)$ is symmetric and skew. Furthermore, it is easy to check that a vertex $x$ of $C^{d}$ lies in ( $v, b$ ) if and only if the antipodal vertex pair $(x, 0)$ and $(\bar{x}, 1)$ of $C^{d+1}$ lies in $(w, b)$. Hence $(v, b)$ is an asymmetric and skew hyperplane in $\mathcal{H}\left(C^{d}\right)$ only if $(w, b)$ is a symmetric and skew hyperplane in $\mathcal{H}\left(C^{d+1}\right)$. The number of vertices of $C^{d+1}$ that lie in $(w, b)$ is exactly twice the number of vertices of $C^{d}$ that lie in $(v, b)$.

The merit of Theorem 1 is that attention can be restricted to skew symmetric hyperplanes for further classification. Note also that the number of vertices covered by a symmetric hyperplane $H \in \mathcal{H}\left(C^{d}\right)$ is at least $2(d-1)$.
4. Hull-honest hyperplanes. A completely different way to classify the hyperplanes in $\mathcal{H}\left(C^{d}\right)$ is by considering their surface of intersection with $C^{d}$. To this end, $H \in \mathcal{H}\left(C^{d}\right)$ is called a hull-honest hyperplane if the convex hull of $H \cap V^{d}$ coincides with the polytope $H \cap C^{d}$. Expressed in different terms, $H$ cuts edges of the $d$-cube only at their vertices but not in their interior. In fact, in dimensions 2 (square) and 3 (cube) each spanned line (plane) is hull honest. But starting with dimension 4 , spanned hyperplanes can properly intersect edges of the $d$-cube, and the convex hull of all the vertices lying on the hyperplane is no longer the surface
of intersection of hyperplane and $d$-cube. Hull-honest hyperplanes seem to be the only type in $\mathcal{H}\left(C^{d}\right)$ which has been studied previously, motivated by the intersection polytopes they generate [7, 6]. We now give an easy-to-use criterion to characterize hull-honest hyperplanes, and we also give the exact number of such hyperplanes in general dimensions.

Theorem 2. Let $H$ be a hyperplane in $\mathcal{H}\left(C^{d}\right)$ and let $v=\left(v_{1}, \ldots, v_{d}\right)$ be the (shortest integer) normal vector of $H$. Then $H$ is hull honest iff $v \in\{-1,0,1\}^{d}$.

Proof. The assertion is trivial for $d=1$, so let $d \geq 2$ below.
Now assume that $H$ is hull honest. We first prove $v \in\{-1,0,1\}^{d}$ under the assumption that $H$ contains the origin.

We claim that if $v_{i}$ and $v_{j}$ are nonzero entries of $v$ of opposite sign then $\left|v_{j}\right|=$ $\left|v_{i}\right|$. Suppose for contradiction that $\left|v_{j}\right|>\left|v_{i}\right|$. Then the adjacent vertices $x=$ $\left(0, \ldots, 0_{i}, \ldots, 1_{j}, \ldots, 0\right)$ and $y=\left(0, \ldots, 1_{i}, \ldots, 1_{j}, \ldots, 0\right)$ lie on opposite sides of $H$ and, thus, $H$ intersects the edge between them.

Thus $\left|v_{j}\right|=\left|v_{i}\right|$ whenever $v_{i}$ and $v_{j}$ have opposite sign. Since not all nonzero entries of $v$ have the same sign (since $H$ contains the origin but also other vertices), we conclude that all nonzero entries of $v$ must have the same absolute value $A$. But $v_{1}, \ldots, v_{d}$ have gcd 1 , so we have $A=1$ and $v \in\{-1,0,1\}^{d}$.

To cover hull-honest hyperplanes $H=(v, b)$ that avoid the origin, we choose some vertex $x$ of $C^{d}$ in $H$ and consider $\mathbf{R}^{d}$ as being spanned by the $d$-cube edges emanating from $x$. This transformation affects only the signs of the entries of $v$, leaving their absolute values unchanged.

For the "if" part, let $H=(v, b)$ have $v \in\{-1,0,1\}^{d}$. Suppose $H$ is not hull honest. Then there is at least one edge of $C^{d}$ which is intersected by $H$. The vertices of this edge, $x$ and $y$, lie on opposite sides of $H$; hence, $v \cdot x>b$ and $v \cdot y<b$. Since $x, y$, and $v$ are all integers, we have $v \cdot x \geq b+1$ and $v \cdot y \leq b-1$ which implies $v \cdot x \geq v \cdot y+2$. On the other hand, $x$ and $y$ have Hamming distance one. Say they differ at position $i$. This gives $|v \cdot x-v \cdot y|=\left|v_{i}\right|$; hence $\left|v_{i}\right| \geq 2$. This contradiction proves that $H$ is hull honest.

For skew hyperplanes no entry of a normal vector is zero. Skew hull-honest hyperplanes, therefore, always have a normal vector with entries from $\{-1,1\}$. We will now use this fact to derive their exact number in general dimensions. Intuitively speaking, we look at the $2^{d-1}$ main diagonals of the $d$-cube and show that there are precisely $d-1$ hull-honest hyperplanes perpendicular to a diagonal.

Theorem 3. Let $v$ be a vector in $\{-1,1\}^{d}, d \geq 2$, and let $b$ be an integer. Then the hyperplane $(v, b)$ is spanned by a set of vertices of $C^{d}$ if and only if $b$ satisfies $n(v)-d<b<n(v)$, where $n(v)$ is the number of 1 's in $v$.

Before proving the theorem, we use it to count the number of skew hull-honest hyperplanes in $\mathcal{H}\left(C^{d}\right)$.

Corollary 1. The number of skew hull-honest hyperplanes in $\mathcal{H}\left(C^{d}\right)$ is given by

$$
h_{0}(d)=\left\{\begin{array}{cl}
2, & d=1 \\
(d-1) 2^{d-1}, & d \geq 2
\end{array}\right.
$$

Proof. The case $d=1$ is obvious, so let $d \geq 2$. By Theorems 2 and 3 , we only need to count the number of distinct hyperplanes of the form $(v, b)$ with $v \in\{-1,1\}^{d}$ and $n(v)-d<b<n(v)$. For each $v \in\{-1,1\}^{d}$, there are exactly $d-1$ integers $b$ within these bounds. Thus there are $2^{d}(d-1)$ pairs $(v, b)$ satisfying the requirements. Each skew hull-honest hyperplane is counted twice because $(v, b)$ and $(-v,-b)$ give the same hyperplane.

Proof of Theorem 3. Note first that if $b$ lies outside the given range, then $(v, b)$ contains at most one vertex of $C^{d}$, and so the only if part of the theorem follows.

For the if part, define, for $v \in\{-1,1\}^{d}$, the vertex $x(v)$ of $C^{d}$ such that $x_{i}(v)=$ $\frac{1}{2}\left(1+v_{i}\right)$. Let $X(v, k)$ denote the set of all vertices of $C^{d}$ that differ from $x(v)$ in exactly $k$ coordinates, i.e., whose Hamming distance from $x(v)$ is exactly $k$. Observe that $X(v, k)$ is contained in the hyperplane $(v, n(v)-k)$. Furthermore, it is an easy exercise to show that for $k$ between 1 and $d-1$, the vertices in $X(v, k)$ span the hyperplane. Thus for $n(v)-d<b<n(v)$ the hyperplane $(v, b)$ is spanned by the vertices in $X(v, n(v)-b)$.

Note that a skew and hull-honest hyperplane $(v, b) \in \mathcal{H}\left(C^{d}\right)$ thus contains precisely $\binom{d}{n(v)-b}$ vertices of $C^{d}$. (In fact, the corresponding intersection figures turn out to be well-known polytopes [7] and to have interesting properties [6, 15].) Moreover, up to hypercube symmetries, there is a unique symmetric, skew, and hull-honest hyperplane in every even dimension and no such one in odd dimensions.

For $d \geq 1$, let $h(d)$ denote the total number of hull-honest hyperplanes in $\mathcal{H}\left(C^{d}\right)$, and let $h_{k}(d)$ count those that are $k$-parallel $(0 \leq k \leq d-1)$.

Theorem 4.

$$
\begin{gathered}
h_{k}(d)=\left\{\begin{array}{cc}
\binom{d}{k}(d-k-1) 2^{d-k-1} & \text { for } 0 \leq k \leq d-2, \\
2 d & \text { for } k=d-1,
\end{array}\right. \\
h(d)=\frac{3^{d}(2 d-3)}{6}+2 d+\frac{1}{2} .
\end{gathered}
$$

Proof. According to Observation 2 on the relation between skew and $k$-parallel hyperplanes we have $e_{k}(d)=\binom{d}{k} e_{0}(d-k)$. The proof of Observation 2 shows that hull honesty is not affected by the construction of $k$-parallel hyperplanes as we only add zeros to the normal vector of the original skew hyperplane. Therefore the relation also applies to hull-honest hyperplanes: $h_{k}(d)=\binom{d}{k} h_{0}(d-k)$. By using the result of Corollary 1 for $h_{0}(d)$ we get the formula for $h_{k}(d)$ as claimed above. Finally, summing overall values of $k$ gives the total number of hull-honest hyperplanes in $\mathcal{H}\left(C^{d}\right)$ :

$$
h(d)=\sum_{k=0}^{d-2}\left[\binom{d}{k}(d-k-1) 2^{d-k-1}\right]+\underbrace{2 d}_{k=d-1} .
$$

This simplifies to $h(d)=\frac{3^{d}(2 d-3)}{6}+2 d+\frac{1}{2}$ by routine manipulation using the binomial theorem.
5. Exhaustive enumeration of hyperplanes. To get an idea of the behavior of the numbers and types of hyperplanes in $\mathcal{H}\left(C^{d}\right)$ for dimensions $d \geq 4$ we did some numerical investigations which are briefly reported below. For a more complete description and discussion see Aichholzer [1].

In order to make the enumeration of $\mathcal{H}\left(C^{d}\right)$ efficient we considered the following question. For a hyperplane $(v, b) \in \mathcal{H}\left(C^{d}\right)$, how large can the magnitude of the entries of $v$ be? (Recall that we assumed $v$ to be an integer and as short as possible.) A similar problem was considered in the threshold circuit literature many years ago, and the upper bound $d^{d / 2}$ is well known. Actually, the bound there is slightly weaker, $(d+1)^{(d+1) / 2}$, since it matters from which side the determining points of a threshold hyperplane come from.

Table 1
Upper bound of Fact 1 versus the determinant of ( 0,1 )-matrices.

| Dimension $d$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $2 \cdot\left(\frac{d+1}{4}\right)^{(d+1) / 2}$ | 1.00 | 1.30 | 2.00 | 3.49 | 6.75 | 14.18 | 32.00 | 76.89 | 195.3 | 521.6 |
| $\max \left\|\operatorname{det}\left(\{0,1\}^{d \times d}\right)\right\|$ | 1 | 1 | 2 | 3 | 5 | 9 | 32 | 56 | 144 | 320 |
| enumerative max. <br> vector entry | 1 | 1 | 1 | 2 | 3 | 5 | 9 | 18 | 42 | $\geq 98$ <br> $\leq 144$ |

We found the improved bound below which, as we have recently learned, was already given by Muroga, Toda, and Takasu [18] and can be found in more detail in the book of Muroga [17]. Actually, this improvement was rediscovered several times (cf. the survey papers of Orponen [21] and Parberry [22]), most recently by Håstad [14].

FACT 1. Let $A$ be a ( 0,1 -matrix of size $d \times d$. Then $|\operatorname{det}(A)| \leq 2\left(\frac{d+1}{4}\right)^{(d+1) / 2}$ which is sharp for $d=2^{k}-1, k \in \mathbf{N}$.

Theorem 5. Let $H=(v, b) \in \mathcal{H}\left(C^{d}\right)$ and $v=\left(v_{1}, \ldots, v_{d}\right)$,

$$
\begin{gathered}
\left|v_{i}\right| \leq 2^{-(d-1)} d^{\frac{d}{2}} \text { for } i=1, \ldots, d, \\
|b| \leq 2^{-d}(d+1)^{\frac{d+1}{2}}
\end{gathered}
$$

For threshold circuits the bound for the weights $v_{i}$ and the threshold level $b$ is the same, whereas we can bound $v_{i}$ stronger than $b$ for the reason pointed out above.

The bound in Fact 1 is achieved via a transformation from Hadamard matrices of dimension $d+1$. A Hadamard matrix $M$ is an $n \times n$ matrix with entries from $\{-1,1\}$ which satisfies $M M^{T}=M^{T} M=n I_{n}$. In [13] it is shown that there always exists a Hadamard matrix when $n=2^{k}$, and its existence is conjectured for every $n=4 k$. (This conjecture has been verified for $n<428$; see [8, 13].) Depending on $d \bmod 4$, some better bounds on the determinant of $(0,1)$-matrices of order $d$ and therefore for Theorem 5 are known; see [8] and references therein.

The bound on $v$ in Theorem 5 is not tight for dimensions $d=2^{k}$, as one might conjecture from Fact 1. We can give a counterexample for dimension 8: The bound on order-7 matrix determinants is 32 and has to be tight by Fact 1 . This is also the bound on normal vector entries in dimension 8 that results from Theorem 5. But by exhaustive enumerative computation of $\mathcal{H}\left(C^{8}\right)$ the largest normal vector entry was 18. This is somewhat surprising because testing all those hyperplanes also means testing all linear systems of order 7 with coefficients in $\{0,1\}$ and with unique solutions. By Cramer's rule each solution coefficient is the ratio of two integers, each having an absolute value $\leq 18$ (and not 32 , to which the corresponding determinants could increase). Given the importance of linear systems with coefficients in $\{0,1\}$ in many fields, the gap between maximal solution coefficients and maximal determinant values is worth mentioning. See [8] for some related work in the context of determinant functions.

Table 1 displays the upper bound of Fact 1 versus the determinant of $(0,1)$ matrices and the size of normal vectors, respectively, as far as we computed them.

Table 2
Table of the number of different kinds of hyperplanes in the d-cube.

| Dimension <br> $d$ | Number of <br> hyperplanes in <br> $\mathcal{H}\left(C^{d}\right)$ | Number of skew <br> hyperplanes $e_{0}(d)$ | Number of <br> different types of <br> skew hyperplanes | Number of skew <br> hull-honest hyper- <br> planes $h_{0}(d)$ |
| :---: | ---: | ---: | ---: | ---: |
| 1 | 2 | 2 | 1 | 2 |
| 2 | 6 | 2 | 1 | 2 |
| 3 | 20 | 8 | 1 | 8 |
| 4 | 140 | 3254 | 2704 | 3 |

Using the above bounds we computed all spanned hyperplanes in dimensions up to 8 . Their numbers turned out to increase superexponentially with $d$ (roughly $2^{d^{2}}$ ), as one would expect from the trivial upper bound $\binom{2^{d}}{d}$. (Each $d$-tuple chosen from the $2^{d}$ vertices of $C^{d}$ potentially gives rise to a hyperplane.) An exhaustive enumeration for dimensions higher than 8 currently seems to be out of reach. For $\mathcal{H}\left(C^{8}\right)$, our program, though exploiting theoretical results reported in the present paper and in [1], needed about 12 days on a DEC $5000 / 240$, and for $\mathcal{H}\left(C^{9}\right)$ we estimate a running time of about 35 years.

The experimental results, on the one hand, led us to observe structural properties of $\mathcal{H}\left(C^{d}\right)$ which could be made rigorous but, on the other hand, showed us the intrinsic difficulty of classifying $d$-cube hyperplanes. In each further dimension we encountered new types of hyperplanes which could not be brought into connection with hyperplanes in lower dimensions. Although we only needed to deal with skew symmetric hyperplanes, this did not really help since the skew type prevails over all other types, and symmetry gains only one dimension. For instance, in $\mathcal{H}\left(C^{8}\right)$ about 99.3 percent of all hyperplanes are skew.

Most hyperplanes are spanned by very few vertices. In $\mathcal{H}\left(C^{8}\right)$ about 30 percent cover only the minimum of 8 vertices. A correlation between the number of vertices covered by a hyperplane, its degree of parallelism, and the size of its normal vector can be observed: The smaller the normal vector and the higher the degree of parallelism, the more vertices may be covered. Saks [24] showed that the maximum number of vertices covered by a skew hyperplane is $\binom{d}{\left\lfloor\frac{d}{2}\right\rfloor}$. Section 4 on hull-honest hyperplanes tells us that this bound is attainable. It is not difficult to deduce that a $k$-parallel hyperplane thus can cover not more than $2^{k}\binom{d-k}{\substack{d-k}}$ vertices. Note that $(d-1)$-parallel hyperplanes cover exactly half of the $2^{d}$ vertices of $C^{d}$, the maximum possible.

Some detailed enumerative results are listed in Table 2.
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# PACKING STEINER TREES: SEPARATION ALGORITHMS * 

M. GRÖTSCHEL ${ }^{\dagger}$, A. MARTIN ${ }^{\dagger}$, AND R. WEISMANTEL ${ }^{\dagger}$


#### Abstract

In this paper, we investigate separation problems for classes of inequalities valid for the polytope associated with the Steiner tree packing problem, a problem that arises, e.g., in very large-scale integration (VLSI) routing. The separation problem for Steiner partition inequalities is $\mathcal{N} P$-hard in general. We show that it can be solved in polynomial time for those instances that come up in switchbox routing. Our algorithm uses dynamic programming techniques. These techniques are also applied to the much more complicated separation problem for alternating cycle inequalities. In this case, we can compute in polynomial time, given some point $y$, a lower bound for the gap $\alpha-a^{T} y$ over all alternating cycle inequalities $a^{T} x \geq \alpha$. This gives rise to a very effective separation heuristic. A by-product of our algorithm is the solution of a combinatorial optimization problem that is interesting in its own right: find a shortest path in a graph where the "length" of a path is its usual length minus the length of its longest edge.
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1. Introduction. To introduce the problem we are considering, let us begin with a few definitions. We are given a graph $G=(V, E)$. If $T$ is a subset of $V$, then an edge set $S \subseteq E$ is called a Steiner tree in $G$ for $T$ if the subgraph induced by $S$ contains a path from $s$ to $t$ for every pair $s, t$ of nodes in $T$. We will call the elements of $T$ terminals and $T$ terminal set or net. We are further given a list $\mathcal{N}=\left\{T_{1}, \ldots, T_{N}\right\}, N \geq 1$, of nets, i.e., subsets of. $V$, and, moreover, for each edge $e \in E$, a positive capacity $c_{e} \in \mathbb{N}$. A Steiner tree packing is an $N$-tuple ( $S_{1}, \ldots, S_{N}$ ) of edge sets $S_{k} \subseteq E$ such that each set $S_{k}$ is a Steiner tree in $G$ for $T_{k}, k=1, \ldots, N$, and such that each edge $e \in E$ is contained in at most $c_{e}$ of these Steiner trees. The Steiner tree packing problem is the task to decide whether, for a given graph $G=(V, E)$ with edge capacities $c_{e} \in \mathbb{N}$ and for a given net list $\mathcal{N}$, a Steiner tree packing exists. The ultimate goal of the investigation is to find a minimum weight Steiner tree packing with respect to some given weight function on the edges.

In [GMW92b] we have shown how the Steiner tree packing problem cari be employed to model various versions of the routing problem in VLSI design. We have demonstrated that a cutting plane method based on polyhedral investigations can be successfully utilized for the optimal solution of small real routing problems and that good lower bounds on the optimum solution value can be computed in acceptable running time. The cornerstone of our cutting plane algorithm, introduced in [GMW92a], is an effective implementation of exact and heuristic separation routines for various classes of inequalities that are valid and under mild assumptions facet defining for the associated Steiner tree packing polyhedron. The design and investigation of these separation algorithms are the subject of this paper.
2. The polyhedral approach and some basic results. In this section we define the Steiner tree packing polyhedron and describe some basic polyhedral results. We start by introducing some graph-theoretic notation.

[^22]We denote graphs by $G=(V, E)$, where $V$ is the node set and $E$ the edge set. All graphs we consider are undirected, loopless, and finite. For a given edge set $F \subseteq E$, we denote by $V(F)$ all nodes that are incident to an edge in $F$. An edge $e$ with endnodes $u$ and $v$ is also denoted by $u v$. Given two node sets $U, W \subseteq V$, we denote by $[U: W]$ the set of edges in $G$ with one endnode in $U$ and the other in $W$. For a node set $W$, we also use $E(W)$ instead of $[W: W]$. A set of node sets $V_{1}, \ldots, V_{p} \subset V, p \geq 2$, is called a partition of $V$ if all sets $V_{i}$ are nonempty, the node sets are mutually disjoint, and the union of these sets is $V$. (Note that we use " $\subset$ " to denote strict set theoretic containment.) If $V_{1}, \ldots, V_{p}$ is a partition of $V$, then $\delta\left(V_{1}, \ldots, V_{p}\right)$ denotes the set of edges in $G$ whose endnodes are in different sets. We call $\delta\left(V_{1}, \ldots, V_{p}\right)$ a multicut (with $p$ shores) induced by $V_{1}, \ldots, V_{p}$. For $W \subset V, W \neq \emptyset$, we write $\delta(W)$ instead of $\delta(W, V \backslash W)$ and call this set the cut induced by $W$. We abbreviate $\delta(\{v\})$ by $\delta(v)$. For an edge set $F$, we define $d_{F}(v):=|\delta(v) \cap F|$, which is the degree of $v$ in the subgraph $(V, F)$ of $G$. With a planar graph $G$ we always associate a fixed embedding of $G$ in the plane. The set of edges that are incident to the outer face of a planar graph $G=(V, E)$ will be denoted by $\mathrm{O}_{G}(E)$. For a subset of edges $S \subseteq E$, we define $\mathrm{O}_{G}(S):=\mathrm{O}_{(V(S), S)}(S)$; i.e., $\mathrm{O}_{G}(S)$ denotes the set of outer face edges of the graph induced by $S$.

Let $K=\left(v_{0}, e_{1}, v_{1}, e_{2}, \ldots, v_{l-1}, e_{l}, v_{l}\right)$ be a sequence of nodes and edges, where each edge $e_{i}$ is incident with the nodes $v_{i-1}$ and $v_{i}$ for $i=1, \ldots, l$, and where the edges are pairwise disjoint and the nodes distinct (except possibly $v_{0}$ and $v_{l}$ ). $K$ is called a path (or a $\left[v_{0}, v_{l}\right]$-path) if $v_{0} \neq v_{l}$ and a cycle if $v_{0}=v_{l}$ and $l \geq 2$. The nodes $v_{1}, \ldots, v_{l-1}$ of a path $K$ are called the inner nodes of $K$. Each edge that connects two nodes of a cycle (path) $K$ and that is not in $K$ is called a diagonal of $K$. We say that two diagonals $u v$ and $u^{\prime} v^{\prime}$ cross with respect to $K$ if the corresponding nodes appear in the sequence $u, u^{\prime}, v, v^{\prime}$ or $u, v^{\prime}, v, u^{\prime}$ by walking along the cycle (path). Similarly, we call two sets of diagonals $F_{1}$ and $F_{2}$ cross-free if, for all $e_{1} \in F_{1}$ and $e_{2} \in F_{2}$, $e_{1}$ and $e_{2}$ do not cross. Otherwise, $F_{1}$ and $F_{2}$ are crossing. For our purposes, it is convenient to consider a path $P$ or a cycle $C$, respectively, as a subset of the edge set. We call an edge set $B$ a tree if $(V(B), B)$ is connected and contains no cycle. The leaves of a tree $B$ are the nodes that are incident to exactly one edge of $B$.

Note that a Steiner tree is not a tree, in general. (Our Steiner trees are supersets of "ordinary" Steiner trees. We employ this slight change of the more standard definition, since it simplifies a number of technicalities of our polyhedral investigations.) A Steiner tree that is a tree and whose leaves are terminals is called an edge-minimal Steiner tree. We call an edge $e$ in a graph $G$, given some net $T$, a Steiner bridge if every Steiner tree for $T$ in $G$ contains $e$.

We now introduce a polytope associated with the Steiner tree packing problem. We are given a graph $G=(V, E)$ with capacities $c_{e} \in \mathbb{N}$ for all $e \in E$ and a net list $\mathcal{N}=\left\{T_{1}, \ldots, T_{N}\right\}, N \geq 1$. We will denote an instance of the Steiner tree packing problem by the triple $(G, \mathcal{N}, c)$. Let $\mathbb{R}^{\mathcal{N} \times E}$ denote the $N \cdot|E|$-dimensional vector space $\mathbb{R}^{E} \times \cdots \times \mathbb{R}^{E}$, where the components of each vector $x \in \mathbb{R}^{\mathcal{N} \times E}$ are indexed by $x_{e}^{k}$ for $k \in\{1, \ldots, N\}, e \in E$. Moreover, for a vector $x \in \mathbb{R}^{\mathcal{N} \times E}$ and $k \in\{1, \ldots, N\}$, we denote by $x^{k} \in \mathbb{R}^{E}$ the vector $\left(x_{e}^{k}\right)_{e \in E}$, and we simply write $x=\left(x^{1}, \ldots, x^{N}\right)$ instead of $x=\left(\left(x^{1}\right)^{T}, \ldots,\left(x^{N}\right)^{T}\right)^{T}$. For a subset $E^{\prime} \subseteq E$ and a vector $a \in \mathbb{R}^{\mathcal{N} \times E}$, we define a vector $\left.a\right|_{E^{\prime}} \in \mathbb{R}^{\mathcal{N} \times E^{\prime}}$ by $\left(\left.a\right|_{E^{\prime}}\right)_{e}^{k}:=a_{e}^{k}$ for all $k=1, \ldots, N$ and $e \in E^{\prime}$. For an edge set $F \subseteq E, \chi^{F} \in \mathbb{R}^{E}$ denotes the incidence vector of $F$, i.e., $\chi_{e}^{F}:=1$ if $e \in F$ and $\chi_{e}^{F}:=0$ otherwise. Conversely, for each $0 / 1$-vector $x \in \mathbb{R}^{E}$, the set $I_{x}:=\left\{e \in E \mid x_{e}=1\right\}$ is called the incidence set of $x$. The incidence vector of $a$

Steiner tree packing $\left(S_{1}, \ldots, S_{N}\right)$ is denoted by $\left(\chi^{S_{1}}, \ldots, \chi^{S_{N}}\right)$.
The Steiner tree packing polyhedron $\operatorname{STP}(G, \mathcal{N}, c)$ is the convex hull of all incidence vectors of Steiner tree packings. It is easy to see that the following holds:

$$
\begin{align*}
& \operatorname{STP}(G, \mathcal{N}, c)=\operatorname{conv}\left\{x \in \mathbb{R}^{\mathcal{N} \times E} \mid\right. \\
& \begin{array}{ll}
\text { (i) } \sum_{e \in \delta(W)} x_{e}^{k} \geq 1 \text { for all } W \subset V, W \cap T_{k} \neq \emptyset, \\
& (V \backslash W) \cap T_{k} \neq \emptyset, k=1, \ldots, N, \\
\text { (ii) } \sum_{k=1}^{N} x_{e}^{k} \leq c_{e} & \text { for all } e \in E, \\
\text { (iii) } 0 \leq x_{e}^{k} \leq 1 \quad \text { for all } e \in E, k=1, \ldots, N, \\
\text { (iv) } \left.x_{e}^{k} \in\{0,1\} \quad \text { for all } e \in E, k=1, \ldots, N\right\} .
\end{array}
\end{align*}
$$

The inequalities (2.1) (i) are called Steiner cut inequalities, inequalities (2.1) (ii) are called capacity inequalities, and the ones in (2.1) (iii) are called trivial inequalities. In case $N=1$, the Steiner tree packing polyhedron is also called the Steiner tree polyhedron. Note that (2.1) (i)-(iv) yields an integer programming formulation of the weighted Steiner tree packing problem.

We close this section by listing some polyhedral results that are of importance for the remainder of the paper. The reader interested in the proofs of these results is referred to [GMW92a].

First, the problem of deciding whether, for some given $l \in \mathbb{N}$, the dimension of the Steiner tree packing polyhedron is at least $l$ is $\mathcal{N} \mathcal{P}$-complete. This follows from the fact that the Steiner tree packing problem itself is $\mathcal{N} \mathcal{P}$-complete. (See, for instance, [KL84], [S87].) Due to this fact, we have decided to study the Steiner tree packing polyhedron for problem instances for which the dimension can easily be determined and to look for facet-defining inequalities for these special instances. The justification of the choice to be described below can be found in [GMW92a].

We restrict ourselves to considering instances $(G, \mathcal{N}, c)$, where the graph $G$ is complete, the net list $\mathcal{N}=\left\{T_{1}, \ldots, T_{N}\right\}$ is disjoint (i.e., $T_{i} \cap T_{j}=\emptyset$ for all $i, j \in$ $\{1, \ldots, N\}, i \neq j$ ), and the capacities are equal to one ( $c=1$ ). It can easily be verified that the corresponding Steiner tree packing polyhedron STP $(G, \mathcal{N}, \mathbf{1})$ is fulldimensional in this case. Lemma 2.1 shows how validity results for the Steiner tree packing polyhedron for some graph can be transformed to validity results for the Steiner tree packing polyhedron for the graph obtained by deleting some edge or splitting some node and, thus, by repeated application, how validity results for the complete graph can be transformed to the general case.

Lemma 2.1. Let $(G, \mathcal{N}, c)$ be an instance of the Steiner tree packing problem.
(a) (Deleting an edge.) Let $a^{T} x \geq \alpha$ be a valid inequality of $\operatorname{STP}(G, \mathcal{N}, c)$ and suppose $f \in E$ is deleted from $G$. Then $\hat{a}^{T} x \geq \alpha$ is a valid inequality of $\operatorname{STP}\left(G \backslash f, \mathcal{N},\left.c\right|_{E \backslash\{f\}}\right)$ where $\hat{a}_{e}^{k}=a_{e}^{k}$ for all $e \in E \backslash\{f\}, k \in\{1, \ldots, N\}$ (where $G \backslash f$ denotes the graph that is obtained by deleting edge $f$ ).
(b) (Splitting a node.) Let $f \in E$ and let $\hat{a}^{T} x \geq \alpha$ be a valid inequality of $\operatorname{STP}(G / f, \hat{\mathcal{N}}, \hat{c})$. ( $G / f$ denotes the graph that is obtained by shrinking edge $f ; \hat{\mathcal{N}}$ and $\hat{c}$ denote the corresponding net list and capacity vector defined
on $G / f$.) Then $a^{T} x \geq \alpha$ defines a valid inequality for $\operatorname{STP}(G, \mathcal{N}, c)$ with $a_{e}^{k}=\hat{a}_{e}^{k}$ for all $e \in E \backslash\{f\}, k \in\{1, \ldots, N\}$ and $a_{f}^{k}=0$ for all $k=1, \ldots, N$.
The next theorem shows that each nontrivial facet-defining inequality of the Steiner tree polyhedron can be lifted to yield a facet-defining inequality of the Steiner tree packing polyhedron.

Theorem 2.2. Let $G=(V, E)$ be the complete graph with node set $V$ and let $\mathcal{N}=\left\{T_{1}, \ldots, T_{N}\right\}, N \geq 2$, be a disjoint net list. Let $\bar{a}^{T} x \geq \alpha, \bar{a} \in \mathbb{R}^{E}$, be a nontrivial facet-defining inequality of $\operatorname{STP}\left(G,\left\{T_{l}\right\}, \mathbf{1}\right)$ for some $l \in\{1, \ldots, N\}$. Then $a^{T} x \geq \alpha$ defines a facet of $\operatorname{STP}(G, \mathcal{N}, \mathbf{1})$, where $a \in \mathbb{R}^{\mathcal{N} \times E}$ denotes the vector with $a_{e}^{l}=\bar{a}_{e}, a_{e}^{k}=0$ for all $k=1, \ldots, N, k \neq l, e \in E$.

Theorem 2.2 implies that in order to obtain a complete description of some Steiner tree packing polyhedron $\operatorname{STP}(G, \mathcal{N}, c)$, at least all "individual" Steiner tree polyhedra $\operatorname{STP}(G,\{T\}, c), T \in \mathcal{N}$, must be known completely. Of course, this knowledge will hardly do. There are many classes of inequalities that combine at least two nets. We call such inequalities joint. In [GMW92a] and [GMW95], several classes of joint inequalities are described.

Polyhedral results such as the ones mentioned above are utilized algorithmically by means of separation algorithms in the framework of a cutting plane method. We will discuss separation problems for classes of inequalities valid for the Steiner tree packing polyhedron and separation algorithms for these classes in the subsequent sections.
3. Separation of the Steiner partition inequalities. Let a graph $G=(V, E)$ and a set of terminals $T \subseteq V,|T| \geq 2$ be given. A partition $V_{1}, \ldots, V_{p}, p \geq 2$, of $V$ is called a Steiner partition (with respect to $T$ ) if $V_{i} \cap T \neq \emptyset$ for $i=1, \ldots, p$. The inequality

$$
x\left(\delta\left(V_{1}, \ldots, V_{p}\right)\right) \geq p-1
$$

induced by a Steiner partition $V_{1}, \ldots, V_{p}$ is called a Steiner partition inequality. (Note that a Steiner cut inequality is the special case where $p=2$.) A Steiner partition inequality is valid for $\operatorname{STP}(G,\{T\}, \mathbf{1})$, because each element of the partition contains terminals and a Steiner tree must span all these terminals, thus "crossing" the multicut at least $p-1$ times. The separation problem for this class of inequalities can be formulated as follows.

Problem 3.1 (Separation problem for the Steiner partition inequalities). Let a graph $G=(V, E)$, a terminal set $T \subseteq V$, and a vector $y \in \mathbb{R}^{E}$ with $0 \leq y_{e} \leq 1$ for $e \in E$, be given. Decide whether $y$ satisfies all Steiner partition inequalities. If not, find a Steiner partition inequality that $y$ violates.

Problem 3.1 is $\mathcal{N} \mathcal{P}$-hard in general (cf. [GMS92]). Restricting Problem 3.1 to Steiner cut inequalities, i.e., the case $p=2$, the separation problem can be solved in polynomial time by min-cut computations using any of the many polynomial time max-flow algorithms; see [AMO93]. We show now that if we restrict the graph $G$ to be planar and the set of terminals $T$ to lie on the outer face of $G$, Problem 3.1 can be solved in time polynomial in the size of $G$ and the encoding length of $y$. In the following we describe this algorithm.

It is shown in [GM90] that the following conditions are necessary and sufficient for a Steiner partition inequality induced by $V_{1}, \ldots, V_{p}$ to be facet-defining, provided
that the graph $G$ is connected and contains no Steiner bridge:
(i) $\quad\left(V_{i}, E\left(V_{i}\right)\right)$ is connected for $i=1, \ldots, p$,
(ii) $\quad\left(V_{i}, E\left(V_{i}\right)\right)$ contains no Steiner bridge with respect to the terminal set $V_{i} \cap T(i=1, \ldots, p)$, and
(iii) $G\left(V_{1}, \ldots, V_{p}\right)$ is 2-node connected,
where $G\left(V_{1}, \ldots, V_{p}\right)$ is the graph obtained from $G$ by contracting each node set of the partition to a single node. Moreover, the proof shows that each Steiner partition inequality that does not define a facet of $\operatorname{STP}(G, \mathcal{N}, 1)$ is the nonnegative linear combination of facet-defining Steiner partition inequalities and trivial inequalities. Thus, we can restrict ourselves to solving Problem 3.1 for facet-defining Steiner partition inequalities.

Given a Steiner partition $V_{1}, \ldots, V_{p}$ satisfying (3.1) (i) and (iii), we now describe how the edge set $\delta\left(V_{1}, \ldots, V_{p}\right)$ can be viewed as a Steiner tree in a certain "dual" graph.
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For the remainder of this section we assume that the graph $G$ is 2 -node connected. We can do this without loss of generality because otherwise the overall problem can be decomposed in an obvious way into subproblems where the corresponding graphs are 2-node connected. Thus, the edge set $\mathrm{O}_{G}(E)$ that encloses the outer face of $G$ is a cycle. We may assume that the terminal set $T=\left\{t_{1}, \ldots, t_{z}\right\}$ is numbered in a clockwise fashion along this cycle. Let us consider the dual planar graph $G^{*}=\left(V^{*}, E\right)$ of $G$. We subdivide the node representing the outer face into $z$ nodes $d_{1}, \ldots, d_{z}$ such that every edge of $\mathrm{O}_{G}(E)$ that is passed by walking from $t_{i}$ to $t_{i+1}$ on $\mathrm{O}_{G}(E)$ in
clockwise order is now incident to $d_{i+1}$ for $i=1, \ldots, z$. (We identify an index $i>z$ with $((i-1)$ modulo $z)+1$.) Let $G_{D}=\left(V_{D}, E\right)$ denote the resulting graph and set $T_{D}:=\left\{d_{1}, \ldots, d_{z}\right\}$. We call $T_{D}$ the set of dual terminals. Observe that instead of working with a bijective mapping, we denote both the edge set of the original graph $G$ and its "dual" $G_{D}$ by the same symbol $E$. We make sure that this notational simplification will not lead to confusion. Figure $1(\mathrm{a})$, showing a $4 \times 6$ grid with five terminals, and Figure 1(b), where the edges of $G_{D}$ are displayed by solid lines, illustrate this construction.

Let us now define the following set of Steiner trees in $G_{D}$ :

$$
\begin{array}{ll}
\mathcal{D}:=\{S \subseteq E \mid & S \text { is an edge-minimal Steiner tree in } G_{D} \\
& \text { for some } J \subseteq T_{D},|J| \geq 2, \text { such that } \\
& d_{S}(j)=1 \text { for all } j \in J, \\
& \left.d_{S}(t)=0 \text { for all } t \in T_{D} \backslash J\right\} .
\end{array}
$$

Clearly, every Steiner tree $S$ in $\mathcal{D}$ determines the set $J \subseteq T_{D}$ of its terminals uniquely. For notational ease we will thus often write $S_{J}$ to denote a Steiner tree $S$ in $\mathcal{D}$ and its associated set $J$ of dual terminals.

Lemma 3.2. Let $G=(V, E)$ be a planar graph and $T$ a set of terminals located on the outer face of $G$. The following statements are then true:

1. If $V_{1}, \ldots, V_{p}$ is a Steiner partition of $V$ with respect to $T$ satisfying (3.1) (i) and (iii), then the multicut $\delta\left(V_{1}, \ldots, V_{p}\right)$ viewed as an edge set of the dual graph $G_{D}$ is a Steiner tree $S_{J}$ contained in $\mathcal{D}$ with $|J|=p$.
2. If $S_{J}$ is a Steiner tree in $G_{D}$ contained in $\mathcal{D}$, then there exists a unique Steiner partition $V_{1}, \ldots, V_{|J|}$ of $V$ with respect to $T$ satisfying (3.1) (i) and (iii) such that $S_{J}=\delta\left(V_{1}, \ldots, V_{|J|}\right)$.
Proof. Let $V_{1}, \ldots, V_{p}$ be a Steiner partition satisfying (3.1) (i) and (iii). Since $G$ is planar and all terminals are located on the outer face of $G, G\left(V_{1}, \ldots, V_{p}\right)$ is outerplanar. This together with property (3.1) (iii) implies that we can assume that the numbering of the partition is clockwise or anticlockwise (without loss of generality clockwise) around the outer face. In addition, we have that

$$
\begin{equation*}
\left[V_{i}: V_{i+1}\right] \neq \emptyset \text { for } i=1, \ldots, p \tag{A}
\end{equation*}
$$

For every $i \in\{1, \ldots, p\}$, the graph $\left(V_{i}, E\left(V_{i}\right)\right)$ is connected and $V_{i} \cap T \neq \emptyset$. Hence, there exist $d_{i_{1}}, d_{i_{2}} \in T_{D}$ such that $\delta\left(V_{i}\right)$ defines a path from $d_{i_{1}}$ to $d_{i_{2}}$. Without loss of generality, $d_{i_{1}}, d_{i_{2}}$ are chosen such that terminal $t_{i_{1}} \in V_{i}$. From (A) and the fact that $V_{1}, \ldots, V_{p}$ is a partition it follows that $d_{i_{2}}=d_{(i+1)_{1}}$ for $i=1, \ldots, p$. Thus, $S:=\cup_{i=1}^{p} \delta\left(V_{i}\right)=\delta\left(V_{1}, \ldots, V_{p}\right)$ is a Steiner tree for $J:=\cup_{i=1}^{p}\left\{d_{i_{1}}\right\}$. Due to (A) and since $V_{1}, \ldots, V_{p}$ is a partition with $V_{i} \cap T \neq \emptyset, S$ is edge-minimal and $d_{S}(j)=1$ for all $j \in J$. Property (3.1) (i) and (A) imply that $d_{s}(t)=0$ for all $t \in T_{D} \backslash J$. By construction, $|J|=p$, and thus $|J| \geq 2$. Hence, $S \in \mathcal{D}$.

Conversely, let $S_{J}$ be a Steiner tree in $G_{D}$ contained in $\mathcal{D}$; i.e., $S_{J}$ is an edgeminimal Steiner tree for some $J \subseteq T_{D},|J| \geq 2$, satisfying $d_{S}(j)=1$ for all $j \in J$ and $d_{S}(t)=0$ for all $t \in T_{D} \backslash J$. We number the elements in $J=\left\{d_{s_{1}}, \ldots, d_{s_{|J|}}\right\}$ in clockwise order around the outer face. Every unique path $P_{i}$ in $S$ from $d_{s_{i}}$ to $d_{s_{i+1}}$ is a cut in $G$; i.e., there exists a node set $V_{i}$ such that $\delta\left(V_{i}\right)=P_{i}$. Moreover, we can assume that $t_{s_{i}-1} \in V_{i}$, for $i=1, \ldots,|J|$. Since $S$ is edge-minimal, $V_{1}, \ldots, V_{|J|}$ is a partition of $V$. Moreover, $V_{1}, \ldots, V_{|J|}$ is also a Steiner partition, because $t_{s_{i}-1} \in V_{i}$ for $i=1, \ldots,|J|$. Since $d_{S}(d)=0$ for all $d \in T_{D} \backslash M,\left(V_{i}, E\left(V_{i}\right)\right)$ is connected for all $i=1, \ldots,|J|$, showing (3.1) (i). Furthermore, from $d_{S}(j)=1$ for all $j \in J$ it follows
that $\left[V_{i}: V_{i+1}\right] \neq \emptyset$ for $i=1, \ldots,|J|$. Thus, $G\left(V_{1}, \ldots, V_{|J|}\right)$ contains a hamiltonian cycle implying (3.1) (iii).

Lemma 3.2 shows that the Steiner partitions of $V$ satisfying (3.1) (i) and (iii) are in one-to-one correspondence to the edge-minimal Steiner trees in $G_{D}$ that are in $\mathcal{D}$. To illustrate this on an example, consider Figures 1(c) and (d): the multicut $\delta\left(V_{1}, V_{2}, V_{3}, V_{4}\right)$ induced by the Steiner partition $V_{1}, V_{2}, V_{3}, V_{4}$ of $V$ depicted in Figure 1 (c) is a Steiner tree in $G_{D}$ for the subset $\left\{d_{1}, d_{2}, d_{4}, d_{5}\right\}$ of the dual terminals; see the thick solid lines in Figure 1(d).

To check whether a given vector $y \in \mathbb{R}^{E}, y \geq 0$, satisfies all Steiner partition inequalities $x\left(\delta\left(V_{1}, \ldots, V_{p}\right)\right) \geq p-1$, we determine the value

$$
\begin{equation*}
\alpha:=\min _{S_{J} \in \mathcal{D}}\left(y\left(S_{J}\right)-|J|\right) \tag{3.2}
\end{equation*}
$$

If $\alpha \geq-1$, Lemma 3.2 implies that there exists no violated Steiner partition inequality. Otherwise, the corresponding Steiner tree $S_{J}$ yields the violated Steiner partition inequality $y\left(S_{J}\right)<|J|-1$.

Observe that the objective function of the minimization problem in (3.2) is not linear. One way to linearize it is to consider the following 2 -stage process. First, for every $J \subseteq T_{D}$ with $|J| \geq 2$, we determine a Steiner tree $S_{J}^{*}$ for $J$ in $G_{D}$ such that the weight $y\left(S_{J}^{*}\right)$ is minimum, where only those Steiner trees $S_{J}$ that satisfy $d_{S_{J}}(j)=1$ for all $j \in J$ and $d_{S_{J}}(j)=0$ for all $j \in T_{D} \backslash J$ are considered. Then we determine, among all these Steiner trees $S_{J}^{*}, J \subseteq T_{D}$ with $|J| \geq 2$, a Steiner tree $S_{J^{*}}^{*}$ such that the value $y\left(S_{J^{*}}^{*}\right)-\left|J^{*}\right|$ is as small as possible. In other words, (3.2) can be written in the following way:

$$
\begin{equation*}
\alpha=\min _{\substack{J \subseteq T_{D} \\|J| \geq 2}}\left(\min _{\substack{\text { steiner tree for } J \\ S \in \mathcal{D}}} y(S)\right)-|J| . \tag{3.3}
\end{equation*}
$$

However, this does not lead to a polynomial time algorithm. Our approach for the computation of $\alpha$ is based on ideas of [DW71] and [EMV87] who have presented a dynamic programming algorithm for the solution of the following problem.

Suppose we are given a graph $G=(V, E)$ and a set of terminals $Z$, and we want to compute a minimal (with respect to some weighting $w: E \rightarrow \mathbb{R}_{+}$) Steiner tree for $Z$. The idea of the algorithm is based on the observation that for every minimal Steiner tree $S$ and every node $v \in V(S)$ that is not a leaf of $S$, there exists a subset $J \subseteq Z$ such that $S$ can be split into two subtrees, $S_{1}$ and $S_{2}$, where $S_{1}$ is an optimal Steiner tree with respect to $J \cup\{v\}$ and $S_{2}$ is an optimal Steiner tree with respect to $(Z \backslash J) \cup\{v\}$. This observation leads to the following recursion formula.

For $J \subseteq Z$ and $v \in V$, let $\gamma(J \cup\{v\})$ denote the value of a minimal Steiner tree in $G$ for $J \cup\{v\}$. Moreover, let $\psi_{v}(J \cup\{v\})$ be the minimum over all sums of two minimal Steiner trees, each spanning $v$ and a nonempty subset of $J$ such that the two subsets form a partition of $J$. Then we obtain (see [DW71])

$$
\begin{align*}
& \text { (i) } \psi_{v}(J \cup\{v\})=\min _{\emptyset \subset I \subset J} \gamma(I \cup\{v\})+\gamma((J \backslash I) \cup\{v\}),  \tag{3.4}\\
& \text { (ii) } \gamma(J \cup\{v\})=\min _{u \in V} w(W(v, u))+\psi_{u}(J \cup\{u\}),
\end{align*}
$$

where $W(u, v), u, v \in V$ denotes a shortest path from $u$ to $v$ in $G$. Of course, for arbitrary graphs $G$ and terminal sets $Z$, the running time of the dynamic program based on this recursion is exponential in the number of terminals. However, in the
particular case where $G$ is planar and all terminals lie on the outer face of $G$, Erickson, Monma, and Veinott (cf. [EMV87]) showed that it suffices to consider only subsets of $Z$ whose elements are located consecutively on the outer face. Since the number of these subsets is quadratic in the number of terminals, a minimal Steiner tree can be computed in polynomial time using this recursion.

Let us return to our problem of determining $\alpha$. We can clearly use the polynomial time algorithm described above to compute a minimal Steiner tree for every $J \subseteq T_{D}$ in $G_{D}$, because $G_{D}$ is planar and the dual terminal set $T_{D}$ (and thus $J$ ) lies on the outer face of $G_{D}$. We can also consider the additional condition that every Steiner tree $S$ for $J$ has to take $S \in \mathcal{D}$ into account by some slight modifications of the recursion formula. Moreover, by running the recursion appropriately we can simultaneously determine the optimal subset $J^{*}$ of $T_{D}$ (and thus solve (3.3)) as follows.

First, from the minimum weight of a Steiner tree for $J$ we subtract the number of its terminals. This can easily be taken into account in the recursion formula, since each terminal is a leaf of the Steiner tree. (See properties of $\mathcal{D}$.) Second, the minimum in (3.3) is taken over all subsets of $T_{D}$ with at least two elements. The number of these subsets is exponential in the size of the terminals. However, it is possible to decide locally which dual terminal belongs to the optimal solution. Namely, a shortest path $P(v, d), v \in V_{D} \backslash T_{D}, d \in T_{D}$, is a branch of a minimal Steiner tree only if $y(P(v, d)) \leq 1$ holds. This is due to the fact that if such a branch is added to a minimal Steiner tree, the left-hand side of the corresponding Steiner partition inequality increases by the weight of the path, whereas the right-hand side is incremented by one. To sum up, we obtain the recursion

$$
\begin{array}{ll}
\text { (i) } y_{i, 0}^{v}:=\min \left\{y\left(W\left(v, d_{i}\right)\right)-1,0\right\} & \text { for all } v \in V_{D} \backslash T_{D}, i=1, \ldots, z \\
\text { (ii) } \psi_{i, j}^{v}:=\min _{1 \leq l \leq j}\left(y_{i, l-1}^{v}+y_{i+l, j-l}^{v}\right) & \text { for all } v \in V_{D} \backslash T_{D} \\
& \\
& i=1, \ldots, z, j=1, \ldots, z-1
\end{array}
$$

$$
\begin{align*}
y_{i, j}^{v}:=\min _{u \in V_{D} \backslash T_{D}}\left(y(W(v, u))+\psi_{i, j}^{u}\right) & \text { for all } v \in V_{D} \backslash T_{D},  \tag{iii}\\
& i=1, \ldots, z, j=1, \ldots, z-1,
\end{align*}
$$

where $W(u, v), u, v \in V_{D}$ denotes a shortest path in $G_{D}$ from $u$ to $v$ such that $\left(T_{D} \cap V_{D}(W(u, v))\right) \backslash\{u, v\}=\emptyset$. This additional restriction is necessary to guarantee that the solution belongs to $\mathcal{D}$. (3.5) (ii) corresponds precisely to the formula in (3.4) (i). (3.5) (iii) is the counterpart of (3.4) (ii), except that one-element terminal sets are treated separately in (3.5) (i); see also the explanations above.

In the following we show that recursion (3.5) works correctly.
For $i=1, \ldots, z, j=0, \ldots, z-1$, let $P_{i, j}$ denote the unique path from $d_{i}$ to $d_{i+j}$ by walking along the outer face of $G_{D}$ in clockwise order. We define the interval $\left[d_{i}, d_{i+j}\right]:=T_{D} \cap V_{D}\left(P_{i, j}\right)$. Consider a Steiner tree $S$ in $G_{D}$ for some subset $J \subseteq$ $\left[d_{i}, d_{i+j}\right], J \neq \emptyset$. We denote by $l_{S}$ the index of the "left most" dual terminal and by $l_{S}+r_{S}$ the index of the "right most" dual terminal of $S$, i.e., an element of $J$; in formulas

$$
l_{S}:=i+h^{*}, \text { with } h^{*}:=\min \left\{h \mid h \geq 0, d_{i+h} \in V_{D}(S)\right\}
$$

and

$$
r_{S}:=\max \left\{h \mid h \leq j, d_{l_{S}+h} \in V_{D}(S)\right\} .
$$

Moreover, for $i=1, \ldots, z, j=1, \ldots, z-1$, we introduce the symbol $e_{i, j}$ to denote the edge that is incident to $d_{i}$ and $d_{i+j}$. Set $G_{i, j}:=\left(V_{D}, E \cup\left\{e_{i, j}\right\}\right)$. In the planar
representation of $G_{i, j}$ we embed the edge $e_{i, j}$ in the outer face of $G_{D}$ such that it is homotopic to the path $P_{i, j}$. Figure 2 illustrates this construction. It will turn out to be useful to employ the symbol $e_{i, 0}$ in some recursion formula in order to avoid the treatment of additional special cases. We will interpret $e_{i, 0}$ as a nonexisting edge and, accordingly, $G_{i, 0}$ as the graph $G_{D}$.
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Lemma 3.3. For $i=1, \ldots, z, j=0, \ldots, z-1$, and $v \in V_{D} \backslash T_{D}$, define $\mathcal{D}_{i, j}^{v}:=$ $\left\{S \subseteq E \mid S\right.$ is an edge-minimal Steiner tree for $J \cup\{v\}$ with $J \subseteq\left[d_{i}, d_{i+j}\right]$ such that $d_{S}(j)=1$ for $j \in J$ and $d_{S}(j)=0$ for $j \in T_{D} \backslash J$ and such that, if $J \neq \emptyset$, in addition $\left.v \in V_{D}\left(O_{G_{l_{S}, r_{S}}}\left(S \cup\left\{e_{l_{S}, r_{s}}\right\}\right)\right)\right\}$. Then, for the values that are computed using recursion (3.5), the following property holds:

$$
y_{i, j}^{v} \leq \min _{\emptyset \subseteq J \subseteq\left[d_{i}, d_{i+j}\right]}\left(\min _{\substack{\text { Steiner tree for } J \cup\{v\} \\ S \in \mathcal{D}_{i, j}^{v}}} y(S)\right)-|J|
$$

for all $v \in V_{D} \backslash T_{D}, i=1, \ldots, z, j=0, \ldots, z-1$.
Proof. For $r=1, \ldots, z, s=0, \ldots, z-1$ and $v \in V_{D} \backslash T_{D}$, let $D_{r, s}^{v} \subseteq\left[d_{r}, d_{r+s}\right]$ and $S_{r, s}^{v} \in \mathcal{D}_{r, s}^{v}$ be a Steiner tree for $D_{r, s}^{v} \cup\{v\}$ such that

$$
y\left(S_{r, s}^{v}\right)-\left|D_{r, s}^{v}\right|=\min _{\emptyset \subseteq J \subseteq\left[d_{r}, d_{r+s}\right]}\left(\min _{\substack { s \text { Steiner } \\
\begin{subarray}{c}{\text { tree } \\
G \in \mathcal{D} v, s{ s \text { Steiner } \\
\begin{subarray} { c } { \text { tree } \\
G \in \mathcal { D } v , s } }\end{subarray}} y(S)\right)-|J| .
$$

We must show that $y_{i, j}^{v} \leq y\left(S_{i, j}^{v}\right)-\left|D_{i, j}^{v}\right|$ for all $v \in V_{D} \backslash T_{D}, i=1, \ldots, z, j=$ $0, \ldots, z-1$. We prove the statement by induction over $j$. For $j=0$, Lemma 3.3 is obviously true. Suppose the statement also holds for all $k=0, \ldots, j-1$. Let $v \in V_{D} \backslash T_{D}$ be any arbitrary node and $i \in\{1, \ldots, z\}$. For ease of notation let $l:=l_{S_{i, j}^{v}}, r:=r_{S_{i, j}^{v}}$, and $F:=\mathrm{O}_{G_{l, r}}\left(S_{i, j}^{v} \cup\left\{e_{l, r}\right\}\right)$. We distinguish two cases.
(1) $d_{S_{i, j}^{v}}(v) \geq 2$. Since $G_{D}$ is planar, since all dual terminals (and thus $D_{i, j}^{v}$ ) lie on the outer face of $G_{D}$, and since $v \in V_{D}(F)$, there exists an index $q \in\{1, \ldots, j\}$ and two nonempty disjoint subtrees $S_{1}, S_{2} \subseteq S_{i, j}^{v}$ with $S_{1} \cup S_{2}=S_{i, j}^{v}$ such that $S_{1}$ is an edge-minimal Steiner tree for $\left(D_{i, j}^{v} \cap\left[d_{i}, d_{i+q-1}\right]\right) \cup\{v\}$ and $S_{2}$ is an edge-minimal Steiner tree for $\left(D_{i, j}^{v} \cap\left[d_{i+q}, d_{i+j}\right]\right) \cup\{v\}$. (See Figure 3.)

Moreover, $S_{i, j}^{v} \in \mathcal{D}_{i, j}^{v}$ implies that $d_{S_{1}}(d)=1$ for all $d \in D_{i, j}^{v} \cap\left[d_{i}, d_{i+q-1}\right]$ and $d_{S_{1}}(d)=0$ for all $d \in T_{D} \backslash\left(D_{i, j}^{v} \cap\left[d_{i}, d_{i+q-1}\right]\right)$. The same holds for $S_{2}$; i.e., $d_{S_{2}}(d)=1$ for all $d \in D_{i, j}^{v} \cap\left[d_{i+q}, d_{i+j}\right]$ and $d_{S_{2}}(d)=0$ for all $d \in T_{D} \backslash\left(D_{i, j}^{v} \cap\left[d_{i+q}, d_{i+j}\right]\right)$. Let
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$F_{1}:=\mathrm{O}_{G_{l_{S_{1}}, r_{S_{1}}}}\left(S_{1} \cup\left\{e_{l_{S_{1}}, r_{S_{1}}}\right\}\right)$ and $F_{2}:=\mathrm{O}_{G_{l_{S_{2}}, r_{S_{2}}}}\left(S_{2} \cup\left\{e_{l_{S_{2}}, r_{S_{2}}}\right\}\right)$. It is clear that $V_{D}(F) \subseteq V_{D}\left(F_{1}\right) \cup V_{D}\left(F_{2}\right)$ and $\{v\}=V_{D}\left(F_{1}\right) \cap V_{D}\left(F_{2}\right)$. Therefore, $S_{1} \in \mathcal{D}_{i, q-1}^{v}$ and $S_{2} \in \mathcal{D}_{i+q, j-q}^{v}$. This yields

$$
\begin{aligned}
y\left(S_{i, j}^{v}\right)-\left|D_{i, j}^{v}\right|= & y\left(S_{1}\right)-\left|D_{i, j}^{v} \cap\left[d_{i}, d_{i+q-1}\right]\right| \\
& +y\left(S_{2}\right)-\left|D_{i, j}^{v} \cap\left[d_{i+q}, d_{i+j}\right]\right| \\
\geq & y\left(S_{i, q-1}^{v}\right)-\left|D_{i, q-1}^{v}\right|+y\left(S_{i+q, j-q}^{v}\right)-\left|D_{i+q, j-q}^{v}\right| \\
\geq & y_{i, q-1}^{v}+y_{i+q, j-q}^{v} \\
\geq & \psi_{i, j}^{v} \geq y_{i, j}^{v} .
\end{aligned}
$$

(2) $d_{S_{i, j}^{v}}(v)=1$. We consider three subcases.
(a) $\left|D_{i, j}^{v}\right| \geq 2$. Then, since $S_{i, j}^{v}$ is edge-minimal, there exists a node $u \in V_{D} \backslash T_{D}$ with $d_{S_{i, j}^{v}}(u) \geq 2$ such that $S_{i, j}^{v}=W(v, u) \cup S^{\prime}$, where $W(v, u) \cap S^{\prime}=\emptyset$. (See Figure 4.) Obviously, $l_{S^{\prime}}=l, r_{S^{\prime}}=r$ and, since $d_{S_{i, j}^{v}}(v)=1$ and $v \in V_{D}(F)$, we have that $F=W(v, u) \cup \mathrm{O}_{G_{l, r}}\left(S^{\prime} \cup\left\{e_{l, r}\right\}\right)$. Moreover, it is easy to check that $S^{\prime}$ is an edge-minimal Steiner tree for $D_{i, j}^{v} \cup\{u\}$ satisfying all further properties in $\mathcal{D}_{i, j}^{u}$. This together with (1) (note that $d_{S^{\prime}}(u) \geq 2$ ) yields

$$
\begin{aligned}
y\left(S_{i, j}^{v}\right)-\left|D_{i, j}^{v}\right| & =y(W(v, u))+y\left(S^{\prime}\right)-\left|D_{i, j}^{v}\right| \\
& \geq y(W(v, u))+\psi_{i, j}^{u} \\
& \geq y_{i, j}^{v} .
\end{aligned}
$$

(b) $D_{i, j}^{v}=\left\{d_{u}\right\}$ for some $u \in\{i, \ldots, i+j-1\}$. Then we know that $S_{i, j}^{v} \in \mathcal{D}_{i, u-i}^{v}$,
and we obtain

$$
\begin{aligned}
y\left(S_{i, j}^{v}\right)-\left|D_{i, j}^{v}\right| & =y\left(W\left(v, d_{u}\right)\right)-1 \\
& \geq y\left(S_{i, u-i}^{v}\right)-\left|D_{i, u-i}^{v}\right| \\
& \geq y_{i, u-i}^{v} \geq y_{i, u-i}^{v}+y_{u+1, i+j-u-1}^{v} \\
& \geq \psi_{i, j}^{v} \geq y_{i, j}^{v}
\end{aligned}
$$

(c) $D_{i, j}^{v}=\emptyset$. Here we have that $y\left(S_{i, j}^{v}\right)-\left|D_{i, j}^{v}\right|=0 \geq \psi_{i, j}^{v} \geq y_{i, j}^{v}$.

This completes the proof. $\quad \square$
Let $\beta:=\min _{v \in V_{D} \backslash T_{D}} y_{1, z-1}^{v}$ and let $S^{*}$ be the corresponding edge set. Obviously, $\left(V_{D}\left(S^{*}\right), S^{*}\right)$ is connected and Lemma 3.3 implies $\beta \leq \alpha$. If $\beta \geq-1$, then there does not exist a violated Steiner partition inequality. If $\beta<-1$, we get $p^{*}:=$ $\left|V_{D}\left(S^{*}\right) \cap T_{D}\right| \geq 2$, since $y \geq 0$ holds. Thus, $S^{*} \in \mathcal{D}$ and $\alpha=\beta$. Due to Lemma 3.2 there exists a Steiner partition $V_{1}, \ldots, V_{p^{*}}$ with $\delta\left(V_{1}, \ldots, V_{p^{*}}\right)=S^{*}$ and $0>\beta+1=$ $y\left(\delta\left(V_{1}, \ldots, V_{p^{*}}\right)\right)-p^{*}+1$. Therefore, $V_{1}, \ldots, V_{p^{*}}$ defines a violated Steiner partition inequality.

This gives rise to the following algorithm.
Algorithm 3.4 (Separation algorithm for the Steiner partition inequalities).

## Input:

A planar graph $G=(V, E)$, a set of terminals $T \subseteq V$ that are located on the outer face and a vector $y \in \mathbb{R}^{E}, y \geq 0$.

## Output:

One of the following possibilities:

- a violated Steiner partition inequality,
- the message "there does not exist a violated Steiner partition inequality."
(1) Construct the graph $G_{D}=\left(V_{D}, E\right)$ with $T_{D}=\left\{d_{1}, \ldots, d_{z}\right\}$.
(2) Compute shortest paths $W(u, v)$ for all $u, v \in V_{D}$ such that no inner node of the corresponding paths is an element of $T_{D}$.
(3) Determine $y_{1, z-1}^{v}$ for all $v \in V_{D} \backslash T_{D}$ using recursion (3.5).
(4) Set $\beta:=\min _{v \in V_{D} \backslash T_{D}} y_{1, z-1}^{v}$.
(5) If $\beta \geq-1$, print the message "there does not exist a violated Steiner partition inequality," STOP.
(6) Determine the edge set $S^{*}$ corresponding to $\beta$.
(7) Return the violated inequality $\left(\chi^{S^{*}}\right)^{T} x \geq\left|V_{D}\left(S^{*}\right) \cap T_{D}\right|-1$.
(8) STOP. The running time for the execution of steps (3) and (4) of Algorithm 3.4 is bounded by $O\left(\left|V_{D}\right|^{2}|T|^{2}\right)$. Also note that (3.1) (ii) can be easily taken into account in step (i) of recursion (3.5). Summing up, we obtain the following theorem.

Theorem 3.5. Let $G=(V, E)$ be a planar graph and let $T \subseteq V$ be a set of terminals located on the outer face of $G$. Then the separation problem for the Steiner partition inequalities can be solved in time $O\left(\left|V_{D}\right|^{2}|T|^{2}+\gamma\right)$, where $\gamma$ is the running time for the computation of the shortest paths between all pairs of nodes.

Let us close this section with two remarks.
From Lemma 3.2 we know that each Steiner tree in $G_{D}$ for some subset $J$ of $T_{D}$ corresponds to a Steiner partition inequality. This observation gives rise to several heuristic algorithms for finding violated Steiner partition inequalities. Namely, instead of calculating an optimal Steiner tree in $G_{D}$, we determine a Steiner tree heuristically as well. Many heuristics are known for the solution of the minimum Steiner tree problem. (See, for instance, [HRW92] for a survey.) We have implemented one such algorithm that is based on the ideas described in [TM80]. This heuristic starts with a terminal $d \in T_{D}$. Then, a terminal $d^{\prime} \in T_{D} \backslash\{d\}$ is chosen such that the weight of a
shortest path from $d^{\prime}$ to $d$ is minimal. Finally, $d^{\prime}$ and $d$ are connected via a shortest path. This scheme is iterated until all terminals are connected. For our purposes this procedure is slightly modified. First, we have to make sure that no inner node on the corresponding shortest paths is an element of $T_{D}$. Second, in order to generate as many inequalities as possible, we compute a Steiner tree starting with all pairs of nodes $d_{i}, d_{j}$, where $d_{i}, d_{j} \in T_{D}$. The advantage of this heuristic is that not only the final Steiner trees define Steiner partition inequalities, but also any of its iteratively computed subtrees defines a Steiner partition inequality (cf. Lemma 3.2). By working in this scheme we obtain plenty of inequalities. For each of them we check whether it is violated. We will see in the last section that this heuristic works very well for our problem instances.

Finally, let us point out that Algorithm 3.4 can also be used to solve certain multicut problems. Suppose there is given a planar graph $G$, a set of nodes $T \subseteq V$ located on the outer face of $G$, and nonnegative edge weights $w_{e}, e \in E$, and we want to determine $\min \left\{-\lambda, \min \left\{w\left(\delta\left(V_{1}, \ldots, V_{p}\right)\right)-\lambda p \mid V_{1}, \ldots, V_{p}, p \geq 2\right.\right.$ is a Steiner partition of $V$ with respect to $T$ such that $G\left(V_{1}, \ldots, V_{p}\right)$ is 2-node connected\}\}, where $\lambda$ is the gain for each element of the partition. By applying some modifications to Algorithm 3.4 this problem can be solved in polynomial time as well.
4. Separation of the alternating cycle inequalities and extensions. We first introduce the so-called alternating cycle inequalities. Let $G=(V, E)$ be a graph and $\mathcal{N}=\left\{T_{1}, T_{2}\right\}$ a net list. We call a cycle $F$ in $G$ an alternating cycle with respect to $T_{1}, T_{2}$ if $F \subseteq\left[T_{1}: T_{2}\right]$ and $V(F) \cap T_{1} \cap T_{2}=\emptyset$. (See Figure 5.) Moreover, let $F_{1} \subseteq E\left(T_{2}\right)$ and $F_{2} \subseteq E\left(T_{1}\right)$ be two sets of diagonals of the alternating cycle $F$ with respect to $T_{1}, T_{2}$. The inequality

$$
\left(\chi^{E \backslash\left(F \cup F_{1}\right)}, \chi^{E \backslash\left(F \cup F_{2}\right)}\right)^{T} x \geq \frac{1}{2}|F|-1
$$

is called an alternating cycle inequality.
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The basic form of an alternating cycle inequality, i.e., $F_{1}=F_{2}=\emptyset$, is valid for $\operatorname{STP}(G, \mathcal{N}, \mathbf{1})$, because whenever two terminals of net 1 , say, are connected on the cycle, at least one node of the other net is isolated. This means that in order to connect both nets simultaneously, at least $\left|V(F) \cap T_{1}\right|-1=\left|V(F) \cap T_{2}\right|-1=\frac{1}{2}|F|-1$ edges not contained in the cycle must be used. In general, the basic form of an alternating cycle inequality is not facet defining. The sets $F_{1}$ and $F_{2}$ are used to strengthen the basic form; in fact, choosing them appropriately, we can obtain facet-defining inequalities.

The sets of diagonals $F_{1} \subseteq E\left(T_{2}\right)$ and $F_{2} \subseteq E\left(T_{1}\right)$ are called maximal cross-free with respect to $F$ if $F_{1}$ and $F_{2}$ are cross-free and each diagonal $e_{1} \in E\left(T_{1}\right) \backslash F_{2}$ crosses $F_{1}$ and each diagonal $e_{2} \in E\left(T_{2}\right) \backslash F_{1}$ crosses $F_{2}$. (See Figure 5.) The following theorem then holds.

Theorem 4.1. Let $G=(V, E)$ be a graph that contains the complete graph on node set $V$ as a subgraph and let $\mathcal{N}=\left\{T_{1}, T_{2}\right\}$ be a disjoint net list with $T_{1} \cup T_{2}=V$ and $\left|T_{1}\right|=\left|T_{2}\right|=l, l \geq 2$. Furthermore, let $F$ be an alternating cycle with respect to $T_{1}, T_{2}$ with $V(F)=V$ and $F_{1} \subseteq E\left(T_{2}\right), F_{2} \subseteq E\left(T_{1}\right)$. Then, the alternating cycle inequality

$$
\left(\chi^{E \backslash\left(F \cup F_{1}\right)}, \chi^{E \backslash\left(F \cup F_{2}\right)}\right)^{T} x \geq l-1
$$

defines a facet of $\operatorname{STP}(G, \mathcal{N}, \mathbf{1})$ if and only if $F_{1}$ and $F_{2}$ are maximal cross-free.
There is a natural way to extend the alternating cycle inequalities as follows. Let $G=(V, E)$ be a graph and $\mathcal{N}=\left\{T_{1}, T_{2}\right\}$ be a net list. Let $V_{1}, \ldots, V_{k}$ be a partition of $V$ with $k \geq 4$ and $k$ even such that the following properties are satisfied:
(i) $\quad\left(V_{i}, E\left(V_{i}\right)\right)$ is connected for $i=1, \ldots, k$,
(ii) $\quad V_{2 i+1} \cap T_{1} \neq \emptyset, V_{2 i+1} \cap T_{2}=\emptyset$ for $i=0, \ldots, \frac{k}{2}-1$, $V_{2 i} \cap T_{1}=\emptyset, V_{2 i} \cap T_{2} \neq \emptyset$ for $i=1, \ldots, \frac{k}{2}$,
(iii) $\left[V_{i}: V_{i+1}\right] \neq \emptyset$ for $i=1, \ldots, k$.
(An index $i>k$ is identified with the index $((i-1)$ modulo $k)+1$.) Condition (iii) guarantees that the contracted graph $G\left(V_{1}, \ldots, V_{k}\right)$ (i.e., the graph obtained by contracting every element of the partition to a single node) contains at least one hamiltonian cycle. We choose an edge set $F \subseteq \cup_{i=1}^{k}\left[V_{i}: V_{i+1}\right]$ in $G$ that forms a hamiltonian cycle in $G\left(V_{1}, \ldots, V_{k}\right)$. Note that, due to (ii), $F$ is alternating. Furthermore, let $F_{1} \subseteq \bigcup_{\substack{i, j \text { even } \\ i \neq j}}\left[V_{i}: V_{j}\right], F_{2} \subseteq \bigcup_{\substack{i, j \text { odd } \\ i \neq j}}^{\substack{\text { ind }}}\left[V_{i}: V_{j}\right]$ be two edge sets such that $F_{1}$ and $F_{2}$, viewed as edge sets in the contracted graph $G\left(V_{1}, \ldots, V_{k}\right)$, are cross-free with respect to the alternating cycle $F$. Then we call the following inequality an extended alternating cycle inequality:

$$
\left(\chi^{E \backslash\left(F \cup F_{1}\right)}, \chi^{\left.E \backslash\left(F \cup F_{2}\right)\right)^{T} x} \geq \frac{k}{2}-1\right.
$$

This inequality is valid with respect to $\operatorname{STP}(G, \mathcal{N}, \mathbf{1})$ due to Lemma 2.1. Let us give an example.

Example 4.2. Consider the graph $G$ in Figure 6(a) with $T_{1}=\{1,3,5,10\}$ and $T_{2}=\{4,9,12\}$. It can easily be checked that the partition $V_{1}, V_{2}, V_{3}, V_{4}$ satisfies (4.1); the corresponding contracted graph $G\left(V_{1}, V_{2}, V_{3}, V_{4}\right)$ is depicted in Figure 6(b). Obviously, $F:=\{\{3,4\},\{10,11\},\{9,10\},\{5,9\}\}$ is a hamiltonian alternating cycle in $G\left(V_{1}, V_{2}, V_{3}, V_{4}\right)$ and $F_{1}:=\emptyset, F_{2}:=\{\{2,6\},\{5,6\}\}$ are cross-free sets of diagonals. Thus, the inequality $x_{26}^{1}+x_{56}^{1}+x_{37}^{1}+x_{67}^{1}+x_{37}^{2}+x_{67}^{2} \geq 1$ is an extended alternating cycle inequality.

Observe that when $V_{1}, \ldots, V_{k}$ are chosen, we have the freedom to pick $F, F_{1}$, and $F_{2}$ from among many possible alternatives. We call any triple ( $F, F_{1}, F_{2}$ ) that satisfies the additional requirements defined above a feasible triple (for $V_{1}, \ldots, V_{k}$ ).

We do not know under which conditions the extended alternating cycle inequalities define facets of the Steiner tree packing polyhedron and we do not know how to separate these inequalities in the general case. Our aim here is to outline a separation routine for extended alternating cycle inequalities in the (practically relevant) case where a planar graph $G$ is given and all terminals of $T_{1}$ and $T_{2}$ are on the outer face.
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We proceed in a similar way as for the Steiner partition inequalities. We show that for each partition $V_{1}, \ldots, V_{k}$ satisfying (4.1), the multicut $\delta\left(V_{1}, \ldots, V_{k}\right)$ corresponds to a certain Steiner tree in a graph that remains to be defined. Here an additional difficulty comes up, since the edges of $\delta\left(V_{1}, \ldots, V_{k}\right)$ must be evaluated differently. The coefficients depend on the choice of the alternating cycle $F$ in $G\left(V_{1}, \ldots, V_{k}\right)$ and on the sets $F_{1}$ and $F_{2}$. Thus, for the corresponding Steiner tree, a vector must be defined that "sifts" the edges that correspond to $F, F_{1}$, or $F_{2}$, respectively.

Without loss of generality we suppose the planar graph $G$ to be 2-node connected so that the edge set $\mathrm{O}_{G}(E)$ that encloses the outer face is a cycle. Let $T=T_{1} \cup T_{2}$ and we may assume that $T:=\left\{t_{1}, \ldots, t_{z}\right\}$ is numbered in a clockwise fashion along this cycle. Let us consider the dual graph $G^{*}=\left(V^{*}, E\right)$ of $G$. We split the node representing the outer face into $z$ nodes $d_{1}, \ldots, d_{z}$ such that every edge of $\mathrm{O}_{G}(E)$ that is passed by walking from $t_{i}$ to $t_{i+1}$ on $\mathrm{O}_{G}(E)$ in clockwise order is incident to $d_{i+1}$ for $i=1, \ldots, z$. Let $G_{D}=\left(V_{D}, E\right)$ denote the resulting graph and set $T_{D}=\left\{d_{1}, \ldots, d_{z}\right\}$. Figure 7 illustrates this construction for the graph of Example 4.2. Set

$$
\begin{aligned}
M:= & \left\{d_{i} \in T_{D} \mid\left\{t_{i-1}, t_{i}\right\} \cap T_{k} \neq \emptyset \text { for } k=1,2\right\}, \\
\mathcal{S}:= & \left\{S \subseteq E \mid S \text { is an edge-minimal Steiner tree for } M \text { in } G_{D}\right. \text { such that } \\
& \left.d_{S}(d)=1 \text { for all } d \in M \text { and } d_{S}(d)=0 \text { for all } d \in T_{D} \backslash M\right\} .
\end{aligned}
$$

The following relation then holds.
Lemma 4.3. Let $G=(V, E)$ be a planar graph and $\mathcal{N}=\left\{T_{1}, T_{2}\right\}$ where all terminals are located on the outer face. Then the following statements are true:

1. If $V_{1}, \ldots, V_{k}$ is a partition of $V$ satisfying (4.1), then the corresponding multicut $\delta\left(V_{1}, \ldots, V_{k}\right)$ viewed as an edge set of the dual graph $G_{D}$ is a Steiner tree contained in $\mathcal{S}$.
2. If $S$ is a Steiner tree in $G_{D}$ contained in $\mathcal{S}$ and $|M| \geq 4$ holds, then there exists a partition $V_{1}, \ldots, V_{k}$ of $V$ satisfying (4.1) such that $S=\delta\left(V_{1}, \ldots, V_{k}\right)$.
Proof. Let us prove the first statement. Suppose $V_{1}, \ldots, V_{k}$ with $k \geq 4$ even is a partition satisfying (4.1). We first observe that $V_{1}, \ldots, V_{k}$ is a Steiner partition with respect to $T$. Moreover, (4.1) (iii) implies (3.1) (iii) and (4.1) (i) is identical to (3.1) (i). Thus, Lemma 3.2 implies that $S:=\delta\left(V_{1}, \ldots, V_{k}\right)$ is an edge-minimal
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Steiner tree in $G_{D}$ for some $J \subseteq T$ with $|J|=k$, satisfying $d_{S}(j)=1$ for $j \in J$ and $d_{S}(t)=0$ for all $t \in T_{D} \backslash J$. Hence, it only remains to be shown that $J=M$. But this immediately follows from properties (4.1) (ii) and (4.1) (iii) together with the fact that $k$ is even.

Conversely, let $S \in \mathcal{S}$ and suppose $|M| \geq 4$. We can apply Lemma 3.2 again, since $\mathcal{S} \subseteq \mathcal{D}$, and thus $S \in \mathcal{D}$. Lemma 3.2 implies that there exists a unique partition $V_{1}, \ldots, V_{|M|}$ with respect to $T$ satisfying (3.1) (i) and (3.1) (iii). Since $G$ is planar and all terminals lie on the outer face, $G\left(V_{1}, \ldots, V_{p}\right)$ is also outerplanar. Thus, we can assume that $V_{1}, \ldots, V_{|M|}$ is numbered in clockwise or anticlockwise (without loss of generality clockwise) order around the outer face and that $V_{1} \cap T_{1} \neq \emptyset$. The fact that $G\left(V_{1}, \ldots, V_{|M|}\right)$ is outerplanar and 2-node connected implies $\left[V_{i}: V_{i+1}\right] \neq \emptyset$ for $i=1, \ldots,|M|$, proving (4.1) (iii). (3.1) (i) is identical to (4.1) (i). By construction,
$V_{1} \cap T_{1} \neq \emptyset$. So, we obtain property (4.1) (ii) from the fact that $S$ is a Steiner tree for $M$ with $V_{D}(S) \cap\left(T_{D} \backslash M\right)=\emptyset$.

In Figure 8 the Steiner tree $S \in \mathcal{S}$ which corresponds to the partition $V_{1}, V_{2}, V_{3}, V_{4}$ shown in Figure 6 (a) is depicted in thick solid lines. From the proof of Lemma 4.3 we see that the cardinality $k$ of a partition $V_{1}, \ldots, V_{k}$ satisfying (4.1) equals $|M|$. So, we suppose from now on that $k=|M| \geq 4$; otherwise, there does not exist any extended alternating cycle inequality.

Next, we define a "sifting function" for each $S \in \mathcal{S}$. Let $V_{1}^{S}, \ldots, V_{k}^{S}$ be the corresponding partition satisfying (4.1) according to Lemma 4.3. We call a vector $a \in$ $\{0,1\}^{\left\{T_{1}, T_{2}\right\} \times E}$ a sifting for $S$ if there exists a feasible triple ( $F, F_{1}, F_{2}$ ) for $V_{1}^{S}, \ldots, V_{k}^{S}$ such that $a=\left(\chi^{E \backslash\left(F \cup F_{1}\right)}, \chi^{E \backslash\left(F \cup F_{2}\right)}\right)$. Moreover, set $\eta(S):=\frac{k}{2}$ and let $\mathcal{F}(S)$ denote the set of all siftings for $S$. Consider now the minimization problem

$$
\begin{equation*}
\min _{S \in \mathcal{S}} \min _{a \in \mathcal{F}(S)} y^{1}\left(S \cap I_{a^{1}}\right)+y^{2}\left(S \cap I_{a^{2}}\right)-\eta(S) \tag{4.2}
\end{equation*}
$$

where $y \in \mathbb{R}^{\left\{T_{1}, T_{2}\right\} \times E}, y \geq 0$ is the vector to be cut off and $I_{b}=\left\{e \in E \mid b_{e}=1\right\}$ for $b \in\{0,1\}^{E}$. Let $\mu$ denote the minimum value of (4.2). From Lemma 4.3 and the definition of a sifting we know that we can solve the separation problem for the extended alternating cycle inequalities via computing (4.2). If $\mu \geq-1$, there obviously exists no violated inequality. If $\mu<-1$, let $\tilde{S} \in \mathcal{S}$ and $\tilde{a} \in \mathcal{F}(S)$ be such that $\mu=y^{1}\left(\tilde{S} \cap I_{\tilde{a}^{1}}\right)+y^{2}\left(\tilde{S} \cap I_{\tilde{a}^{2}}\right)-\eta(\tilde{S})$. In this case $\left(\chi^{\tilde{S} \cap I_{\tilde{a}^{1}}}, \chi^{\tilde{S} \cap I_{\tilde{a}^{2}}}\right) \geq \eta(\tilde{S})-1$ is an extended alternating cycle inequality that is violated by $y$. Thus, it remains to solve problem (4.2).

As in the case of the Steiner partition inequalities we develop a dynamic program in order to compute the optimal Steiner tree $\tilde{S} \in \mathcal{S}$ and the optimal sifting $\tilde{a} \in \mathcal{F}(\tilde{S})$. Consider the following recursion.

RECURSION 4.4. Let $y^{k}(u, v)$ denote the value of a shortest path from $u$ to $v$ with respect to the weighting $y^{k}$ whose inner nodes have empty intersection with $T_{D}$. Moreover, let $y(u, v)$ correspond to the value of a shortest path from $u$ to $v$ with respect to the weight function $y^{1}+y^{2}$ whose inner nodes have an empty intersection with $T_{D}$. Finally, define $y_{-1}(u, v):=\min \left\{\hat{y}(W)-\max _{e \in W} \hat{y}_{e} \mid W\right.$ is a path from $u$ to $v$ whose inner nodes have empty intersection with $\left.T_{D}\right\}$ where $\hat{y}=y^{1}+y^{2}$. Then for all $i=1, \ldots, z, j=0, \ldots, z-1, v \in V_{D} \backslash T_{D}$ and $k=1,2$ (with $\bar{k}=1$, if $k=2$, and $\bar{k}=2$, if $k=1$ ), set

$$
\begin{array}{ll}
l_{1}(v, i, 0):=y_{-1}\left(v, d_{i}\right)-\frac{1}{2} & \text { if } d_{i} \in M  \tag{1}\\
l_{1}(v, i, 0):=0 & \text { if } d_{i} \in T_{D} \backslash M ; \\
l_{2}(v, i, j):=\min _{1 \leq r \leq j} l_{1}(v, i, r-1)+l_{1}(v, i+r, j-r) & \\
l_{1}(v, i, j):=\min _{u \in V_{D} \backslash T_{D}} y^{k}(v, u)+l_{2}(u, i, j) & \text { if } t_{i-1}, t_{i+j} \in T_{k} ; \\
l_{1}(v, i, j):=\min _{u \in V_{D} \backslash T_{D}} y(v, u)+l_{2}(u, i, j) & \text { if } t_{i-1} \in T_{k}, t_{i+j} \in T_{\bar{k}} \\
& \text { or } t_{i-1} \in T_{\bar{k}}, t_{i+j} \in T_{k} .
\end{array}
$$

In principle, (1), (2), and (3) correspond to the formulas in (3.5) (i), (ii), and (iii), respectively. (1) in Recursion 4.4 takes into account that the resulting Steiner tree $S$ satisfies $d_{S}(d)=1$ for all $d \in M$ and $d_{S}(d)=0$ for all $d \in T_{d} \backslash M$; see the definition of $\mathcal{S}$. (2) is precisely the formula (ii) of (3.5) and the subcases in (3) arise because the evaluation of the path from $v$ to $u$ depends on the terminal set to which $t_{i-1}$ and $t_{i+j}$ belong. The following theorem then holds.

Theorem 4.5. For the value $l_{\min }:=\min _{v \in V_{D} \backslash T_{D}} l_{1}(v, 1, z-1)$ computed via Recursion 4.4, we have

$$
l_{\min } \leq \min _{S \in \mathcal{S}} \min _{a \in \mathcal{F}(S)} y^{1}\left(S \cap I_{a^{1}}\right)+y^{2}\left(S \cap I_{a^{2}}\right)-\eta(S) .
$$

Proof. We will proceed as in the last chapter and prove a relation between solutions for subproblems in the spirit of Lemma 3.3. Hereto we need some further notation.

First, we have to define subtrees of Steiner trees in $\mathcal{S}$. For all $i=1, \ldots, z, j=$ $0, \ldots, z-1$, we use the same notation and definitions as in the previous section, i.e., the interval $\left[d_{i}, d_{i+j}\right]$, the edge $e_{i, j}$ embedded in the outer face of $G_{D}$, the graph $G_{i, j}:=\left(V_{D}, E \cup\left\{e_{i, j}\right\}\right)$, and, for a Steiner tree in $G_{D}$ for $J \subseteq\left[d_{i}, d_{i+j}\right], J \neq \emptyset$, the symbols $l_{S}$ and $r_{S}$. For $v \in V_{D} \backslash T_{D}$ and $i=1, \ldots, z, j=0, \ldots, z-1$, we define $\mathcal{S}_{i, j}^{v}$ as the set of all edge-minimal Steiner trees $S$ in $G_{D}$ for $\left(\left[d_{i}, d_{i+j}\right] \cap M\right) \cup\{v\}$ such that

$$
\begin{aligned}
& d_{S}(d)=1 \text { for all } d \in\left[d_{i}, d_{i+j}\right] \cap M \\
& d_{S}(d)=0 \text { for all } d \in T_{D} \backslash\left(\left[d_{i}, d_{i+j}\right] \cap M\right), \\
& v \in V_{D}\left(\mathrm{O}_{G_{l_{S}}, r_{S}}\left(S \cup\left\{e_{l_{s}, r_{S}}\right\}\right)\right) \text { if }\left[d_{i}, d_{i+j}\right] \cap M \neq \emptyset .
\end{aligned}
$$

Furthermore, we call a vector $a \in\{0,1\}^{\left\{T_{1}, T_{2}\right\} \times E}$ a sifting for $S \in \mathcal{S}_{i, j}^{v}$ if there exists a Steiner tree $\tilde{S} \in \mathcal{S}$ and a sifting $\tilde{a}$ for $\tilde{S}$ such that $S \subseteq \tilde{S}, a_{e}=\tilde{a}_{e}$ for all $e \in S$ and $a_{e}=0$ otherwise.

Let $\mathcal{F}(S)$ denote the set of siftings for $S \in \mathcal{S}_{i, j}^{v}$ and set $\eta(S):=\frac{1}{2}\left|\left[d_{i}, d_{i+j}\right] \cap M\right|$.
What we want to show is that $l_{1}(v, i, j)$ is a lower bound for $y^{1}\left(S \cap I_{a^{1}}\right)+y^{2}(S \cap$ $\left.I_{a^{2}}\right)-\eta(S)$ for all Steiner trees $S \in \mathcal{S}_{i, j}^{v}$ and all siftings $a \in \mathcal{F}(S)$. Unfortunately, this is not true, in general. It turns out that depending on the node $v$, certain siftings must be excluded.

Let $S \in \mathcal{S}_{i, j}^{v}$. Define $V_{S}^{3}:=\left\{w \in V_{D}(S) \mid d_{S}(w) \geq 3\right\}$. Let $L \subseteq M \cap\left[d_{i}, d_{i+j}\right]$ be the set of nodes $d$ such that for the unique path $P$ in $S$ from $v$ to $d, V_{D}(P) \cap V_{S}^{3}=\emptyset$ holds. If $L=\emptyset$, we set $\mathcal{F}_{v}(S):=\mathcal{F}(S)$. Otherwise, let $P_{d}, d \in L$, denote the unique path from $v$ to $d$. We set $\mathcal{F}_{v}(S):=\{a \in \mathcal{F}(S) \mid$ for all $d \in L$ there exists an edge $e \in S \cap P_{d}$ with $\left.a_{e}^{1}=a_{e}^{2}=0\right\}$. In other words, we allow only siftings where the corresponding alternating cycle has nonempty intersection with all paths $P_{d}, d \in L$.

$$
\begin{equation*}
l_{1}(v, i, j) \leq \min _{S \in \mathcal{S}_{i, j}^{v}} \min _{a \in \mathcal{F}_{v}(S)} y^{1}\left(S \cap I_{a^{1}}\right)+y^{2}\left(S \cap I_{a^{2}}\right)-\eta(S) \tag{4.3}
\end{equation*}
$$

for all $v \in V_{D} \backslash T_{D}, i=1, \ldots, z, j=0, \ldots, z-1$.
We prove this by induction on $j$. (4.3) is obviously true for $j=0$. Now, suppose (4.3) is also true for all $l=0, \ldots, j-1$. Consider any arbitrary $v \in V_{D} \backslash T_{D}$ and $i \in\{1, \ldots, z\}$. Let $\tilde{S} \in \mathcal{S}_{i, j}^{v}$ and $\tilde{a} \in \mathcal{F}_{v}(\tilde{S})$ such that

$$
y^{1}\left(\tilde{S} \cap I_{\tilde{a}^{1}}\right)+y^{2}\left(\tilde{S} \cap I_{\tilde{a}^{2}}\right)-\eta(\tilde{S})=\min _{S \in \mathcal{S}_{i, j}^{v}} \min _{a \in \mathcal{F}_{v}(S)} y^{1}\left(S \cap I_{a^{1}}\right)+y^{2}\left(S \cap I_{a^{2}}\right)-\eta(S)
$$

We have to show that $l_{1}(v, i, j) \leq y^{1}\left(\tilde{S} \cap I_{\tilde{a}^{1}}\right)+y^{2}\left(\tilde{S} \cap I_{\tilde{a}^{2}}\right)-\eta(\tilde{S})$. We distinguish two cases.
(1) $d_{\tilde{S}}(v) \geq 2$. Since $G_{D}$ is planar, all terminals of $T_{D}$ are located on the outer face of $G_{D}$ and $v \in V_{D}\left(\mathrm{O}_{G_{l_{\tilde{S}}, r_{\tilde{S}}}}\left(\tilde{S} \cup\left\{e_{l_{\tilde{S}}, r_{\tilde{S}}}\right\}\right)\right)$; there exists an index $r \in\{1, \ldots, j\}$ and two disjoint subtrees $S_{1}, S_{2}$ of $\tilde{S}$ such that
$S_{1} \cup S_{2}=\tilde{S}$,
$v \in V_{D}\left(S_{1}\right), v \in V_{D}\left(S_{2}\right)$,
$S_{1} \in \mathcal{S}_{i, r-1}^{v}$ and $S_{2} \in \mathcal{S}_{i+r, j-r}^{v}$. (See also the proof of Lemma 3.3.)
For $k=1,2$, we define values $a_{e}^{k}$ and $b_{e}^{k}$ as follows:

$$
\begin{array}{lll}
a_{e}^{k}:=\tilde{a}_{e}^{k} & \text { if } e \in E \backslash S_{2}, \\
a_{e}^{k}:=0 & \text { if } e \in S_{2}, \\
b_{e}^{k}:=\tilde{a}_{e}^{k} & \text { if } e \in E \backslash S_{1}, \\
b_{e}^{k}:=0 & \text { if } e \in S_{1} .
\end{array}
$$

Next we show that $a \in \mathcal{F}_{v}\left(S_{1}\right)$ and $b \in \mathcal{F}_{v}\left(S_{2}\right)$. Since $\tilde{a} \in \mathcal{F}(\tilde{S})$, we know that $a \in \mathcal{F}\left(S_{1}\right)$ and $b \in \mathcal{F}\left(S_{2}\right)$. Let $\tilde{L} \subseteq M \cap\left[d_{i}, d_{i+j}\right]$ denote the set of nodes $d$ such that for the unique path $P$ from $v$ to $d$ holds $V_{D}(P) \cap V_{\tilde{S}}^{3}=\emptyset$. Denote by $L_{1}$ and $L_{2}$ the corresponding node sets of $S_{1}$ and $S_{2}$. From the fact that $\tilde{L}=L_{1} \cup L_{2}$ we conclude that $a \in \mathcal{F}_{v}\left(S_{1}\right)$ and $b \in \mathcal{F}_{v}\left(S_{2}\right)$. Finally, note that $\eta(\tilde{S})=\eta\left(S_{1}\right)+\eta\left(S_{2}\right)$. Summing up, we obtain that

$$
\begin{aligned}
y^{1}\left(\tilde{S} \cap I_{\tilde{a}^{1}}\right)+y^{2}\left(\tilde{S} \cap I_{\tilde{a}^{2}}\right)-\eta(\tilde{S})= & y^{1}\left(S_{1} \cap I_{a^{1}}\right)+y^{2}\left(S_{1} \cap I_{a^{2}}\right)-\eta\left(S_{1}\right) \\
& +y^{1}\left(S_{2} \cap I_{b^{1}}\right)+y^{2}\left(S_{2} \cap I_{b^{2}}\right)-\eta\left(S_{2}\right) \\
\geq & l_{1}(v, i, r-1)+l_{1}(v, i+r, j-r) \\
\geq & l_{2}(v, i, j) \geq l_{1}(v, i, j) .
\end{aligned}
$$

(2) $d_{\tilde{S}}(v)=1$. If $\left|V_{D}(\tilde{S}) \cap\left[d_{i}, d_{i+j}\right]\right|=1$, we conclude that there exists an $r \in\{1, \ldots, j\}$ such that $\tilde{S} \in \mathcal{S}_{i, r-1}^{v}$ and $\emptyset \in \mathcal{S}_{i+r, j-r}^{v}$, or vice versa, $\emptyset \in \mathcal{S}_{i, r-1}^{v}$ and $\tilde{S} \in \mathcal{S}_{i+r, j-r}^{v}$. (Note that $j>0$.) Since both $r-1$ and $j-r$ are less than or equal to $j-1$, we conclude by the assumption of the induction that (4.3) holds.

Now, suppose $\left|V_{D}(\tilde{S}) \cap\left[d_{i}, d_{i+j}\right]\right| \geq 2$. Then there exists a node $u \in V_{\tilde{S}}^{3}$ such that $\tilde{S}=W(v, u) \cup S^{\prime}, W(v, u) \cap S^{\prime}=\emptyset$, with $d_{S^{\prime}}(u) \geq 2$ and $S^{\prime} \in \mathcal{S}_{i, j}^{u}$, where $W(v, u)$ is the unique path in $\tilde{S}$ from $v$ to $u$. (For a more detailed discussion, see the corresponding case in the proof of Lemma 3.3.) Set $a_{e}^{k}:=\tilde{a}_{e}^{k}$ for all $e \in E \backslash W(v, u)$ and $a_{e}^{k}:=0$ for all $e \in W(v, u), k=1,2$. Obviously, $\eta(\tilde{S})=\eta\left(S^{\prime}\right)$. Since $\tilde{a} \in \mathcal{F}_{v}(\tilde{S})$ we obtain that $a \in \mathcal{F}_{u}\left(S^{\prime}\right)$. Moreover, $\tilde{a} \in \mathcal{F}_{v}(\tilde{S})$ and $v \in V_{D}\left(\mathrm{O}_{G_{l_{\tilde{S}}, r_{\tilde{S}}}}\left(\tilde{S} \cup\left\{e_{l_{\tilde{S}}, r_{\tilde{S}}}\right\}\right)\right)$ imply that for all $e \in W(v, u), \tilde{a}_{e}^{k}=1$ if $t_{i-1} \in T_{k}$ or $t_{i+j} \in T_{k}$ for $k=1,2$. Thus, taking the correctness of case (1) into account we get the following.

If $t_{i-1}, t_{i+j} \in T_{k}$ for some $k \in\{1,2\}$, we obtain that

$$
\begin{aligned}
y^{1}\left(\tilde{S} \cap I_{\tilde{a}^{1}}\right)+y^{2}\left(\tilde{S} \cap I_{\tilde{a}^{2}}\right)-\eta(\tilde{S}) \geq & y^{k}(W(v, u)) \\
& +y^{1}\left(S^{\prime} \cap I_{a^{1}}\right)+y^{2}\left(S^{\prime} \cap I_{a^{2}}\right)-\eta\left(S^{\prime}\right) \\
\geq & y^{k}(W(v, u))+l_{2}(u, i, j) \\
\geq & l_{1}(v, i, j) .
\end{aligned}
$$

If $t_{i-1} \in T_{1}$ and $t_{i+j} \in T_{2}$ or $t_{i-1} \in T_{2}$ and $t_{i+j} \in T_{1}$, we have that

$$
\begin{aligned}
y^{1}\left(\tilde{S} \cap I_{\tilde{a}^{1}}\right)+y^{2}\left(\tilde{S} \cap I_{\tilde{a}^{2}}\right)-\eta(\tilde{S}) & \geq \hat{y}(W(v, u)) \\
& +y^{1}\left(S^{\prime} \cap I_{a^{1}}\right)+y^{2}\left(S^{\prime} \cap I_{a^{2}}\right)-\eta\left(S^{\prime}\right) \\
& \geq \hat{y}(W(v, u))+l_{2}(u, i, j) \\
& \geq l_{1}(v, i, j) .
\end{aligned}
$$

We conclude that (4.3) is true. Relation (4.3) finally implies that

$$
\begin{aligned}
l_{\min } & =\min _{v \in V_{D} \backslash T_{D}} l_{1}(v, 1, z-1) \\
& \leq \min _{v \in V_{D} \backslash T_{D}} \min _{\mathcal{S}_{1, z-1}^{v}} \min _{a \in \mathcal{F}_{v}(S)} y^{1}\left(S \cap I_{a^{1}}\right)+y^{2}\left(S \cap I_{a^{2}}\right)-\eta(S) \\
& \leq \min _{S \in \mathcal{S}} \min _{a \in \mathcal{F}(S)} y^{1}\left(S \cap I_{a^{1}}\right)+y^{2}\left(S \cap I_{a^{2}}\right)-\eta(S) .
\end{aligned}
$$

This completes the proof.
An edge set $S_{l}$ that attains the minimum value $l_{\min }$ can easily be obtained by labeling the corresponding edges in Recursion 4.4. Per construction, $S_{l}$ is an element of $\mathcal{S}$. Note that the Recursion 4.4 formulas implicitly define a vector $a_{l} \in\{0,1\}^{\left\{T_{1}, T_{2}\right\} \times E}$ such that $l_{\min }=y^{1}\left(S_{l} \cap I_{a_{l}^{1}}\right)+y^{2}\left(S_{l} \cap I_{a_{l}^{2}}\right)-\eta\left(S_{l}\right)$. If $l_{\min } \geq-1$, we conclude from Theorem 4.5 that there does not exist a violated extended alternating cycle inequality. If $l_{\min }<-1, a_{l}$ is not necessarily a sifting of $S_{l}$.

Example 4.6. Consider the example depicted in Figure 9. Given a complete rectangular $3 \times 3$ grid graph, the terminals of net 1 are printed as small black rectangles and those of net 2 as small black circles. All other nodes are depicted as white circles. The solid lines represent edges $e$ with value $y_{e}^{1}=1$, dashed lines edges $e$ having value $y_{e}^{2}=0.5$, and dotted lines edges $e$ with value $y_{e}^{1}=0.5$. The edge set in $G_{D}$ yielding $l_{\text {min }}$ is drawn in thick black lines. $l_{\min }$ results from the following computation: $l_{\text {min }}=l_{1}(4,4,0)+l_{1}(4,3,0)+l_{1}(4,1,1)=\left(y_{-1}\left(4, d_{4}\right)-\frac{1}{2}\right)+\left(y_{-1}\left(4, d_{3}\right)-\frac{1}{2}\right)+\left(y^{1}(4,2)+\right.$ $\left.l_{1}(2,1,0)+l_{1}(2,2,0)\right)=\left(0.0-\frac{1}{2}\right)+\left(0.0-\frac{1}{2}\right)+\left(0.5+\left(0.0-\frac{1}{2}\right)+\left(0.0-\frac{1}{2}\right)\right)=-1.5$. The branching nodes of the recursion are the nodes 4 and 2 ; i.e., edge $\{1,2\}$ is counted twice. The branching nodes of the edge set $S_{l}$ are the nodes 4 and 1 . Therefore, $a_{l}$ does not define a sifting for $S_{l}$. However, $a_{l}$ can be modified to a sifting $\bar{a}_{l}$ for $S_{l}$. In this case we obtain $y^{1}\left(S_{l} \cap F_{\bar{a}_{l}^{1}}\right)+y^{2}\left(S_{l} \cap F_{\bar{a}_{l}^{2}}\right)-\alpha\left(S_{l}\right)=-1.0$ implying that the corresponding cycle inequality is not violated.
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We do not see how to avoid these cases. We have no alternative but to check whether $a_{l}$ actually is an element of $\mathcal{F}\left(S_{l}\right)$. Thus, the proposed algorithm is not an exact separation method. However, it provides a lower bound for the slack of the
most violated extended alternating cycle inequality and, if $l_{\min } \geq-1$, a proof that no extended alternating cycle inequality exists that is violated by $y$.

Clearly, the recursion itself for computing $l_{\min }$ takes time $O\left(\left|V_{D}\right|^{2}\left(\left|T_{1}\right|+\left|T_{2}\right|\right)^{2}\right)$. The values $y(u, v)$ and $y^{k}(u, v), k \in\{1,2\}$, can be determined by any shortest path algorithm. However, at first sight it is not obvious how to compute the values $y_{-1}(u, v)$. It turns out that these values can be calculated by calling a shortest path algorithm twice. This will be the topic of the following subsection. Thus, the overall running time of our algorithm is $O\left(\left|V_{D}\right|^{2}\left(\left|T_{1}\right|+\left|T_{2}\right|\right)^{2}+\gamma\right)$, where $\gamma$ is the time to compute the shortest paths between all pairs of nodes.

Finally, let us remark that in our cutting plane algorithm for computing a minimum weight Steiner tree packing, we do not only try to determine the most violated extended alternating cycle inequality by using Recursion 4.4. Instead, we also compute Steiner trees for $M$ in $G_{D}$ heuristically. Again, we use the algorithm proposed by [TM80] with cost function $y^{1}+y^{2}$. Thereafter, we determine the best possible sifting for the resulting Steiner trees.

Up to now, all partitions $V_{1}, \ldots, V_{k}$ of $V$ considered in our separation algorithm have cardinality $k=|M|$. In other words, each node in the contracted graph $G\left(V_{1}, \ldots, V_{k}\right)$ is part of the alternating cycle. It is natural to generalize this in the sense that not all elements of the partition $V_{1}, \ldots, V_{k}$ belong to the alternating cycle but are viewed as certain additional nodes in the contracted graph. We have analyzed this generalization from a theoretical point of view and have identified conditions under which the resulting inequalities are facet-defining. (See [GMW92a].) Moreover, the dynamic program described above can be adapted to this generalization. It also provides a lower bound for the slack of the most violated inequality. A detailed description of this algorithm requires many technicalities that we do not want to present here. For a discussion of this separation algorithm we refer to [M92].
5. Determining cheapest paths with cost-free edges. The following combinatorial optimization problem is an interesting variant of the shortest path problem. We are given a graph $G=(V, E)$ with costs $c_{e} \geq 0$ for all edges $e \in E$, two nodes $s, t \in V$, and a nonnegative integer $k$. We want to find a cheapest path from $s$ to $t$ where the "cost" of a path is the usual cost minus the sum of the costs of the $k$ (or at most $k$ ) most expensive edges of the path. Another way to view the problem is the following. We have $k$ tokens that allow us to use $k$ (or at most $k$ ) edges for free. We want to choose a path from $s$ to $t$ and employ the $k$ tokens to use $k$ (or at most $k$ ) edges without any costs in such a way that the total sum paid for the use of the remaining edges is as small as possible. Clearly, this problem also has a directed version; we can similarly search for odd or even paths or cycles where $k$ of the edges can be used for free.

We are particularly interested in the case of $[s, t]$-paths where $k=1$, since the computation of cheapest paths with one cost-free edge is necessary to compute the values (1) $l_{1}(v, i, 0)=y_{-1}\left(v, d_{i}\right)-\frac{1}{2}$ in Recursion 4.4. There is an obvious way to determine a cheapest $[s, t]$-path with one cost-free edge. For every edge $e \in E$, we do the following: we define a new cost function by setting $c_{f}^{e}:=c_{f}$, if $f \neq e$, and $c_{e}^{e}:=0$, and we compute a shortest $[s, t]$-path in $G$ with cost function $c^{e}$. Every shortest of the $|E|[s, t]$-paths determined this way is a cheapest $[s, t]$-path with one cost-free edge. (This process can be clearly generalized to the case $k \geq 1$.) However, a cheapest [ $s, t]$-path with one cost-free edge can be computed faster by calling a shortest path algorithm only twice as follows.

Algorithm 5.1 (Cheapest paths from $s$ to all other nodes with one cost-free edge).

## Input:

$A$ graph $G=(V, E)$, edge costs $c_{e} \geq 0, e \in E$ and a node $s \in V$.

## Output:

The costs of cheapest paths from $s$ to all $v \in V$ with one cost-free edge.

## Datastructures:

$$
\begin{aligned}
d(v)= & \text { Length of a shortest }[s, v]-\text { path. } \\
m(v)= & \text { Cost of a cheapest path from } s \text { to } v \text { with one cost-free edge. } \\
N= & \text { List of unlabeled nodes that are incident } \\
& \text { to some labeled node. }
\end{aligned}
$$

(1) Compute $d(v)$ for all $v \in V$ using a shortest path algorithm.
(2) Initialize $m(v)=d(v)$ for all $v \in V$.
(3) Set $m(s)=0$ and $N=\emptyset$.

Label s. (All other nodes are supposed to be unlabeled.)
For all nodes $v$ adjacent to $s$ set $m(v)=0$ and $N=N \cup\{v\}$.
(4) As long as there exists an unlabeled node, perform the following steps:
(5) Determine a node $v \in N$ with $m(v)=\min \{m(u) \mid u \in N\}$.
(6) Label $v$ and set $N=N \backslash\{v\}$.
(7) For all nodes $u$ adjacent to $v$ perform the following steps:

$$
\begin{aligned}
& \text { If } \min \left\{m(v)+c_{v u}, d(v)\right\}<m(u), \text { set } \\
& m(u)=\min \left\{m(v)+c_{v u}, d(v)\right\} \text {. } \\
& N=N \cup\{u\} .
\end{aligned}
$$

(8) Return the values $m(v)$ for all $v \in V$.
(9) STOP. The following theorem states the correctness of the algorithm.

Theorem 5.2. Let $G=(V, E)$ be a graph with nonnegative edge costs $c_{e}, e \in E$. Then, Algorithm 5.1 determines the cheapest path from s to $v$ with one cost-free edge for all $v \in V$.

Proof. To avoid confusion we use the following notation throughout this proof: for a path $P$ from $u$ to $v$, we denote by $c(P)=\sum_{e \in P} c_{e}$ the "length" of path $P$ and use the term "shortest" if $c(P)$ is minimum among all $[u, v]$-paths. On the other hand, for a path $P$ from $u$ to $v$ with one cost-free edge, we call the value $c(P)-\max _{e \in P} c_{e}$ the "cost" of path $P$ and speak of a "cheapest" path $P$ if the value $c(P)-\max _{e \in P} c_{e}$ is minimum among all $[u, v]$-paths.

By induction on the number of labeled nodes we show the following: if a node $v$ is labeled, then $m(v)$ is the cost of a cheapest [ $s, v$ ]-path with one cost-free edge. In order to prove this, we need the property that for all $v \in N, m(v)$ is the cost of a cheapest $[s, v]$-path with one cost-free edge whose inner nodes are only labeled nodes. This will be simultaneously shown by the induction.

If $s$ is the only labeled node, the statement is true due to step (3) of Algorithm 5.1. Suppose the statement is true for $i-1$ labeled nodes and we have chosen an $i$ th node $v$, say, in step (5). We claim that $m(v)$ is the cost of a cheapest $[s, v]$-path with one cost-free edge. If this is not the case, there exists a path from $s$ to $v$ with one cost-free edge that is cheaper. Suppose $P$ is such a path with cost $m_{P}$. Then $P$ must contain an edge that connects an unlabeled node with a labeled one. Let $u w$ (with $w$ unlabeled) be the first of these edges. Obviously, $w \in N$. From the assumption of the induction we know that $m(w)$ is the cost of a cheapest $[s, v]$-path with one
cost-free edge whose inner nodes are only labeled nodes. Thus, $m(w) \leq m_{P}<m(v)$, a contradiction to the choice of $v$.

It remains to be shown that for all unlabeled nodes $u \in N$ the value $m(u)$ is the cost of a cheapest $[s, u$ ]-path with one cost-free edge whose inner nodes are labeled. We assume that $v$ was the node chosen in step (5).

Due to the induction assumption, $m(u)$ is the cost of a cheapest $[s, u]$-path with one cost-free edge whose inner nodes are labeled and different from $v$. This value is compared in step (7) with the cost of a cheapest $[s, u]$-path with one cost-free edge whose predecessor is $v$ and whose inner nodes are labeled. Suppose there exists an [ $s, u$ ]-path $P$ with one cost-free edge that is cheaper and whose inner nodes are labeled such that $v \in V(P)$ and $w u \in P, w \neq v$. Without loss of generality, let $P$ be the cheapest of those paths and $m_{P}$ the cost of $P$. If $m_{P}=d(w)$ (i.e., $w u$ is a maximal edge), we conclude that $m_{P}=d(w) \geq d(v) \geq m(u)$, a contradiction. Otherwise, $m_{P}=m(w)+c_{w u}$. Since $w$ was labeled before $v$, there exists due to the assumption of induction a cheapest path $P^{\prime}$ from $s$ to $w$ with one cost-free edge whose inner nodes are labeled and different from $v$. Let $m_{P^{\prime}}$ be the cost of $P^{\prime}$. We obtain that $m_{P}=m(w)+c_{w u} \geq m_{P^{\prime}}+c_{w u} \geq m(u)$, a contradiction. This shows Theorem 5.2.
6. Computational results. In this section we report on the success of our separation algorithms for the solution of practical problem instances. We have developed a branch and cut algorithm to solve a certain class of Steiner tree packing problems arising in the design of electronic circuits. Here, the underlying graph is a complete rectangular grid graph and the set of terminals are located on the outer face. The task is to find a Steiner tree packing with minimal weight, where all edge weights are equal to one. These problems are called switchbox routing problems in the VLSI literature. We have tested our algorithm on switchbox routing problems discussed in the literature. We emphasize here the performance of the separation routines and selected four test samples for this purpose.

Table 1

| Example | h | w | N | Distribution of the nets |  |  |  |  |  | Ref. |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | 2 | 3 | 4 | 5 | 6 |  |  |
| Difficult switchbox | 15 | 23 | 24 | 15 | 3 | 4 | 1 | 1 | $[\mathrm{BP} 83]$ |  |
| Terminal intensive <br> switchbox | 16 | 23 | 24 | 8 | 7 | 5 | 4 |  | $[\mathrm{~L} 85]$ |  |
| Dense switchbox | 17 | 15 | 19 | 3 | 11 | 5 |  |  | $[\mathrm{~L} 85]$ |  |
| Pedagogical <br> switchbox | 16 | 15 | 22 | 14 | 4 | 4 |  |  | $[\mathrm{CH} 88]$ |  |

Table 1 summarizes the data of our test problems. Column 1 presents the names of the instances used in the literature. In columns 2 and 3 the height and width of the underlying grid graph is given. Column 4 contains the number of nets. Columns 5 to 9 provide information about the distribution of the nets; more precisely, column 5 gives the number of 2 -terminal nets, column 6 gives the number of 3 -terminal nets, and so on. Finally, the last column states the reference to the paper the example is taken from.

In [GMW92b] we report on our experiences for solving these problems with a branch and cut algorithm. For more details on these switchbox routing problems and on the general outline of our branch and cut algorithm we refer to that paper.

We focus in this section on our evaluation of the various separation algorithms described in the previous sections. We have, in total, implemented nine exact and heuristic separation routines. We have executed many test runs using just a single separation routine and two, three, or more separation routines in various combinations and orders. It seems impossible to present all the data of these runs here and discuss the relative merits of the choices. We rather want to describe our final selection of separation algorithms and to indicate why we have made some of the choices.

Initially, we started with the trivial LP relaxation consisting of just the upper and lower bounds and the degree constraints for all terminals. This turned out to be a disastrous beginning. It took the separation routines almost forever to add sufficiently many cutting planes so that the graphs $G^{k}$ induced by the edges $E^{k}:=$ $\left\{e \in E \mid x_{e}^{k}>0\right\}$ became connected. We therefore added a preprocessing stage that, for each net, generates certain Steiner partition inequalities by analyzing the positions of the terminals of the net. In particular, our program determines all horizontal and vertical cuts that separate two terminals of a net and a number of further suitably chosen Steiner partition inequalities. In this stage we keep an eye on the spatial distribution of the corresponding cuts and multicuts; i.e., we try to select inequalities in such a way that almost every edge appears with a positive coefficient in one of the initial inequalities and only few edges occur in many inequalities. The reason for this rule is that, by this choice, the LP solver is unable to satisfy many inequalities at once by setting just a few variables to a positive value. Satisfactory rules for determining Steiner cut and partition inequalities of this type were found by running various combinations of choices and comparing the computational results on many practical instances. The introduction of this preprocessing stage was, in retrospect, decisive for the practical success of our approach.

For the separation of the Steiner partition inequalities, we have programmed the exact separation routine described in $\S 3$ and two heuristics. These heuristics determine short Steiner trees in the dual graph $G_{D}$ introduced in $\S 3$. The running times of these heuristics are only small fractions of the running time of the exact separation algorithm. Moreover, the heuristics tend to find significantly more violated constraints than the exact routine. Our experiments indicated that a certain combination of the heuristics and the exact method seems to perform best. We first run the two heuristics and stop the cutting plane generation if a certain threshold for the number of cutting planes that we want to generate at most in one iteration is surpassed. We control the heuristics by several parameters so that violated Steiner partition inequalities of different structure and small overlap are generated. The time-consuming exact method is only called if none of the separation heuristics is able to find a violated Steiner partition inequality. Column 2 of Table 2 shows the number of Steiner partition inequalities generated during the runs of our final combination of exact and heuristic separation algorithms for the Steiner partition inequalities on the test instances. The results show that our methods are quite successful cutting plane generators.

TABLE 2

| Example | Steiner part. ineq. | Ext. alt. cycle ineq. |
| :--- | :---: | :---: |
| Difficult switchbox | 5328 | 924 |
| Terminal intensive <br> switchbox | 6050 | 862 |
| Dense switchbox | 3416 | 436 |
| Pedagogical switchbox | 2977 | 556 |

Our computational experiments revealed that a similar strategy also yields the best results with respect to separating extended alternating cycle inequalities. Here our final choice was to execute the separation heuristic described in $\S 4$ first and to call the dynamic program only if the separation heuristic failed to determine a violated extended alternating cycle inequality. Moreover, based on comparing the running time spent with the probability of success, we decided to call the separation algorithms for the extended alternating cycle inequalities not for all net pairs. Our choice is as follows. We determine "conflicting nets," i.e., those nets that our primal heuristic for finding a Steiner tree packing is unable to route simultaneously, and run the separation routines for extended alternating cycle inequalities only for these pairs of nets. Column 3 of Table 2 shows the number of violated extended alternating cycle inequalities that were generated with these strategies for our test instances. Again, this combination of separation methods was highly successful.

Table 3

| Example | Steiner cut |  |  |  | Steiner part. |  |  |  | St. part. + al. cycle |  |  |
| :--- | :---: | :---: | ---: | ---: | :---: | :---: | ---: | ---: | ---: | ---: | :---: |
|  | lb | ub | time | lb | ub | time | lb | ub | time |  |  |

Table 3 emphasizes the performance of our final selection of separation algorithms. The table shows three different strategies. One is to compute the LP-relaxation of the integer program (2.1). Violated Steiner cut inequalities (see (2.1) (i)) can be found in polynomial time by applying min-cut computations. For our test instances, this separation problem reduces to computing shortest paths in the dual graph $G_{D}$. (See §3.) This is the method we implemented. Columns 2 through 4 show the lower bound, the upper bound (computed by an LP-based heuristic), and CPU time in minutes (spent on a Sun Sparc SS20-502) until no more violated Steiner cut inequalities can be found. Columns 5 to 7 present the results when Steiner partition inequalities are also separated in the way previously explained. We report on the numbers that we achieve with our final separation strategy (including the separation of Steiner partition inequalities and extended alternating cycle inequalities) in columns 8-10.

Most of the switchbox routing problems that we investigated can be solved to optimality without too much branching. This does not only indicate that the separation algorithms work very well, but also that the Steiner partition inequalities and the alternating cycle inequalities describe the (for our type of problems) relevant part of the Steiner tree packing polyhedron quite well. Moreover, it has turned out that most of the violated inequalities were found by the separation heuristics and that the dynamic programs were called only a few times. Thus, we are hopeful that this approach is also applicable to practical problem instances where only separation heuristics are at hand, i.e., where the underlying graph is not planar or the terminals are not located on a fixed number of faces.
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# ON THE POWER OF DEMOCRATIC NETWORKS* 
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#### Abstract

Linear threshold Boolean units (LTUs) are the basic processing components of artificial neural networks of Boolean activations. Quantization of their parameters is a central question in hardware implementation, when numerical technologies are used to store the configuration of the circuit. In the previous studies on the circuit complexity of feedforward neural networks, no differences had been made between a network with "small" integer weights and one composed of majority units (LTUs with weights in $\{-1,0,+1\}$ ), since any connection of weight $w$ ( $w$ integer) can be simulated by $|w|$ connections of value $\operatorname{sgn}(w)$. This paper will focus on the circuit complexity of democratic networks, i.e., circuits of majority units with at most one connection between each pair of units.

The main results presented are the following: any Boolean function can be computed by a depth-3 nondegenerate democratic network and can be expressed as a linear threshold function of majorities; $A T-L E A S T-k$ and $A T-M O S T-k$ are computable by a depth-2, polynomial-sized democratic network; the smallest sizes of depth-2 circuits computing PARITY are identical for a democratic network and for a usual network; the $V C$-dimension of the class of the majority functions is $n+1$, i.e., equal to that of the class of any linear threshold functions.
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1. Introduction. A Boolean function $f(\boldsymbol{b}): \mathbb{B}^{n} \rightarrow \mathbb{B}$ is a linear threshold function if there exists a weight vector $\boldsymbol{w} \in \mathbb{R}^{n}$ and a threshold $w_{0} \in \mathbb{R}$ such that

$$
\begin{equation*}
f(\boldsymbol{b})=\operatorname{sgn}\left(w_{0}+\boldsymbol{b}^{\top} \boldsymbol{w}\right) . \tag{1.1}
\end{equation*}
$$

The numerical representation used in this paper for the set of Boolean values $\mathbb{B}$ will be $\{-1,+1\}$, and the sign function $\operatorname{sgn}: \mathbb{R} \rightarrow \mathbb{B}$ is defined as $\operatorname{sgn}(x)=+1$ if and only if $x>0$. The processing unit computing a linear threshold Boolean function (LTU) is the basic component of artificial neural networks. A feedforward (i.e., cycle-free) network $\mathcal{N}$ is characterized by its depth $d(\mathcal{N})$, which denotes the length of the longest oriented path in $\mathcal{N}$, and by its size $s(\mathcal{N})$, which will be defined, in the present study, as the number of processing units in $\mathcal{N}$. According to the notation used in [2], $L T_{1}$ denotes the set of all linear threshold Boolean functions, while $\mathcal{L} \mathcal{T}_{d}$ (respectively, $L T_{d}$ ) represents the set of all Boolean functions that can be computed by a feedforward network composed of LTUs, with a depth $d$ and of any size (respectively, with a size bounded by a polynomial in the number of inputs of $\mathcal{N}$ ).

Since $L T_{1}$ contains the conjunction and the disjunction of arbitrarily many arguments, the set $\mathcal{B}^{n}$ of every Boolean function of $n$ arguments is clearly included in $\mathcal{L I}_{2}$. However, when circuits with size bounded polynomially in $n$ are considered, many questions remain. On the one hand, since the number of linear threshold Boolean functions of at most $n$ arguments is in $2^{\Theta\left(n^{2}\right)}$ (see [11, 21]), $\mathcal{B}^{n} \not \subset L T_{d}$ for any constant depth $d$. On the other hand, $L T_{1} \subsetneq L T_{2}$ is the only inclusion known to be proper in the whole hierarchy $L T_{1} \subset L T_{2} \subset L T_{3} \subset \ldots$

The quantization of the parameters $w_{i}(i=0, \ldots, n)$ of the LTUs is essential for any hardware implementation using numerical technologies to store the $w_{i}$ 's. A

[^23]famous result due to Muroga, Toda, and Takasu [12] (see also [14] for a concise proof) shows that the weights of any linear threshold function of $n$ inputs can be integers bounded from above by
$$
\frac{(n+1)^{\frac{n+1}{2}}}{2^{n}}
$$

It is easy to see that some Boolean functions such as COMPARISON are in $L T_{1}$ but require weights of exponential size. Thus, the most important restriction of LTUs which has been considered in the literature has small weights, i.e., integer weights bounded polynomially in the fan-in $[6,15,18]$. Let $\widehat{L T}_{d}$ denote the set of Boolean functions computable by a depth- $d$ polynomial-sized circuit composed of LTUs with small weights. The strongest relationship between $L T_{d}$ and $\widehat{L T}_{d}$ has been obtained recently by Goldmann and Karpinski [5], who proved that $L T_{d} \subset \widehat{L T}_{d+1} \forall d \geq 1$.

The class of linear threshold Boolean functions with integer parameters $w_{i}$ bounded by a constant naturally constitutes the next stage in this simplification of the LTUs. The simplest situation, where each $w_{i}$ is either $+1,0$, or -1 , corresponds to the class of majority Boolean functions and is the central topic of this paper. From a circuit complexity point of view, this new subset of linear threshold Boolean functions presents no particular interest since any LTUs can be transformed into a unit computing a majority function by replacing each connection of value $w_{i}$ by $\left|w_{i}\right|$ connections of value $\operatorname{sgn}\left(w_{i}\right)$. Moreover, the polynomial-sized property of a network is preserved by this transformation when the functions computed by the units of the initial net are in $\widehat{L T}_{1}$. Therefore, in all the theoretical works on the circuit complexity of feedforward networks, the circuits composed of majority Boolean functions are only mentioned as equivalent to these based on functions in $\widehat{L T}_{1}$.

However, the aim of an artificial neural network is more to be able to learn a wide family of tasks than to achieve one particular function. Whenever a circuit architecture has to be determined to suit various tasks, it is of high interest to be able to choose, for example, between a circuit with a few bits per connections or another with some more computational units but with at most one connection of one bit between each pair of units. Also, in simulation it would be desirable to know whether a given problem, generally formulated as two sets, one of positive examples and the other of negative examples, can be correctly learned by a network of a specific architecture (number of layers and number of units per layer) and a specific quantization level of the parameters.

More specifically, in some other studies, we are designing training algorithms for democratic networks [7, 8, 9]. Among other approaches, we attempted to develop methods constructing the network layer by layer during the training phase [1]. In this context, it is highly important to know, for example, whether there exists a depth-2 network for any task that has to be loaded.

The present paper investigates the computational power of feedforward networks whose units realize majority functions. It tries to shed some light on the following question:

Does the computational power of LTUs lie more in the richness of the various affine combinations of the inputs or in the nonlinear function sgn?
The remainder of this paper is divided into five sections. The model of the network involved in the following sections is defined formally in $\S 2$. Section 3 presents a couple of simple constructions for circuits computing some basic Boolean functions such as

AND, OR, AT-LEAST-k, and PARITY. The existence of a depth-2 universal circuit, i.e., able to realize any functions of $\mathcal{B}^{n}$, is discussed in $\S 4$. In $\S 5$, the $V C$-dimension of the class of majority Boolean functions is shown to be equal to that of all the linear threshold Boolean functions. A general discussion and some suggestions for further research constitute the concluding section.
2. Majority functions and democratic networks. The class $M A J_{1}$ of the majority Boolean functions is the set of linear threshold Boolean functions with weights $w_{i}$ restricted to the set $\{-1,0,+1\}$.

Remark 2.1. For the sake of simplicity in the further developments, it is convenient to consider a class of functions closed under negation. The negation of a function $f \in M A J_{1}$ of weights $\boldsymbol{w}$ is already in $M A J_{1}$ when the number of arguments of $f$ is odd, since the latter is self-dual. The negation of an "even-majority" function can be obtained by an inversion of the weight vector, and by simultaneously changing the convention on the value of $\operatorname{sgn}(0)$. For example, this effect can be obtained by allowing the threshold to take values in $\left\{-\frac{1}{2},+\frac{1}{2}\right\}$. This limited flexibility of the threshold gives the choice between an "absolute" and a "nonabsolute" majority and has no effect on odd-majority functions. Finally, observe that with the closure of $M A J_{1}$ under negation we also get its closure under duality.

In practice, an inversion of every out-going connection of a unit computing $f$ corresponds to a modification of $f$ into not- $f$; if all the in-going connections are also inverted, $f$ is changed into its dual $f^{d}$ and, finally, if the threshold is inverted at the same time, the new function computed by the unit is $f$ again.

Definition 2.1. A Boolean function $f: \mathbb{B}^{n} \rightarrow \mathbb{B}$ is a majority Boolean function (i.e., $f \in M A J_{1}$ ) if there exists a weight vector $\boldsymbol{w} \in\{-1,0,+1\}^{n}$ and a threshold $w_{0}= \pm \frac{1}{2}$ satisfying equation (1.1). The $w_{i}$ are also called the coefficients of $f$ and the dot product $\boldsymbol{w}^{\boldsymbol{\top}} \boldsymbol{b}$ is the potential of for the input $\boldsymbol{b}$.

DEfinition 2.2. A democratic network is a feedforward circuit composed of units computing majority Boolean functions with the additional property that there is at most one connection between each pair of units. $\mathcal{M} \mathcal{A} \mathcal{J}_{d}$ (respectively, $M A J_{d}$ ) denotes the set of Boolean functions realizable by a democratic network of depth $d$ and of any size (respectively, of size bounded by a polynomial in its number of inputs). A network is said to be degenerate if it does contain at least two distinct subcircuits computing the same Boolean function.

One observes that the closure of $M A J_{1}$ under negation and duality implies this same property on $\mathcal{M A} \mathcal{J}_{d}$ and on $M A J_{d}$.
3. Representation of basic functions. In the beginning of the last decade, polynomial-sized constant depth circuits composed of LTUs became popular when it was first shown that there is no polynomial-sized constant depth circuit computing PARITY with only $A N D, O R$, and NOT processing units [4]. A few years later it was proved that even if we add the PARITY function to this previous set of basic units, there is no polynomial-sized constant depth circuit able to compute MAJORITY [16]. In contrast, it is interesting to determine the complexity of democratic networks computing these basic functions.

Since the binary conjunction $2-A N D$ is a majority function, the conjunction of $n$ arguments $n-A N D$ is in $M A J_{\left\lceil\log _{2} n\right\rceil}$ by decomposition into $2-A N D$ s. However, the conjunction of $n$ arguments can be realized by democratic networks of smaller depth.

Proposition 3.1. $n-A N D \in M A J_{2}$.
Proof. Consider the $n-1$ pairs of inputs (1,2), $(2,3), \ldots,(n-1, n)$. For each of these pairs, introduce two units on the hidden layer, one with coefficients $(+1,+1)$
and the other with coefficients $(-1,-1)$. Each hidden unit has a negative threshold and is connected to the output unit by a link of weight +1 . The contribution of each pair of hidden units to the output potential is 0 if the two corresponding inputs are identical and -2 otherwise. The total output potential will then be 0 if all the inputs are identical and negative otherwise. Adding one connection from an arbitrary input to the output will produce the desired function. Moreover, the network is clearly nondegenerate, and $d=2, s=2 n-2$.

Note that the latter construction uses only fan-in-2 units on the hidden layer. When the depth of the circuit is not critical, $n-A N D$ can be computed with a number of units bounded by a logarithm in $n$.

Proposition 3.2. $n$-AND can be computed by a nondegenerate democratic network, with $s \in O(\log n)$ and $d \in O\left(\log ^{*} n\right)$.

To verify this proposition let us first prove the following lemma.
Lemma 3.3. The computation of $n-A N D$ can be reduced to the computation of $\left\lfloor\log _{2}(n+1)\right\rfloor-A N D$, using $O\left(\log _{2} n\right)$ majority units.

Proof. Consider a partition of the input set $I$ into $I_{1}$ and $I_{2}$ with $\left|I_{2}\right|=\left\lceil\frac{n}{2}\right\rceil-1$. Add a hidden unit with a negative threshold, connected to each input of $I_{1}$ with a weight +1 and to each input of $I_{2}$ with a weight -1 . If all the inputs of $I_{2}$ are set to +1 , the hidden neuron gives an output +1 only if all the inputs of $I_{1}$ are also set to +1 . Thus, the computation of $A N D$ over the $n$ inputs is equivalent to the computation of $A N D$ over the hidden neuron and the inputs of $I_{2}$. Applying this idea recursively to the subset $I_{2}$, one can construct one hidden layer composed of $h(n)$ neurons, where $h(n)$ is given by the following recursive equation:

$$
\begin{equation*}
h(n)=1+h\left(\left\lceil\frac{n}{2}\right\rceil-1\right), \quad h(0)=h(1)=0 \tag{3.1}
\end{equation*}
$$

The exact solution of equation (3.1) is $h(n)=\left\lfloor\log _{2} \frac{2}{3}(n+1)\right\rfloor$ for every $n>0$. The number $a(n)$ of arguments of the remaining $A N D$ is given by the same recursive relation as $h(n)$ but with initial conditions $a(0)=0$ and $a(1)=1$. By solving this equation, one obtains $a(n)=\left\lfloor\log _{2}(n+1)\right\rfloor$.

Proposition 3.2 is established by recursively applying Lemma 3.3.
Proof. The final size $s(n)$ of the network is given by the following recursive equation:

$$
\begin{equation*}
s(n)=h(n)+s(a(n)), \quad s(0)=s(1)=0 \tag{3.2}
\end{equation*}
$$

It can easily be proved that the solution $s(n)$ of this equation is in $O(\log n)$. The depth of this network is given by the amount of time one has to apply function $a$ to the number $n$ of inputs until a value smaller than 1 is reached, and this is clearly in $O\left(\log ^{*} n\right)$.

Figure 3.1 illustrates this construction by showing the transformation of $10-A N D$ into a three-layered democratic network.

At first glance, the fact that in our model of majority function the threshold is limited to $\left\{ \pm \frac{1}{2}\right\}$ seems to be very restrictive. Indeed, with a threshold varying in the set $\{-n, \ldots,+n\}$, the set of basic functions would contain $n-A N D$ and $n-O R$ and more generally for every $k, A T-L E A S T-k$ (respectively, AT-MOST- $k$ ) which takes the value +1 if and only if there are at least (respectively, at most) $k$ positive inputs. This restriction on the threshold was maintained for uniformity with the coefficients and to satisfy the constraints given by the hardware implementation. The next proposition shows that for every $k, A T-L E A S T-k$ and $A T-M O S T-k$ are computable by small democratic networks.


Fig. 3.1. Multilayer democratic circuit simulating a conjunction $A N D\left(a_{1}, \ldots, a_{10}\right)=$ $A N D\left(m_{1}, a_{7}, \ldots, a_{10}\right)=A N D\left(m_{1}, m_{2}, a_{10}\right)=A N D\left(m_{3}, a_{10}\right)=m_{o}$.

Proposition 3.4. AT-LEAST-k, AT-MOST-k $\in M A J_{2} \forall k$.
Proof. Considering that $M A J_{2}$ is closed under negation and duality and that $A T-L E A S T-\left(\left\lfloor\frac{n}{2}\right\rfloor+1\right)$ is in $M A J_{1}$, we only have to show that AT-LEAST-k is in $M A J_{2} \forall k=\left\lfloor\frac{n}{2}\right\rfloor+2, \ldots, n$.

Regroup the inputs into $m=\left\lfloor\frac{n}{2}\right\rfloor$ pairs $(1,2),(3,4), \ldots$. Connect each input directly to the output unit with a positive weight. For each of the $m$ pairs of inputs, add four hidden units of negative threshold and of coefficients $(+1,+1),(+1,-1)$, $(-1,+1)$, and $(-1,-1)$, respectively. When each of the $6 m$ connections toward the output unit has the value +1 , the contribution of each pair of inputs to the output potential is -2 times the number of negative inputs in the pair. The total contribution is then $-2 l$, where $l$ is the number of negative inputs among the $2 m$ first inputs.

To realize AT-LEAST-k, we only need to add on the hidden layer $1+2(n-k)$ units which should have a positive answer whenever there are at least $k$ positive inputs. These $1+2(n-k)$ units can be any of the $n+1$ units with at least $n-1$ among $n$ coefficients equal to +1 . As $n+1$ is bigger than $1+2(n-k)$ when $k \geq\left\lfloor\frac{n}{2}\right\rfloor+2$, the network can always be nondegenerate. Thus, the output potential $v$ will always be odd and

$$
v\left\{\begin{array}{rr}
\geq & 1 \\
\text { if } & l \leq n-k \\
\leq & -1
\end{array} \text { if } \quad l>n-k .\right.
$$

In case of an odd number of arguments $n$, we just need to add a positive connection from the $n$th input to the output and choose a positive threshold for the output unit.

Definition 3.1. A Boolean function $f$ is symmetric if and only if $f\left(b_{1}, \ldots, b_{n}\right)$ $=f\left(b_{\sigma(1)}, \ldots, b_{\sigma(n)}\right)$ for any permutation $\sigma$ of the inputs. A well-known characterization of symmetric functions is the following: $f$ is symmetric if there exist $k$ integers $t_{1}, \ldots, t_{k}$ such that $f\left(b_{1}, \ldots, b_{n}\right)=1$ if and only if $\sum_{i=1}^{n} b_{i} \in\left\{t_{1}, \ldots, t_{k}\right\}[6,17]$.

Corollary 3.5. Any symmetric Boolean function is in $M A J_{3}$.

Proof. This result is a direct consequence of Proposition 3.4 and of the construction presented in $[6,17]$.

$$
\begin{array}{rr}
f(\boldsymbol{b})=\operatorname{maj}_{-}\left(A T-L E A S T-t_{1}(\boldsymbol{b}),\right. & A T-M O S T-t_{1}(\boldsymbol{b}), \\
\ldots, &  \tag{3.3}\\
A T-L E A S T-t_{k}(\boldsymbol{b}), & \left.A T-M O S T-t_{k}(\boldsymbol{b})\right),
\end{array}
$$

where maj_ denotes the majority function with all coefficients +1 and a negative threshold. $\quad$ -

The $n$-PARITY function is defined as the product of its inputs: $f\left(b_{1}, \ldots, b_{n}\right)=$ $\prod_{i=1}^{n} b_{i}$. A well-known depth- 2 circuit of LTUs realizes $n$-PARITY with exactly $n$ hidden units: each of them computes $A T-L E A S T-k$ for $k=1, \ldots, n$, and the output is a function of $M A J_{1}$ with alternating weight signs $\boldsymbol{w}=(+1,-1,+1, \ldots)$. This construction is the smallest known when no jumping connections over layers are allowed; otherwise, the size $s$ of the depth-2 circuit can be divided by 2 [10] and if depth- 3 networks are considered, the size can even be reduced to $O(\sqrt{n})$ [19].

Although the above construction for PARITY reduces by a factor 2 the size $s$ of the depth-3 democratic network compared with the general construction for a symmetric function (Corollary 3.5), it cannot be used for the development of a depth2 circuit computing $n$-PARITY. The following proposition presents a completely different construction solving this problem with no more than $n$ units on the single hidden layer, and without jumping connections. Note that this construction has been discovered independently by Grossman and is mentioned without proof in [13].

Proposition 3.6. n-PARITY can be computed by a depth-2 nondegenerate democratic network composed of $n$ hidden units.

Proof. On the hypercube $\mathbb{B}^{n}$, let us call the point - $\boldsymbol{b}$ the antipodal of $\boldsymbol{b}$; equator of $\boldsymbol{b}$, noted $\mathrm{Eq}(\boldsymbol{b})$, denotes the set $\left\{\boldsymbol{e} \in \mathbb{B}^{n} \mid \boldsymbol{e}^{\top} \boldsymbol{b}=0\right\}$. For any Boolean function $f$, the characteristic subset of $\mathbb{B}^{n}$ is defined as $\mathrm{C}(f)=\left\{\boldsymbol{b} \in \mathbb{B}^{n} \mid f(\boldsymbol{b})=+1\right\}$. The two following observations are the key elements of the proof:

- The sum of the outputs of two majority units of positive threshold and with weights $\boldsymbol{w}$ and $-\boldsymbol{w}$, respectively, is +2 if the input is in $\operatorname{Eq}(\boldsymbol{w})$ and 0 otherwise (obvious).
- For $n$ even, there exist $\frac{n}{2}$ equators covering $\mathrm{C}(n$-PARITY) without containing any other points (proved below).
With these remarks, the construction follows easily and it is illustrated in Figure 3.2 for the case $n=4$.

The network with $n$ hidden units and one output unit is such that each hidden unit $i$ has a weight vector $\boldsymbol{w}^{i}$, a positive threshold, and a positive connection with the output. The $\boldsymbol{w}^{i}$ 's are defined by

$$
\boldsymbol{w}^{1}=(\underbrace{+1, \ldots,+1}_{\left\lceil\frac{n}{2}\right\rceil}, \underbrace{-1, \ldots,-1}_{\left\lfloor\frac{n}{2}\right\rfloor})
$$

and $\boldsymbol{w}^{2}, \ldots, \boldsymbol{w}^{n}$ are the cyclic permutations of the $n$ components of $\boldsymbol{w}^{1} ;$ i.e., $w_{j \oplus 1}^{i+1}=$ $w_{j}^{i}, i, j \in\{1, \ldots, n\}$, where $j \oplus 1$ denotes the cyclic increment of $j(n \oplus 1=1)$.

As a consequence of this definition of the $\boldsymbol{w}^{i}$ we note that $\forall \boldsymbol{b} \in \mathbb{B}^{n}, \forall i \in\{1, \ldots, n\}$,

$$
\begin{equation*}
\boldsymbol{b}^{\top} \boldsymbol{w}^{i \oplus 1}-\boldsymbol{b}^{\top} \boldsymbol{w}^{i} \in\{-4,0,+4\} \tag{3.4}
\end{equation*}
$$



Fig. 3.2. Construction of four-PARITY using four majority units. Four majority units, whose weight vectors $w^{i}$ are equal to the vertices of the hypercube indicated with a thick circle, are used to cover all the vertices of positive parity without covering any other vertex.

Moreover, if $b^{+}$(respectively, $b^{-}$) denotes the number of positive (respectively, negative) components in the point $b$,

$$
\boldsymbol{b}^{\top} \boldsymbol{w}^{i} \bmod 4=\left\{\begin{array}{llll}
0 & \text { if } & b^{+}, b^{-} \text {are even } & \text { (i.e., } n \text { is even), }  \tag{3.5}\\
1 & \text { if } & b^{+} \text {is odd and } b^{-} \text {is even } & \text { (i.e., } n \text { is odd), } \\
2 & \text { if } & b^{+}, b^{-} \text {are odd } & \text { (i.e., } n \text { is even), } \\
3 & \text { if } & b^{+} \text {is even and } b^{-} \text {is odd } & \text { (i.e., } n \text { is odd). }
\end{array}\right.
$$

- When $n$ is even, $\boldsymbol{w}^{i}$ and $\boldsymbol{w}^{i \pm \frac{n}{2}}$ are antipodal and thus the contribution of the units $i$ and $i \pm \frac{n}{2}$ to the output potential is 0 for every point of $\mathbb{B}^{n}$ except those in $\operatorname{Eq}\left(\boldsymbol{w}^{i}\right)$ for which it is +2 . By equation (3.5), if a point $\boldsymbol{b}$ is in $\mathrm{Eq}\left(\boldsymbol{w}^{i}\right), b^{+}$and $b^{-}$are both even and thus $\boldsymbol{b} \in \mathrm{C}(n-P A R I T Y)$. To complete the proof it remains to show that any point of $\mathrm{C}(n-P A R I T Y)$ is in $\mathrm{Eq}\left(\boldsymbol{w}^{i}\right)$ for at least one $i$. Let $\boldsymbol{b}$ be an arbitrary point in $\mathrm{C}\left(n\right.$-PARITY); i.e., $b^{-}$is even and by equation (3.5), $\boldsymbol{b}^{\top} \boldsymbol{w}^{i} \bmod 4=0$, and say $\boldsymbol{b}^{\top} \boldsymbol{w}^{1}=4 \alpha=-\boldsymbol{b}^{\top} \boldsymbol{w}^{\frac{n}{2}+1}$. By property (3.4), the sequence $4 \alpha=\boldsymbol{b}^{\top} \boldsymbol{w}^{1}, \ldots, \boldsymbol{b}^{\top} \boldsymbol{w}^{\frac{n}{2}+1}=-4 \alpha$ has to be 0 for at least one $i \in\left\{1, \ldots, \frac{n}{2}\right\}$, and thus $\boldsymbol{b} \in \operatorname{Eq}\left(\boldsymbol{w}^{i}\right)$.
- When $n$ is odd (say $n=2 m+1$ ), one observes that $\boldsymbol{b}^{\top} \boldsymbol{w}^{i}=-\boldsymbol{b}^{\top} \boldsymbol{w}^{i \pm m} \pm$ $2 \forall i \in\{1, \ldots, n\}, \forall \boldsymbol{b} \in \mathbb{B}^{n}$. This implies that these two dot products are of the same sign only if they are both +1 or both -1 . As $n$ is odd, there is at least one couple ( $\boldsymbol{b}^{\top} \boldsymbol{w}^{i}, \boldsymbol{b}^{\top} \boldsymbol{w}^{i \pm m}$ ) with both elements of the same sign and by property (3.4), the existence of couples of type $(+1,+1)$ and of type $(-1,-1)$ are mutually exclusive. The sign of the output is thus completely determined by the type of these particular couples appearing in the sequence of the potentials of all the hidden units. Property (3.5) concludes the proof, since couples of type $(+1,+1)$ correspond to the case of $b^{-}$even, i.e., $\boldsymbol{b} \in$ C( $n$-PARITY).

4. Universal democratic networks. Although $A N D \mathrm{~s}$ and $O R \mathrm{~s}$ are not very adequate to simulate most of the Boolean functions within a compact-sized circuit, they remain interesting since every function can be represented in a depth- 2 circuit, using the CNF or DNF forms (conjunctive or disjunctive normal forms). This section will address the question of what is the shortest democratic network able to compute any Boolean function.

Using the CNF or the DNF form, an obvious corollary of Proposition 3.1 is that $\mathcal{B}^{n} \in \mathcal{M} \mathcal{A} \mathcal{J}_{4}$. The following proposition shows how $\mathcal{B}^{n} \in \mathcal{M} \mathcal{A J}_{3}$ by the simultaneous use of both conjunctive and disjunctive forms.

Proposition 4.1. $\mathcal{M} \mathcal{A J}_{3}=\mathcal{B}^{n}$.
Proof. For a given function $f$, consider a CNF decomposition $A N D\left(d_{1}, \ldots, d_{k}\right)$ and a DNF decomposition $O R\left(c_{1}, \ldots, c_{l}\right)$, where $d_{i}$ and $c_{i}$ are disjunctions and conjunctions, respectively, over the set of inputs and their negations. Let us assume that $k \geq l$; if it is not the case, one can replace $f$ by not- $f$ and exchange the roles of the $d_{i}$ and the $c_{i}$. Then we claim that

$$
f=\operatorname{maj}\left(c_{1}, \ldots, c_{l}, d_{1}, \ldots, d_{l-1}\right)
$$

This majority is composed of $2 l-1$ terms. If $f(\boldsymbol{b})=+1$, then $d_{i}(\boldsymbol{b})=+1 \forall i=1, \ldots, k$ and $c_{i}(\boldsymbol{b})=+1$ for at least one $i=1, \ldots, l$, so at least $l$ terms among the $2 l-1$ will be +1 . On the other hand, if $f(\boldsymbol{b})=-1, c_{i}(\boldsymbol{b})=-1 \forall i=1, \ldots, l$ and thus at least $l$ of the $2 l-1$ hidden units answer -1 for $\boldsymbol{b}$.

The size of the network obtained by this construction is in $O(\min \{k, l\})$, but, of course, for almost all interesting Boolean functions, this size of the most compact normal form can be quite large, i.e., exponential in $n$ (e.g., PARITY). Moreover, there is very little hope to be able to save one more layer of a three-layered democratic network simulating an arbitrary Boolean function, when the construction is based on CNFs or DNFs of the functions, as suggested in Proposition 4.1.

An alternative way for constructing Boolean functions is based on the well-known fact that every Boolean function can be expressed as a polynomial over the field of rational numbers, in the variables $b_{1}, \ldots, b_{n}$, when the numerical representations -1 and +1 are used for the Boolean values true and false, respectively. For every Boolean function $f: \mathbb{B}^{n} \rightarrow \mathbb{B}$, there is a unique vector of coefficients $\boldsymbol{c} \in \mathbb{R}^{2^{n}}$, such that

$$
\begin{equation*}
f(\boldsymbol{b})=\sum_{\alpha \in\{0,1\}^{n}} c_{\alpha} \prod_{i=1}^{n} b_{i}^{\alpha_{i}} . \tag{4.1}
\end{equation*}
$$

A term of this polynomial, indexed by $\alpha$, is simply a parity function over the subset of variables whose characteristic vector is $\alpha$. Thus, using expression (4.1), an arbitrary Boolean function can be expressed as a linear threshold function of parities defined over some of the $n$ inputs. Since the coefficients $c_{\alpha}$ of the polynomial are rational, the linear threshold function can be simulated by a majority function, assuming a duplication of the parity functions. Using Proposition 3.6, this polynomial form provides a depth-3 degenerate circuit of majority units.

In the last part of this section, we are going to show how any Boolean function can be simulated by a democratic network of depth 2 . This issue is of high interest when we consider incremental training algorithms that build a depth-2 democratic network by adding hidden units iteratively.

In [2], the polynomial representation (4.1) has been used to simulate any Boolean function by a network with LTUs, and the author shows how one can get rid of the second layer in order to get a depth-2 network of LTUs computing an arbitrary Boolean function. (See Theorem 2.1 in [2].) However, the construction proposed uses $A T-L E A S T-k$ and $A T-M O S T-k$ functions in the first layer, and so it cannot be exploited for the construction of a depth-2 universal democratic network, unless $n$ constant inputs are artificially added to the $n$ original inputs of the network.

Proposition 4.2. Any Boolean function can be computed by a depth-2 democratic network.

Proof. Since nondegeneracy is not required in this result, it is sufficient to show that any Boolean function can be computed by a depth-2 circuit, with majority units on the hidden layer, and a single LTU as output unit. The latter can then be simulated by a majority unit and an appropriate duplication of the hidden units. For this purpose, we are going to start from the depth-3 democratic network mentioned above and based on the polynomial representation of equation (4.1), and by using Remark 4.1, we will show how one can get rid of the second layer computing the parity functions.

Remark 4.1. An intermediate unit can be suppressed from a network composed of LTUs if the absolute value of its potential is a nonzero constant $\alpha$ for every possible input of the network. After dropping such a unit of coefficients $\boldsymbol{w}$ and of output connection value $o$, for each of its in-connections of value $w_{i}$, a connection of value $\frac{o w_{i}}{\alpha}$ should be introduced from the $i$ th predecessor of the unit to its successor.

To complete the proof, we will show that there is a depth-2 democratic network computing the $n$-PARITY in such a way that the absolute value of the output potential is $\alpha$, where $\alpha$ is a function of $n$. This network is obtained by placing on the hidden layer the $2^{n}$ units with positive threshold and coefficients $\boldsymbol{w} \in \mathbb{B}^{2^{n}}$. The output connection $o$ of a given hidden unit is fixed by the following rule:

$$
\begin{aligned}
& \text { If } n \text { is even, } \quad o=\left\{\begin{array}{lll}
+1 & \text { if } & \operatorname{Eq}(\boldsymbol{w}) \subset \mathrm{C}(n \text {-PARITY }), \\
-1 & \text { if } & \operatorname{Eq}(\boldsymbol{w}) \subset \mathbb{B}^{n}-\mathrm{C}(n \text {-PARITY }) ;
\end{array}\right. \\
& \text { if } n \text { is odd, } \quad o=\left\{\begin{array}{llll}
+1 & \text { if } & \exists \boldsymbol{x} \in \mathrm{C}(n \text {-PARITY) } & \text { s.t. }
\end{array} \boldsymbol{x}^{\top} \boldsymbol{w}=+1, ~ 子 \begin{array}{ll}
\text { s.t. } & \boldsymbol{x}^{\top} \boldsymbol{w}=-1 .
\end{array}\right.
\end{aligned}
$$

This particular choice for the value $o$ ensures that the total contribution to the potential of the output unit is strictly positive if the input is in $\mathrm{C}(n$-PARITY) and strictly negative otherwise. Moreover, the property assumed in Remark 4.1 is a consequence of the symmetry due to consideration on the hidden layer of all the complete majorities (i.e., without 0 weights) over the $n$ inputs.
5. The $\boldsymbol{V C} \boldsymbol{C}$-dimension of $\boldsymbol{M A} J_{1}$. A characterization of the computational power of a class of functions is given by the Vapnik-Chervonenkis dimension [20]. In order to formalize this notion, we first introduce some preliminary definitions. A dichotomy of $p$ points $\omega_{1}, \ldots, \omega_{p}$ in some space $\Omega$ is a partition of these points into two disjoint classes. It can be considered as a function $d:\left\{\omega_{1}, \ldots, \omega_{n}\right\} \rightarrow \mathbb{B}$ and it will be denoted by a Boolean vector $\boldsymbol{d} \in \mathbb{B}^{p}$. Let $F$ be a set of Boolean-valued functions defined on $\Omega$; a subset $\Gamma \subseteq \Omega$ is said to be shattered by $F$ if each of the $2^{|\Gamma|}$ possible dichotomies of $\Gamma$ corresponds to at least one function of $F$ restricted to $\Gamma$. The Vapnik-Chervonenkis dimension of $F$, noted $V C-\operatorname{dim}(F)$, is the size of the largest shattered subset $\Gamma \in \Omega$.

When $\Omega=\mathbb{R}^{n}$, all dichotomies of $n+1$ points are linearly separable if and only if the $n+1$ points are not contained in an $n-1$-dimensional hyperplane of $\mathbb{R}^{n}$ [3]. Since it is easy to find $n+1$ points in $\mathbb{B}^{n}$ not contained in an $n$ - 1 -dimensional subspace of $\mathbb{R}^{n}$, the $V C$-dimension of the set of all linearly separable Boolean functions of $n$ arguments is $n+1$. The following proposition shows that the $V C$-dimension does not change when the set of Boolean functions is restricted from $L T_{1}$ to $M A J_{1}$.

Proposition 5.1. $V C-\operatorname{dim}\left(M A J_{1} \cap \mathcal{B}^{n}\right)=n+1$.
Proof. Since $M A J_{1} \subset L T_{1}$, the $V C$-dimension of $M A J_{1} \cap \mathcal{B}^{n}$ is bounded from above by $n+1$. To prove the proposition, we will show that the following set of $n+1$
points of $\mathbb{B}^{n}$ is shattered by $M A J_{1}$ :

$$
\underbrace{(-1,-1, \ldots,-1)}_{\boldsymbol{b}^{0}}, \underbrace{(+1,-1, \ldots,-1)}_{\boldsymbol{b}^{1}}, \underbrace{(+1,+1, \ldots,-1)}_{\boldsymbol{b}^{2}}, \cdots, \underbrace{(+1,+1, \ldots,+1)}_{\boldsymbol{b}^{n}}
$$

Let an arbitrary dichotomy of these $n+1$ points be given by $\boldsymbol{d}=\left(d_{0}, d_{1}, \ldots, d_{n}\right) \in$ $\mathbb{B}^{n+1}$. Since $M A J_{1}$ is closed under negation, we can assume without loss of generality that $d_{0}=+1$.

Consider the following definition of the threshold and of the weights:

$$
\begin{equation*}
w_{0}=\frac{1}{2}, \quad w_{i}=\frac{d_{i}-d_{i-1}}{2} \quad \forall i=1, \ldots, n \tag{5.1}
\end{equation*}
$$

With these choices, equation (1.1) gives $f\left(\boldsymbol{b}^{0}\right)=+1=d_{0}$, since $w_{0}+\boldsymbol{w}^{\top} \boldsymbol{b}^{0}=w_{0}+$ $\frac{1-d_{n}}{2}=1-\frac{d_{n}}{2}$, which is either $\frac{1}{2}$ or $\frac{3}{2}$. Let us call $\alpha$ the quantity $1-\frac{d_{n}}{2}$. Finally, observe that for all $i=1, \ldots, n, w_{0}+\boldsymbol{w}^{\top} \boldsymbol{b}^{i}=w_{0}+\boldsymbol{w}^{\top} \boldsymbol{b}^{0}+\boldsymbol{w}^{\top}\left(\boldsymbol{b}^{i}-\boldsymbol{b}^{\mathrm{o}}\right)=\alpha+$ $\frac{1}{2} \sum_{j=1}^{n}\left(d_{j}-d_{j-1}\right)\left(b_{j}^{i}-b_{j}^{0}\right)=\alpha+\sum_{j=1}^{i}\left(d_{j}-d_{j-1}\right)=\alpha+d_{i}-1$, which is $\alpha$ (i.e., positive) if $d_{i}=1$, and $\alpha-2$ (i.e., negative) if $d_{i}=-1$. Thus, the choice of the parameters proposed in (5.1) solves the dichotomy $\boldsymbol{d}$.
6. Discussion. Throughout this paper, we established various results suggesting that many Boolean functions can be represented efficiently by multilayered networks composed of majority units, even if multiple connections between two units are not allowed. This suggests that a usual network of fixed architecture has no intrinsic limitations when its parameters are limited to $+1,0$, and -1 .

The constructions developed in the first part of $\S 3$ for the computation of $A N D$ and $A T-M O S T-k$ are quite simple and their results are not surprising. On the other hand, the number $n$ of hidden units used for the computation of $n$-PARITY with a depth-2 nondegenerate democratic network without jumping connections is probably a tight bound of the minimum, since this value is also the best-known one when general LTUs compose the network.

Many open questions are related to universal democratic networks. Is any Boolean function $f$ computable by a depth- 2 nondegenerate democratic network? This question has been solved positively by computer for $n \leq 4$ but is still open for larger numbers of arguments. The polynomial (4.1) is unique and gives the exact value +1 or -1 of the function for any input, and so the sgn function is not necessary. Another open question we attempted to solve without success is the following:

Can the coefficients $c_{\alpha}$ of this polynomial be restricted to $-1,0,+1$ when only the sign of the polynomial is required to match with the output of function $f$ ?
This issue goes beyond the neural network field, since it will provide a general way of expressing any Boolean function into a majority of distinct parities. We also checked this question by computer, and it was found to be true for all functions with up to five arguments, but the general question remains open.
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#### Abstract

A function $f$ bounds graphs from above if there exists an infinite family of graphs $\mathcal{G}$, such that if $G \in \mathcal{G}$ then $f\left(\left|V_{G}\right|\right)=\left|E_{G}\right|$ and for all nonempty subgraphs $H$ of $G$ we have that $f\left(\left|V_{H}\right|\right) \geq\left|E_{H}\right|$. This paper considers the question: Which functions bound graphs?
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1. Introduction. Let $V_{G}\left(E_{G}\right)$ denote the vertex (edge) set of a simple graph $G$. A function $f$ is said to bound graphs from above if there exists an infinite family of graphs $\mathcal{G}$, such that if $G \in \mathcal{G}$, then $f\left(\left|V_{G}\right|\right)=\left|E_{G}\right|$ and for all nonempty subgraphs $H$ of $G$ we have that $f\left(\left|V_{H}\right|\right) \geq\left|E_{H}\right|$. If we insist on inequality for all proper subgraphs we say that $f$ strictly bounds.

In this context we say that a family of graphs is bounded (strictly bounded). We will also speak of a single graph being bounded when its membership in a particular family is implicit. For example, the function $f(n)=n$ strictly bounds the cycles $C_{n}$, since any proper subgraph of $C_{n}$ with $k$ vertices contains fewer than $k$ edges. The function $f(n)=\binom{n}{2}$ bounds (but not strictly) since the graphs in $\mathcal{G}$ must be complete.

Some graph properties are characterized by bounding functions. For instance, a graph is a Hamilton cycle if and only if it is strictly bounded by $f(n)=n$. Not surprisingly, a tree is characterized by $f(n)=n-1$. More generally, we have the following result.

Theorem 1.1. A graph is the edge disjoint union of $k$ spanning trees if and only if it is bounded by the function $f(n)=k(n-1)$.

Proof. Suppose $G$ can be decomposed into $k$ disjoint spanning trees. Since any subgraph, say $H$, of $G$ will contain a forest from each of these $k$ trees, $\left|E_{H}\right| \leq$ $k\left(\left|V_{H}\right|-1\right)$.

On the other hand, suppose that the $G$ is not decomposable into $k$ disjoint spanning trees. If $\left|E_{G}\right| \neq k\left|V_{G}\right|-k$ then clearly $G$ is not bounded by $k(n-1)$. So we must only consider the case where $\left|E_{G}\right|=k\left|V_{G}\right|-k$. We invoke a result of Tutte.]

Theorem 1.2 (see [3]). A graph is the union of $k$ disjoint spanning trees if and only if for every partition of the vertices of $G$ into $m$ nonempty parts, there are at least $k(m-1)$ edges between parts.

Hence, there exists a partition of the vertices of $G$ into $m$ parts such that the number of edges between parts is strictly less than $k m-k$. Thus the total number of edges from within the parts is at least $k\left(m-\left|V_{G}\right|\right)+1$. By the pigeon hole principle at least one part, say $H$, must have more than $k\left|V_{H}\right|-k$ edges.

Originally, we were intrigued by the role of bounding functions in rigidity theory. Suppose we construct the graph $G$ in the plane using inflexible bars for the edges and rotatable joints for the vertices. This immersion is rigid if the only motions of this structure are trivial (rotations and translations). The graph $G$ is said to be rigid in the plane if some immersion of it is rigid. A graph is minimally rigid if the removal of any edge makes it nonrigid. See [1], [2], and [4] for further information on rigidity.

[^24]There is a combinatorial characterization of planar rigidity which in our language is stated as follows.

Theorem 1.3 (Laman, see [2, p. 243]). A graph is minimally rigid in the plane if it is bounded above by $f(n)=2 n-3$ for subgraphs on two or more vertices.

In higher dimensions a minimally rigid graph must have a bounded number of edges, but this condition is not sufficient. Specifically, if a graph is minimally rigid in 3 space then it is bounded above by $f(n)=3 n-6$.

There are other properties of graphs for which belonging to a family bounded by a function is only necessary and not sufficient. For example, maximal planar graphs must be bounded by $f(n)=3 n-6$. Graphs that are decomposable into $k$ disjoint Hamiltonian cycles must be strictly bounded by $f(n)=k n$, but again this condition is not sufficient. For instance, there are graphs on 6 vertices with 12 edges that are strictly bounded by $f(n)=2 n$ but will not have two disjoint Hamiltonian cycles.

It would be interesting to determine which graph properties are characterized by, or just imply, a bounding function. In this paper we address a more fundamental issue, namely which functions bound graphs. Section 2 constructs families of graphs bounded by every reasonable linear function. Section 3 provides constructions for many quadratic functions. Section 4 considers functions between linear and quadratic with only modest success. Section 5 provides an extended definition of bounding and examines the interrelationships between the definitions.
2. Linear functions. In this section we address the question of which linear functions bound graphs. Specifically, we obtain the following two theorems.

Theorem 2.1. Given rational $c \geq 1$ and integer $d \geq 0$, the function $f(n)=c n+d$ strictly bounds graphs from above.

Theorem 2.2. Given c a positive multiple of $\frac{1}{2}$ and integer $d \geq-c$, the function $f(n)=c n+d$ bounds graphs from above.

The condition that $d \geq c$ is in some sense the best possible. If $d<-c$ then $f(1)<0$, and the inequality would fail for subgraphs of one vertex.

Our constructions depend on combining families of graphs while preserving the fact that they are bounded. The simplest such combination is an edge union. If $G$ and $G^{*}$ are edge disjoint graphs on the vertex set $V$ with edge sets $E$ and $E^{*}$, then we define the graph $G+G^{*}$ to be the graph whose edge set is $E \cup E^{*}$. If $\mathcal{G}$ and $\mathcal{G}^{*}$ are families of graphs such that whenever $G \in \mathcal{G}$ and $G^{*} \in \mathcal{G}^{*}$ have the same number of vertices, there are vertex labelings that make $G$ and $G^{*}$ edge disjoint; then we define $\mathcal{G}+\mathcal{G}^{*}$ to be the family of graphs whose individuals are $G+G^{*}$.

Theorem 2.3. If $\mathcal{G}$ and $\mathcal{G}^{*}$ are families of pairwise edge disjoint graphs bounded above by $f$ and $f^{*}$, then $\mathcal{G}+\mathcal{G}^{*}$ is bounded above by $f+f^{*}$. Moreover, if $f$ or $f^{*}$ bounds strictly then so does $f+f^{*}$.

Proof. Let $H$ be a subgraph of $G+G^{*}$ on some vertex set $V_{H} \subset V_{G}$. Each edge of $E_{H}$ comes either from $E_{G}$ or $E_{G^{*}}$ but not both. Thus $\left|E_{H}\right|=\left|E_{H \cap G}\right|+\left|E_{H \cap G^{*}}\right| \leq$ $f\left(\left|V_{H}\right|\right)+f^{*}\left(\left|V_{H^{*}}\right|\right)=\left(f+f^{*}\right)\left(\left|V_{H}\right|\right)$. If at least one of $f$ or $f^{*}$ bounds strictly then the inequality is strict.

From this theorem we can immediately construct families of graphs with $n$ vertices (for $n$ sufficiently large) that are strictly bounded above by $f(n)=c n$ for any integer constant $c$. These are graphs whose edge sets are decomposable into $c$ Hamiltonian cycles. A more general result can also be obtained using perfect matchings.

Corollary 2.4. Any family of graphs, each of whose members consists of $c$ perfect matchings (and is thus c-regular), is bounded above by $f(n)=\frac{c}{2} n$.

Let $\mathcal{G}$ be a family of graphs (strictly) bounded by $f(n)$. If $G \in \mathcal{G}$ has $n$ vertices and $f(n) \leq\binom{ n}{2}-d$, then we can construct a graph $G^{*}$ with $n$ vertices and $d$ edges
that is edge disjoint from $G$. If there is an infinite number of $G$ 's such that this can be done, then by Theorem $2.3 f(n)+d$ (strictly) bounds the family $\mathcal{G}+\mathcal{G}^{*}$. For example, if we take $f(n)=c n$ for positive integer $c$, then $c n+d$ bounds for all positive integers $c$ and $d$.

To prove Theorem 2.1 it suffices to show that for rational $c \geq 1, f(n)=c n$ strictly bounds. We construct a family of strictly $f$ bounded graphs where $f(n)=\left(1+\frac{p}{q}\right) n$ where $p$ and $q$ are integers and $p<\frac{q}{2}$. These graphs will have vertices of degree 2 and 3 only. Since every graph with minimum degree at least $\frac{n}{2}$ has a Hamiltonian cycle, the complement of such a graph on $n$ vertices will contain at least $\frac{n}{4}-2$ disjoint Hamiltonian cycles.


Fig. 1. The ladder for $p=3, q=11$, and $t=1$.
Fix such a $p$ and $q$. For each integer $t$ we construct $G_{t}$, a graph with $n=2 t q$ vertices and $\left(1+\frac{p}{q}\right) n$ edges. The construction begins with the Cartesian product of an edge and the cycle $C_{2 t p}$. Alternatively one can imagine two disjoint copies of $C_{2 t p}$ where corresponding vertices in the two cycles are adjacent. This graph is called a ladder and the edges between the two cycles are called rungs. The remaining $t(2 q-4 p)$ vertices will be partitioned into $2 t p$ parts, each part containing either $\lfloor(q-2 p) / p\rfloor$ or $\lceil(q-2 p) / p\rceil$ vertices. Each rung is subdivided by the vertices of one part. The resulting graph $G_{t}$ contains $2 t q$ vertices, $t(2 q-4 p)$ of degree 2 , and $4 t p$ of degree 3. Thus, it contains $\left(1+\frac{p}{q}\right) 2 t q$ edges. Figure 1 illustrates this construction with $p=3, q=11$, and $t=1$. To see that $G_{t}$ is strictly bounded we look at the average degree of its subgraphs. If a graph has average degree greater than 2 then its average degree can be increased by deleting all vertices of degree 1 . The reader may verify that any proper subgraph of $G_{t}$ that contains no vertices of degree 1 must have lower average degree. Consequently, $G_{t}$ is strictly bounded.

To prove Theorem 2.2 we use Theorem 2.3 to construct a family of graphs bounded by $c n-d$ for positive integer $d \leq c$ and $c$ a positive multiple of $\frac{1}{2}$. Graphs in this family are those that are decomposable into $d$ Hamiltonian paths and $2(c-d)$ perfect matchings.
3. Quadratic functions. Definition 3.1. Given a graph $G$ on $n$ vertices we compose $k$ copies of $G$ as follows. Make $k$ vertex disjoint copies of $G$ and from each vertex in a particular copy of $G$ put an edge to all vertices in all other copies of $G$. This gives a graph with a total of $m=k n$ vertices. This new graph will be denoted by the symbol $K_{k}(G)$.

Theorem 3.2. Suppose $\mathcal{G}$ is a family of graphs bounded by the function $f(n)$ where $f^{\prime \prime} \leq 1$. Then the graph $K_{k}(G)$ is bounded by the function $F(m):=k f\left(\frac{m}{k}\right)+$ $\left(\frac{k-1}{k}\right) \frac{m^{2}}{2}$. Further, if $f(n)$ strictly bounds then so does $F(m)$.

Proof. It is straightforward to check that $K_{k}(G)$ contains $F(m)$ edges. We show the case where $f(n)$ and consequently $F(m)$ bounds strictly. To show that the family is strictly bounded we look at all subgraphs on $V$ vertices $(V<m)$. Suppose the subgraph consists of $v_{i}$ vertices from the $i$ th copy of $G, i=1, \ldots, k$ and $v_{i}>0$ for all $i$. The edges of the subgraph come from within the copies of $G$ and between the copies of $G$. The number of edges that come from between is given by $\left(\frac{1}{2}\right) \Sigma v_{i}\left(V-v_{i}\right)$, and the number of edges that come from within the copies of $G$ is less than $\Sigma f\left(v_{i}\right)$. Combining these we get that the total number of edges in the subgraph is less than

$$
\left(\frac{1}{2}\right) \Sigma v_{i}\left(V-v_{i}\right)+\Sigma f\left(v_{i}\right)
$$

We will show that this function achieves its maximum value when all $v_{i}$ are equal. The value at the maximum is then

$$
\left(\frac{1}{2}\right) k \frac{V}{k} \frac{(k-1) V}{k}+k f\left(\frac{V}{k}\right)=F(V) .
$$

Consider two copies of $G$ in $K_{k}(G)$, say $G_{i}$ and $G_{j}$. The number of edges from these copies to all the others is equal regardless of how the vertices are divided between $G_{i}$ and $G_{j}$. Suppose $G_{i}$ has $W-t$ vertices and $G_{j}$ has $W+t$ vertices. ( $W$ need not be an integer.) The number of edges in $G_{i}$ and $G_{j}$ and between these two parts is then less than

$$
g(t)=(W-t)(W+t)+f(W-t)+f(W+t)
$$

We use the first degree Taylor polynomial approximation of $f$ near $W$ to get that

$$
g(t)=W^{2}-t^{2}+2 f(W)+f^{\prime}(W)(-t+t)+\frac{(-t)^{2}}{2} f^{\prime \prime}\left(c_{1}\right)+\frac{t^{2}}{2} f^{\prime \prime}\left(c_{2}\right)
$$

for some $W-t<c_{1}<W$ and $W<c_{2}<W+t$. By assumption, $f^{\prime \prime}(c) \leq 1$ for any value of $c$. Thus, $g(t) \leq W^{2}+2 f(W)$.

Hence, the number of edges that can come from within and between just two parts is bounded by the case that these two parts have an equal number of vertices. Since this argument can be made for any pair of copies of $G$ the maximum number of edges occurs when all the parts have an equal number of vertices.
4. $\frac{n}{2} \log _{2} \boldsymbol{n}+\boldsymbol{n}$ bounds. Let $Q_{r}$ denote the standard $r$-cube. $Q_{r}$ has $2^{r}$ vertices and $r 2^{r-1}$ edges. So a cube with $n$ vertices has $\frac{n}{2} \log _{2} n$ edges.

Theorem 4.1. The cubes form a family that is bounded by $f(n)=\frac{n}{2} \log _{2} n$.
Proof. The proof will be by induction on the dimension of the cube. The base case is elementary. Suppose $H$ is a subgraph of $Q_{r}$ with $m$ vertices. Let $H_{1}$ be the restriction of $H$ to those vertices whose first coordinate in $Q_{r}$ is 1 , while $H_{2}$ is the restriction of $H$ to those vertices whose first coordinate in $Q_{r}$ is 0 . Both $H_{1}$ and $H_{2}$ are subgraphs of $Q_{r-1}$. Let $m_{1}$ denote $\left|V_{H_{1}}\right|$. Then $\left|V_{H_{2}}\right|=m-m_{1}$. We may assume that $m_{1} \leq m-m_{1}$. The edges in H are either in $H_{1}$, in $H_{2}$, or between these two. Since $H_{1}$ and $H_{2}$ are bounded by the inductive hypothesis, we obtain

$$
\begin{equation*}
\left|E_{H}\right| \leq \frac{m_{1}}{2} \log _{2} m_{1}+\frac{m-m_{1}}{2} \log _{2}\left(m-m_{1}\right)+m_{1} \tag{1}
\end{equation*}
$$

It is straightforward to see that the second derivative of the right-hand side of the preceding equation is positive. Thus a maximum value must occur at one of the endpoints. From this it is immediate that $\left|E_{H}\right| \leq \frac{m}{2} \log _{2} m$.

By Theorem 2.3, for large enough $n$ we can add a Hamiltonian cycle to $Q_{r}$. We then obtain the following.

Corollary 4.2. $f(n)=\frac{n}{2} \log _{2} n+n$ bounds strictly.


Fig. 2. Relationship between various notions of bounding.
5. Extensions. In our original example of rigidity, the bounding condition only needed to hold for subgraphs on two or more vertices. This suggests that we should use a broader definition for functions that bound from above.

Extended definition. A function $f$ bounds graphs from above if there exists an infinite family of graphs $\mathcal{G}$ and an integer $n_{0}>0$ such that if $G \in \mathcal{G}$ then $f(|V(G)|)=$ $|E(G)|$, and for all subgraphs $H$ of $G$ with at least $n_{0}$ vertices we have that $f(|V(H)|) \geq$ $|E(H)|$. As before, we say $f$ strictly bounds if the inequality is strict for all proper subgraphs with at least $n_{0}>0$ vertices.

Most of our results still hold under this extended definition. We will get a larger class of functions that bound and that strictly bound this way. For example, the function $f(n)=a n-(2 a-1)$, with $a \geq 3$ an integer, strictly bounds graphs from above as witnessed by the family $C_{n-2}^{a-2} \vee K_{2}$.

Let $S$ be the set of functions that strictly bound under the original definition, $O$ the set of functions that bound under the original definition, $E$ the functions that bound under the extended definition, and $S E$ the set of functions that strictly bound under the extended definition. Figure 2 shows the relationships between these.

We show that the sets are arranged as indicated by the figure. It is clear that any function that bounds strictly also bounds and that any function that bounds under the original definition will bound under the extended definition. The function $f(n)=n-1$ is in $O$ and not in $S E$, while $2 n-4$ is in $S E$ but not in $O$. Functions of the form $c n-c$ for $c \geq 2$ are in both $S E$ (for subgraphs on two or more vertices) and $O$, and not in $S$. We have no examples to show that $S E \bigcup O \neq E$, but we suspect this to be so. The functions $n-d$ for $d \geq 2$ are examples of increasing functions for which there are graphs with $n$ vertices and $n-d$ edges, but yet these are not bounding functions.

## REFERENCES

[1] J. Graver and B. Servatius, Combinatorial Rigidity, Graduate Studies in Mathematics 2, American Mathematical Society, Providence, RI, 1993.
[2] A. Recski, Matroid Theory and Its Applications in Electrical Network Theory and in Statics, Springer-Verlag, Berlin, 1989.
[3] W. T. Tutte, On the problem of decomposing a graph into n-connected factors, J. London Math. Soc., 36 (1961), pp. 221-230.
[4] W. Whiteley, Matroids and rigid structures, in Matroid Applications, N. White, ed., Encyclopedia of Mathematics and its Applications 40, Cambridge University Press, Cambridge, England, 1992, pp. 1-53.

# A LINEAR ALGORITHM FOR MAXIMUM WEIGHT CLIQUES IN PROPER CIRCULAR ARC GRAPHS* 
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#### Abstract

We present an $O(n)$ algorithm to find a maximum clique in a proper circular arc graph. We assume that the input graph is represented by a sorted simple family of circular arcs or by an equivalent representation. In Deng, Hell, and Huang [SIAM J. Comput., 25 (1996), pp. 390-403], we gave an $O(m+n)$ algorithm to find such a representation for a proper circular arc graph given by its adjacency lists. As an application we also give an $O(n)$ algorithm for $q$-coloring proper circular arc graphs for a fixed $q$. (Such an algorithm was first given by Teng and Tucker.) Finally we indicate how our algorithm can be modified to find a maximum weight clique in a weighted graph, also in time $O(n)$.
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1. Introduction. An undirected graph $G$ is a circular arc graph if there is a one-to-one correspondence between the vertex set $V(G)$ and a family $\mathcal{F}$ of arcs on a circle such that two vertices are adjacent if and only if the corresponding two circular arcs intersect. The family $\mathcal{F}$ is called a representation of $G$. A proper circular arc graph is a circular arc graph which admits a representation by an inclusion-free family $\mathcal{F}$. We shall, in this paper, be mostly concerned with proper circular arc graphs, and, unless explicitly stated otherwise, shall only consider inclusion-free representations. A sorted representation is a representation $\mathcal{F}=A_{1}, A_{2}, \ldots, A_{n}$ in which the specified circular order of the arcs is such that the clockwise endpoints (and since $\mathcal{F}$ is inclusion-free, also the counterclockwise endpoints) appear in their clockwise circular order. A simple representation $\mathcal{F}$ is a representation in which no two arcs share an endpoint or cover the entire circle. It is well known that a proper circular arc graph always admits a simple representation [5]. In fact, according to [10], an arbitrary representation can be made simple in time $O(n)$. (We use $n$ to denote the number of vertices and $m$ the number of edges.) However, obtaining a sorted representation, in general, requires time proportional to $n \log n$ because it entails sorting the endpoints. On the other hand, for an arbitrary graph $G$ (given by its adjacency lists), we can, in time $O(m+n)$, decide whether or not $G$ is a proper circular arc graph, and, if it is, obtain a sorted simple representation of it [2,3]. Our algorithms apply to sorted simple representations.

Proper circular arc graphs have been widely studied, cf. [4, 5, 6, 9, 18], and have many applications, including those in traffic control [15], cyclic scheduling, and compiler design [17].

A clique of a graph (or an oriented graph) is just a complete subgraph. A clique of maximum size is called a maximum clique. Maximum cliques in circular arc graphs can be found in time $O(m \log \log n+n \log n)$ [13]. Recently this was improved to an algorithm of complexity $O(m+n \log n)$ in [1]. For proper circular arc graphs, Manacher and Mankus [10] gave an $O(n \log \log n)$ algorithm to find a inaximum clique,

[^25]assuming that a sorted simple representation is given. In this paper we give an $O(n)$ time algorithm, also assuming that a sorted simple representation is given. (While revising this paper we learned that Manacher and Mankus also recently improved their algorithm to time $O(n)[11]$.) Moreover, our algorithm can be adapted to find the maximum weight clique in a weighted proper circular arc graph also in time $O(n)$. (The improved algorithm [11] yields $O\left(n^{2}\right)$ for the weighted case. The algorithm of [13], of time complexity $O(m \log \log n+n \log n)$, mentioned above, also applies in the weighted case.)

The problem of $q$-coloring proper circular arc graphs arose in the cyclic scheduling and register allocation applications. It was first studied by Orlin, Bonuccelli, and Bovet [12]. The best current algorithm for finding the chromatic number of a proper circular arc graph is due to Shih and Hsu and has a time bound of $O\left(n^{\frac{3}{2}}\right)$ [14]. On the other hand, for a fixed $q$, Teng and Tucker [16] gave an $O(n)$ algorithm for $q$-coloring proper circular arc graphs given by a sorted simple representation. We shall show how to use our maximum clique algorithm to derive a $q$-coloring algorithm which is also $O(n)$ (for any fixed $q$ ).

We first introduce a purely combinatorial description of representations. It is possible to formulate our algorithms in terms of circular arcs, but we found it more convenient to use the following alternate description. Let $D$ be an oriented graph, i.e., a digraph without directed two-cycles. We write $x \rightarrow y$ and say that $x$ dominates $y$ (or that $y$ is dominated by $x$ ) when $x y$ is an arc of $D$; we write $x \sim y$ and say that $x$ and $y$ are adjacent if $x \rightarrow y$ or $y \rightarrow x$. We write $A \rightarrow B$ and say that $A$ dominates $B$ (or that $B$ is dominated by $A$ ) if each vertex of $A$ dominates each vertex of $B$ for arbitrary sets $A, B$ of vertices of $D$. A round enumeration of $D$ is a circular ordering of its vertices $v_{1}, v_{2}, \ldots, v_{n}$, such that for each $i$ there exist nonnegative integers $l_{i}$ and $r_{i}$ with $v_{i} v_{j}$ being an arc if and only if $i+1 \leq j \leq i+r_{i}$ and $v_{k} v_{i}$ being an arc if and only if $i-l_{i} \leq k \leq i-1$ (all additions and subtractions are modulo $n$ ). We define $R(u)=w$ just if $u=v_{i}$ and $w=v_{i+r_{i}}$ and $L(u)=w$ just if $u=v_{i}$ and $w=v_{i-l_{i}}$. An oriented graph $D$ is round if it admits a round enumeration. A round enumeration of $D$ with complete $F O$-information is a round enumeration $v_{1}, v_{2}, \ldots, v_{n}$ of $D$, together with all values $R\left(v_{i}\right)$ for $i=1,2, \ldots, n$ (the "Farthest Out-neighbors" of all vertices).

It is helpful to visualize a round enumeration of an oriented graph $D$ by drawing the vertices $v_{1}, v_{2}, \ldots, v_{n}$ clockwise around the circle, as illustrated in Fig. 1b. The FO-information associated with this example consists of the values $R\left(v_{1}\right)=$ $v_{5}, R\left(v_{2}\right)=v_{5}, R\left(v_{5}\right)=v_{6} \ldots R\left(v_{7}\right)=v_{2}$. If $a=v_{i}$ and $b=v_{j}$ are two vertices in a round enumeration $v_{1}, v_{2}, \ldots, v_{n}$ of $D$, then we define the interval $[a, b]$ as the set $\left\{v_{i}, v_{i+1}, v_{i+2}, \ldots, v_{j-1}, v_{j}\right\}$, with the subscripts calculated modulo $n$. Thus in our illustrative representations, the interval $[a, b]$ extends from $a$ to $b$ clockwise. The intervals $(a, b),(a, b]$, and $[a, b)$ are defined analogously. If $a \rightarrow b$ then $b \in(a, R(a)]$, and therefore $a \rightarrow d$ for each $d \in(a, b] \subseteq(a, R(a)]$. Furthermore, each $d \in(a, b]$ is dominated by every $c \in[a, d)$ by a similar argument. Thus, we conclude that if $a \rightarrow b$ and $[c, d] \subseteq[a, b]$, then also $c \rightarrow d$. This means that each interval $[a, R(a)]$ is a transitive tournament in $D$, and in particular a clique of $D$. Consider, for instance, the tournament induced by $\left[v_{1}, R\left(v_{1}\right)\right]=\left\{v_{1}, v_{2}, v_{3}, v_{4}, v_{5}\right\}$ in Fig. 1b. Because of the above property, we can simplify our illustrations by not depicting arcs $c d$ such that $[c, d]$ is properly included in some interval $[a, b]$. In Fig. 1b, for instance, the interval $\left[v_{1}, R\left(v_{1}\right)\right]=\left\{v_{1}, v_{2}, v_{3}, v_{4}, v_{5}\right\}$ properly contains the intervals $\left[v_{1}, v_{4}\right]$ and $\left[v_{2}, v_{5}\right]$ and so the arcs $v_{1} v_{4}, v_{2} v_{5}$ (and also $v_{1} v_{2}, v_{1} v_{3}$, etc.) are not pictured in Fig. 1c. Note that this convention may result even in some arcs $a R(a)$ not being pictured, such as the arc $v_{2} v_{5}$ in Fig. 1c. Thus in these symbolic depictions (Figs. 1c, 2b, and 3) the


Fig. 1. (a) an inclusion-free family of circular arcs, (b) the corresponding round enumeration, and (c) a simplified depiction of the round enumeration.
presence of each arc $a b$ implies the existence of all arcs $c d$ with $[c, d] \subset[a, b]$.
Note that if $v_{1}, v_{2}, \ldots, v_{n}$ is a round enumeration of $D$, then $v_{2}, \ldots, v_{n}$ is a round enumeration of $D-v_{1}$. Hence we may omit vertices from the round enumeration maintaining a round enumeration of the corresponding induced subgraph.

We first establish a correspondence between round enumerations of $D$ with complete FO-information and sorted simple representations of the underlying graph of D.

Lemma 1.1. A graph is a proper circular arc graph if and only if it can be oriented so that the resulting oriented graph is round.

Proof. Suppose that $G$ is given by a sorted simple representation $\mathcal{F}=A_{1}, A_{2}, \ldots$, $A_{n}$. Let $v_{i}$ be the vertex of $G$ corresponding to the $\operatorname{arc} A_{i}$. Let $D$ be the orientation of $G$ in which $v_{i} \rightarrow v_{j}$ just if $A_{i}$ contains the counterclockwise endpoint of $A_{j}$. This is an oriented graph because no two arcs of $\mathcal{F}$ cover the entire circle; i.e., we cannot have both arcs $v_{i} \rightarrow v_{j}$ and $v_{j} \rightarrow v_{i}$. It is easy to see that $D$ is round, and that the circular order $v_{1}, v_{2}, \ldots, v_{n}$ is a round enumeration of $D$. Moreover, $R\left(v_{i}\right)=v_{j}$, provided $A_{j}$ is the last arc, in the clockwise circular direction, intersecting $A_{i}$. Conversely, suppose that $G$ is given by a round enumeration $v_{1}, v_{2}, \ldots, v_{n}$ with complete FO-information (thus with all values $r_{i}$ known). Construct a circle from the real interval $[0, n]$ by identifying 0 and $n$. Associate with each $v_{i}$ the circular arc from $i$ to $i+r_{i}+1-\frac{r_{i}+1}{n+1}$. This produces a sorted simple representation of $G$.

In Fig. 1a,b we illustrate the above correspondence between a representation by circular arcs and a round enumeration.

This proof yields easy $O(n)$ time transformations between a sorted simple representation of $G$ and a round enumeration with complete FO-information of a suitable orientation of $G$. Thus, from now on, we shall be searching for a maximum clique ( $q$-coloring, maximum weight clique) in a round oriented graph $D$ with complete FOinformation.

The oriented graph $D$ is connected if its underlying graph $G$ is connected; the degree of a vertex $v$ in $D$ is just the degree of $v$ in $G$; the maximum degree of $D$, denoted by $\Delta(D)$, is just the maximum degree of $G$. For our purposes, $D$ may be assumed to be connected and have no vertices of degree $n-1$. Indeed, both the maximum clique and coloring problems can be solved for each component separately. Furthermore, any maximum clique must contain all vertices of degree $n-1$, and any coloring must assign each vertex of degree $n-1$ a color not used by any other
vertex. Thus it is sufficient to solve both problems for the graph obtained by removing all vertices of degree $n-1$. Moreover, having our graph $D$ represented by a round enumeration with complete FO-information, we can easily identify the components and the vertices of degree $n-1$ in time $O(n)$. Therefore we shall assume from now on that $D$ is a connected graph with $\Delta(D) \leq n-2$. This assumption implies that for every vertex $u$ there is at least one nonneighbor of $u$ between $R(u)$ and $L(u)$. Thus, in our illustrations, for any vertex $u$, we first encounter (moving clockwise from $u$ ) all out-neighbors of $u$ (the last one being $R(u)$ ), then all nonneighbors of $u$ (of which there is at least one), and, finally, just before returning to $u$, all in-neighbors of $u$ (the first one being $L(u)$ ); cf. Fig. 1b.
2. The maximum clique algorithm. We first give some geometric intuition; the concepts suggested below will all be formally defined later, in the context of round enumerations.

Orlin, Bonuccelli, and Bovet [12] introduced the notion of an overlap clique. Given a family of circular arcs and a point $p$ of the circle, the overlap clique of $p$ is the set of all circular arcs from the given family which contains the point $p$. For instance, for the family in Fig. 1a and the point of the circle corresponding to 3 o'clock, we obtain the overlap clique $\left\{A_{1}, A_{2}, A_{3}\right\}$.

Although every overlap clique is a clique, it is not the case that a maximum clique must be an overlap clique. (But note Corollary 2.3.) In Fig. 2a there is a family of circular arcs for which the largest overlap clique has nine elements (nine arcs contain the point $p_{1}$ and no point is contained in ten arcs), but there is a clique with eleven elements: Indeed, consider the three points $p_{1}, p_{2}, p_{3}$ depicted in Fig. 2a and all circular arcs that contain at least two of these three points. There are 11 such circular arcs, $A_{1}, A_{2}, A_{3}, A_{4}, A_{5}, A_{7}, A_{8}, A_{9}, A_{13}, A_{14}, A_{15}$, and it is clear that any two intersect.


Fig. 2. (a) a clique generated by three points $p_{1}, p_{2}, p_{3}$ on the circle, and (b) the corresponding 3 -overlap clique.

This suggests a generalization of overlap cliques: For any family $\mathcal{F}$ of circular arcs (whether inclusion-free or not), any odd integer $\mu=2 \mu^{\prime}+1$, and any set of $\mu$
points of the circle, the set of all arcs of $\mathcal{F}$ which contain at least $\mu^{\prime}+1$ of the chosen points is a clique. We can show (cf. [8]) that for any family of circular arcs (whether inclusion-free or not) some maximum clique must be of this form. In this paper, we will prove this only for proper circular arc graphs and will do it in the language of round enumerations.

In order to motivate the appropriate definitions in terms of round enumerations, we first note that the circular arcs in a usual overlap clique correspond to consecutive vertices in the corresponding round enumeration, which span some interval $[x, y]$. Corresponding to $\left\{A_{1}, A_{2}, A_{3}\right\}$ in Fig. 1a, we have in Fig. 1b the clique $\left[v_{1}, v_{3}\right]$. It is clear that if $p$ is chosen to be the clockwise endpoint of some $\operatorname{arc} x$ (e.g., of $A_{1}$ in Fig. 1a), then, in the corresponding round enumeration, an overlap clique spans the interval $[x, R(x)]$ ( $\left[v_{1}, v_{5}\right]$ in Fig. 1b).

In Fig. 2b, the vertices corresponding to the eleven circular arcs $A_{1}, A_{2}, A_{3}, A_{4}$, $A_{5}, A_{7}, A_{8}, A_{9}, A_{13}, A_{14}, A_{15}$ form a clique which consists of the three intervals $\left[v_{1}, v_{5}\right]$, [ $v_{7}, v_{9}$ ], and $\left[v_{13}, v_{15}\right]$. Here the interval $\left[v_{1}, v_{5}\right]$ consists of the vertices corresponding to the circular arcs containing $p_{1}$ and $p_{3}$, the interval $\left[v_{7}, v_{9}\right]$ consists of the vertices corresponding to the circular arcs containing $p_{1}$ and $p_{2}$, and the interval $\left[v_{13}, v_{15}\right]$ consists of the vertices corresponding to the circular arcs containing $p_{2}$ and $p_{3}$. Note that $R\left(v_{1}\right)=v_{9}, R\left(v_{7}\right)=v_{15}$, and $R\left(v_{13}\right)=v_{5}$-the beginning of the $i$ th interval is associated with the end of the $(i+1)$ st interval. This suggests, in a general situation, to take vertices $a_{1}, b_{1}, a_{2}, b_{2}, \ldots, a_{\mu}, b_{\mu}$, in circular order, such that each $R\left(a_{i}\right)=b_{i+\mu^{\prime}}$. It is then easy to see that $\left[a_{1}, b_{1}\right] \cup\left[a_{2}, b_{2}\right] \cup \ldots \cup\left[a_{\mu}, b_{\mu}\right]$ is a clique.

We now give the formal definitions. (These are independent of the above geometric intuition, which should be viewed only as a rough motivation.) Assume that $D$ is a round oriented graph with a given round enumeration. Let $\mu=2 \mu^{\prime}+1 \geq 3$, and let $a_{1}, b_{1}, a_{2}, b_{2}, \ldots, a_{\mu}, b_{\mu}$ be vertices of $D$ listed in clockwise circular order, such that for each $i=1,2, \ldots, \mu$,

$$
R\left(a_{i}\right)=b_{i+\mu^{\prime}} \text { and }\left|\left[a_{i}, b_{i}\right]\right|>\left|\left(b_{i+\mu^{\prime}}, a_{i+\mu^{\prime}+1}\right)\right|
$$

where the subscript additions are modulo $\mu$. Then we say that $C=\left[a_{1}, b_{1}\right] \cup\left[a_{2}, b_{2}\right] \cup$ $\ldots \cup\left[a_{\mu}, b_{\mu}\right]$ is a $\mu$-overlap clique (generated by $a_{1}, a_{2}, \ldots, a_{\mu}$ ). We also refer to the vertices $a_{1}, a_{2}, \ldots, a_{\mu}$ as the generators of $C$.

The condition $\left|\left[a_{i}, b_{i}\right]\right|>\left|\left(b_{i+\mu^{\prime}}, a_{i+\mu^{\prime}+1}\right)\right|$ is assumed only for technical convenience (cf. the proof of Claim 6). If, for instance, in our example in Fig. 2b we had $\left|\left[a_{3}, b_{3}\right]\right| \leq\left|\left(b_{1}, a_{2}\right)\right|$, then it would be better to replace $\left[a_{3}, b_{3}\right]$ by $\left(b_{1}, a_{2}\right)$, thereby obtaining the 1 -overlap clique $\left[a_{1}, R\left(a_{1}\right)\right]$.

Note that for each $i=1,2, \ldots, \mu$ there is at least one vertex between $b_{i+\mu^{\prime}}$ and $a_{i+\mu^{\prime}+1}$, because otherwise the vertex $a_{i}$ has degree $n-1$, contrary to our assumption (cf. Fig. 2b). By our cardinality restriction this means that each interval $\left[a_{i}, b_{i}\right]$ has at least two vertices, i.e., that $a_{i} \neq b_{i}$.

For convenience we also define 1 - and ( -1 )-overlap cliques: A 1-overlap clique (generated by $a_{1}$ ) is any interval $\left[a_{1}, b_{1}\right]$ with $b_{1}=R\left(a_{1}\right)$ and a ( -1 )-overlap clique is just the empty set $\emptyset$.

Lemma 2.1. There exists a maximum clique which is a $\mu$-overlap clique for some odd integer $\mu$.

Proof. Let $C$ be a set of vertices which induces a maximum clique of $D$. If $C \neq \emptyset$, then there exists an integer $\mu$ such that $C$ may be written as $C=\left[a_{1}, b_{1}\right] \cup$ $\left[a_{2}, b_{2}\right] \cup \ldots \cup\left[a_{\mu}, b_{\mu}\right]$ where $a_{1}, b_{1}, a_{2}, b_{2}, \ldots, a_{\mu}, b_{\mu}$ appear in this clockwise circular order in the round enumeration of $D$. Let $C$ and $\mu$ be chosen so that $\mu$ is as small
as possible among all maximum cliques of $G$. Then, by the minimality of $\mu$, every $\left(b_{i}, a_{i+1}\right)$ contains at least one vertex. This implies that $b_{i}$ and $a_{i+1}$ are distinct and it will be seen from Claim 6 below that $a_{i}$ and $b_{i}$ are also distinct.

Suppose that $\mu=1$, i.e., that $C=\left[a_{1}, b_{1}\right]$. Consider the adjacent vertices $a_{1}, b_{1}$. If $b_{1} \rightarrow a_{1}$, then $\left[b_{1}, a_{1}\right]$ is also a clique, contradicting $\Delta(D) \leq n-2$. Thus $a_{1} \rightarrow b_{1}$, and hence $R\left(a_{1}\right) \in\left[b_{1}, a_{1}\right)$. Since $\left[a_{1}, b_{1}\right]$ is a maximum clique, $R\left(a_{1}\right)=b_{1}$ and $C$ is a 1-overlap clique. Thus suppose for the rest of this proof that $\mu>1$.

Claim 1. If $u \notin\left[a_{i}, b_{i}\right]$ is adjacent to all vertices of $\left[a_{i}, b_{i}\right]$ then $u \rightarrow\left[a_{i}, b_{i}\right]$ or $\left[a_{i}, b_{i}\right] \rightarrow u$.

Suppose there are two vertices $x, y \in\left[a_{i}, b_{i}\right]$ such that $u \rightarrow x$ and $y \rightarrow u$. This means that $u \rightarrow(u, x]$ and $[y, u) \rightarrow u$. Together with the assumption that $u$ is adjacent to each vertex of $\left[a_{i}, b_{i}\right]$, we contradict the fact that $\Delta(D) \leq n-2$.

Claim 2. If $i \neq j$ then either $\left[a_{i}, b_{i}\right] \rightarrow\left[a_{j}, b_{j}\right]$ or $\left[a_{j}, b_{j}\right] \rightarrow\left[a_{i}, b_{i}\right]$.
If $a_{i} \rightarrow b_{j}$ then $x \rightarrow y$ for each $x \in\left[a_{i}, b_{i}\right]$ and $y \in\left[a_{j}, b_{j}\right]$. On the other hand, if $b_{j} \rightarrow a_{i}$ then two applications of Claim 1 yield $b_{j} \rightarrow b_{i}$ and $a_{j} \rightarrow b_{i}$. Thus in this case $x \rightarrow y$ for each $x \in\left[a_{j}, b_{j}\right]$ and $y \in\left[a_{i}, b_{i}\right]$.

Claim 3. If $\left[a_{i}, b_{i}\right] \rightarrow\left[a_{j}, b_{j}\right]$ then $\left[a_{i+1}, b_{i+1}\right] \rightarrow\left[a_{j+1}, b_{j+1}\right]$.
Suppose that $\left[a_{i}, b_{i}\right] \rightarrow\left[a_{j}, b_{j}\right]$ and $\left[a_{j+1}, b_{j+1}\right] \rightarrow\left[a_{i+1}, b_{i+1}\right]$. Let $u \in\left(b_{i}, a_{i+1}\right)$. (It was noted above that $\left(b_{i}, a_{i+1}\right) \neq \emptyset$.) Then $u$ is adjacent to all vertices of $\left[a_{i+1}, b_{i+1}\right] \cup$ $\ldots \cup\left[a_{j}, b_{j}\right]$ because $a_{i} \rightarrow b_{j}$ and to all vertices of $\left[a_{j+1}, b_{j+1}\right] \cup \ldots \cup\left[a_{i}, b_{i}\right]$ because $a_{j+1} \rightarrow b_{i+1}$. This contradicts the maximality of our clique.

Claim 4. $\mu$ is odd (say, $\mu=2 \mu^{\prime}+1$ ).
If $\mu$ is even, then $\left[a_{i}, b_{i}\right] \rightarrow\left[a_{i+\frac{\mu}{2}}, b_{i+\frac{\mu}{2}}\right]$ implies $\left[a_{i+\frac{\mu}{2}}, b_{i+\frac{\mu}{2}}\right] \rightarrow\left[a_{i}, b_{i}\right]$ by Claim 3, contrary to Claim 2.

Claim 5. $R\left(a_{i}\right)=b_{i+\mu^{\prime}}$ for each $i=1,2, \ldots, \mu$.
Since $a_{i}$ and $b_{i+\mu^{\prime}}$ are in $C$, they are adjacent. If some $b_{i+\mu^{\prime}} \rightarrow a_{i}$, then Claim 2 implies that $\left[a_{i+\mu^{\prime}}, b_{i+\mu^{\prime}}\right] \rightarrow\left[a_{i}, b_{i}\right]$ and Claim 3 implies that $\left[a_{i}, b_{i}\right] \rightarrow\left[a_{i+\mu^{\prime}+1}, b_{i+\mu^{\prime}+1}\right]$. However, this is impossible, as $a_{i} \rightarrow b_{i+\mu^{\prime}+1}$ implies $a_{i} \rightarrow b_{i+\mu^{\prime}}$. Hence $a_{i} \rightarrow b_{i+\mu^{\prime}}$ for each $i=1,2, \ldots, \mu$. In particular, $a_{i+\mu^{\prime}+1} \rightarrow b_{i+2 \mu^{\prime}+1}=b_{i}$. So $R\left(a_{i}\right) \in\left[b_{i+\mu^{\prime}}, a_{i+\mu^{\prime}+1}\right)$. On the other hand, if $R\left(a_{i}\right) \neq b_{i+\mu^{\prime}}$, then $R\left(a_{i}\right)$ is adjacent to every vertex of $\left[a_{i}, b_{i}\right] \cup$ $\left[a_{i+1}, b_{i+1}\right] \cup \ldots \cup\left[a_{i+\mu^{\prime}}, b_{i+\mu^{\prime}}\right]$, and because $a_{i+\mu^{\prime}} \rightarrow b_{i+2 \mu^{\prime}}=b_{i-1}, R\left(a_{i}\right)$ is also adjacent to every vertex of $\left[a_{i+\mu^{\prime}+1}, b_{i+\mu^{\prime}+1}\right] \cup \ldots \cup\left[a_{i-1}, b_{i-1}\right]$. Thus $R\left(a_{i}\right)$ is adjacent to every vertex of $C$, contradicting its maximality. Therefore $R\left(a_{i}\right)=b_{i+\mu^{\prime}}$.

Claim 6. $\left|\left[a_{i}, b_{i}\right]\right|>\left|\left(b_{i+\mu^{\prime}}, a_{i+\mu^{\prime}+1}\right)\right|$ for each $i=1,2, \ldots, \mu$.
If $\left|\left[a_{i}, b_{i}\right]\right| \leq\left|\left(b_{i+\mu^{\prime}}, a_{i+\mu^{\prime}+1}\right)\right|$ for some $i$, then let $C^{\prime}=\left[a_{1}, b_{1}\right] \cup \ldots \cup\left[a_{i-2}, b_{i-2}\right] \cup$ $\left[a_{i-1}, b_{i-1}\right] \cup\left[a_{i+1}, b_{i+1}\right] \cup \ldots \cup\left[a_{i+\mu^{\prime}-1}, b_{i+\mu^{\prime}-1}\right] \cup\left[a_{i+\mu^{\prime}}, b_{i+\mu^{\prime}+1}\right] \cup\left[a_{i+\mu^{\prime}+2}, b_{i+\mu^{\prime}+2}\right] \cup$ $\ldots\left[a_{\mu}, b_{\mu}\right]$. In effect, $C^{\prime}$ is obtained from $C$ by replacing $\left[a_{i}, b_{i}\right]$ with $\left(b_{i+\mu^{\prime}}, a_{i+\mu^{\prime}+1}\right)$. We see easily that $C^{\prime}$ is also a clique: We only need to verify that each vertex $u \in\left(b_{i+\mu^{\prime}}, a_{i+\mu^{\prime}+1}\right)$ is adjacent to all other vertices of $C^{\prime}$. Since $a_{i+1} \rightarrow b_{i+\mu^{\prime}+1}$ and hence $a_{i+1} \rightarrow u$, we conclude $u$ is adjacent to $\left[a_{i+1}, b_{i+1}\right] \cup \ldots \cup\left[a_{i+\mu^{\prime}-1}, b_{i+\mu^{\prime}-1}\right] \cup$ [ $a_{i+\mu^{\prime}}, u$ ); since $a_{i+\mu^{\prime}} \rightarrow b_{i-1}$ and hence $u \rightarrow b_{i-1}$, we also conclude that $u$ is adjacent to $\left(u, b_{i+\mu^{\prime}+1}\right] \cup \ldots \cup\left[a_{i-1}, b_{i-1}\right]$. Thus $C^{\prime}$ is a clique with fewer intervals than $C$ and with $\left|C^{\prime}\right| \geq|C|$, contradicting the choice of $C$.

For a fixed $\mu$, we call a $\mu$-overlap clique of maximum size a largest $\mu$-overlap clique.

Lemma 2.2. Let $\mu \geq 3$ be an odd integer. Let $C=\left[a_{1}, b_{1}\right] \cup\left[a_{2}, b_{2}\right] \cup \ldots \cup\left[a_{\mu}, b_{\mu}\right]$ be a $\mu$-overlap clique of $D$ and suppose that $x \in\left(b_{i-1}, b_{i}\right]$ for some $i=1,2, \ldots, \mu$.

If $|[x, R(x)]| \geq\left|\left[a_{i}, R\left(a_{i}\right)\right]\right|$, then the vertices $a_{1}, \ldots, a_{i-1}, x, a_{i+1}, \ldots, a_{\mu}$ generate a $\mu$-overlap clique $C^{\prime}$, with $\left|C^{\prime}\right| \geq|C|$. Moreover, $\left|C^{\prime}\right|=|C|$ if and only if $|[x, R(x)]|=$ $\left|\left[a_{i}, R\left(a_{i}\right)\right]\right|$.

Proof. To prove that $C^{\prime}$ is a $\mu$-overlap clique we need to show

1. $R(x) \in\left(a_{i+\mu^{\prime}}, a_{i+\mu^{\prime}+1}\right)$,
2. $\left|\left[x, b_{i}\right]\right|>\left|\left(R(x), a_{i+\mu^{\prime}+1}\right)\right|$, and
3. $\left|\left[a_{i+\mu^{\prime}}, R(x)\right]\right|>\left|\left(b_{i-1}, x\right)\right|$.

Since $a_{i-1} \rightarrow b_{i+\mu^{\prime}-1}$, we have $x \rightarrow b_{i+\mu^{\prime}-1}$. Since $a_{i+\mu^{\prime}+1} \rightarrow b_{i}$, we also have $a_{i+\mu^{\prime}+1} \rightarrow x$. Thus $R(x) \in\left[b_{i+\mu^{\prime}-1}, a_{i+\mu^{\prime}+1}\right)$. We claim that $R(x) \notin\left[b_{i+\mu^{\prime}-1}, a_{i+\mu^{\prime}}\right)$. Suppose, on the contrary, that $R(x) \in\left[b_{i+\mu^{\prime}-1}, a_{i+\mu^{\prime}}\right)$. Then $x \in\left(b_{i-1}, a_{i}\right)$ because $a_{i} \rightarrow b_{i+\mu^{\prime}}$. Since $|[x, R(x)]| \geq\left|\left[a_{i}, R\left(a_{i}\right)\right]\right|$, we have $\left|\left[x, a_{i}\right]\right| \geq\left|\left[R(x), R\left(a_{i}\right)\right]\right|$. But, on the other hand, we have $\left|\left[x, a_{i}\right]\right| \leq\left|\left(b_{i-1}, a_{i}\right)\right| \leq\left|\left[a_{i+\mu^{\prime}}, b_{i+\mu^{\prime}}\right]\right| \leq\left|\left[R(x), R\left(a_{i}\right)\right]\right|$, a contradiction. This proves 1.

Now we prove 2 and 3 together.
If $x \in\left(b_{i-1}, a_{i}\right]$, then $R(x) \notin\left(b_{i+\mu^{\prime}}, a_{i+\mu^{\prime}+1}\right)$ as otherwise we would have $a_{i} \rightarrow R(x)$ contradicting the fact that $R\left(a_{i}\right)=b_{i+\mu^{\prime}}$. Thus $R(x) \in\left[a_{i+\mu^{\prime}}, b_{i+\mu^{\prime}}\right]$. Then $\left|\left[x, a_{i}\right)\right| \geq$ $\left|\left(R(x), b_{i+\mu^{\prime}}\right]\right|$ because $|[x, R(x)]| \geq\left|\left[a_{i}, R\left(a_{i}\right)\right]\right|$, and hence

$$
\left|\left[x, b_{i}\right]\right|=\left|\left[x, a_{i}\right)\right|+\left|\left[a_{i}, b_{i}\right]\right|>\left|\left(R(x), b_{i+\mu^{\prime}}\right]\right|+\left|\left(b_{i+\mu^{\prime}}, a_{i+\mu^{\prime}+1}\right)\right|=\left|\left(R(x), a_{i+\mu^{\prime}+1}\right)\right|
$$

and

$$
\left|\left[a_{i+\mu^{\prime}}, R(x)\right]\right|=\left|\left[a_{i+\mu^{\prime}}, b_{i+\mu^{\prime}}\right]\right|-\left|\left(R(x), b_{i+\mu^{\prime}}\right]\right|>\left|\left(b_{i-1}, a_{i}\right)\right|-\left|\left[x, a_{i}\right)\right|=\left|\left(b_{i-1}, x\right)\right| .
$$

On the other hand, if $x \in\left(a_{i}, b_{i}\right)$, then $R(x) \in\left(b_{i+\mu^{\prime}}, a_{i+\mu^{\prime}+1}\right)$ and $\left|\left(b_{i+\mu^{\prime}}, R(x)\right]\right| \geq$ $\left|\left[a_{i}, x\right)\right|$ because $|[x, R(x)]| \geq\left|\left[a_{i}, R\left(a_{i}\right)\right]\right|$. Thus

$$
\left|\left[x, b_{i}\right]\right|=\left|\left[a_{i}, b_{i}\right]\right|-\left|\left[a_{i}, x\right)\right|>\left|\left(b_{i+\mu^{\prime}}, a_{i+\mu^{\prime}+1}\right)\right|-\left|\left(b_{i+\mu^{\prime}}, R(x)\right]\right|=\left|\left(R(x), a_{i+\mu^{\prime}+1}\right)\right|
$$

and

$$
\left|\left[a_{i+\mu^{\prime}}, R(x)\right]\right|=\left|\left[a_{i+\mu^{\prime}}, b_{i+\mu^{\prime}}\right]\right|+\left|\left(b_{i+\mu^{\prime}}, R(x)\right]\right|>\left|\left(b_{i-1}, a_{i}\right)\right|+\left|\left[a_{i}, x\right)\right|=\left|\left(b_{i-1}, x\right)\right| .
$$

It is now easy to conclude that $\left|C^{\prime}\right| \geq|C|$ because $|[x, R(x)]| \geq\left|\left[a_{i}, R\left(a_{i}\right)\right]\right|$ means $\left|\left[x, a_{i}\right]\right| \geq\left|\left[R(x), R\left(a_{i}\right)\right]\right|$ (or $\left.\left|\left[a_{i}, x\right]\right| \leq\left|\left[R\left(a_{i}\right), R(x)\right]\right|\right)$; similarly we can conclude that $\left|C^{\prime}\right|=|C|$ if and only if $|[x, R(x)]|=\left|\left[a_{i}, R\left(a_{i}\right)\right]\right|$.

Corollary 2.1. Suppose that $\left[a_{1}, b_{1}\right] \cup\left[a_{2}, b_{2}\right] \cup \ldots \cup\left[a_{\mu}, b_{\mu}\right]$ is a largest $\mu$-overlap clique. Then for every $i=1,2, \ldots, \mu$ and each $x \in\left(b_{i-1}, b_{i}\right]$ we have $|[x, R(x)]| \leq$ $\mid\left[a_{i}, R\left(a_{i}\right)\right]$.

Corollary 2.2. Let $\mu \geq 3$ be an odd integer. If $C=\left[a_{1}, b_{1}\right] \cup\left[a_{2}, b_{2}\right] \cup \ldots \cup\left[a_{\mu}, b_{\mu}\right]$ is a largest $\mu$-overlap clique, then for any $x \in\left(b_{i-1}, b_{i}\right]$ with $|[x, R(x)]|=\left|\left[a_{i}, R\left(a_{i}\right)\right]\right|$, the vertices $a_{1}, \ldots, a_{i-1}, x, a_{i+1}, \ldots, a_{\mu}$ generate a $\mu$-overlap clique $C^{\prime}$, which also is a largest $\mu$-overlap clique.

Let $C=\left[a_{1}, b_{1}\right] \cup\left[a_{2}, b_{2}\right] \cup \ldots \cup\left[a_{\mu}, b_{\mu}\right]$ be a largest $\mu$-overlap clique. Then $C$ is called normalized (with respect to $a_{i}$ ) if, for every $j \neq i$ and each $x \in\left(b_{j-1}, a_{j}\right)$, $|[x, R(x)]|<\left|\left[a_{j}, R\left(a_{j}\right)\right]\right|$. Trivially, any 1-overlap clique $[a, R(a)]$ is normalized (with respect to $a)$.

To illustrate these concepts in Fig. 2b, for $x=v_{11} \in\left(b_{2}, a_{3}\right]$ we have $|[x, R(x)]|$ $=\left|\left[v_{11}, v_{2}\right]\right|<\left|\left[a_{3}, R\left(a_{3}\right)\right]\right|=\left|\left[v_{13}, v_{5}\right]\right|$; in fact, $C$ is normalized with respect to $v_{1}$. However, if we added the arc $v_{11} v_{3}$ then $|[x, R(x)]|=\left|\left[a_{3}, R\left(a_{3}\right)\right]\right|$, and $C$ would no longer be normalized with respect to $v_{1}$ : The clique $C^{\prime}=\left[v_{1}, v_{3}\right] \cup\left[v_{7}, v_{9}\right] \cup\left[v_{11}, v_{15}\right]$ would have the same cardinality as $C$ and $C^{\prime}$ would be normalized with respect to $v_{1}$.

Lemma 2.3. If $x$ generates a largest 1-overlap clique, then $x$ is a generator of some maximum clique which is a $\mu$-overlap clique normalized with respect to $x$.

Proof. Let $\left[a_{1}, b_{1}\right] \cup\left[a_{2}, b_{2}\right] \cup \ldots \cup\left[a_{\mu}, b_{\mu}\right]$ be a $\mu$-overlap clique which is also a maximum clique. Then $x \in\left(b_{i-1}, b_{i}\right]$ for some $i$. By Corollary $2.1|[x, R(x)]| \leq$ $\left|\left[a_{i}, R\left(a_{i}\right)\right]\right|$. Since $x$ generates a largest 1-overlap clique, $|[x, R(x)]| \geq\left|\left[a_{i}, R\left(a_{i}\right)\right]\right|$. Hence $|[x, R(x)]|=\left|\left[a_{i}, R\left(a_{i}\right)\right]\right|$, and by Corollary $2.2, a_{1}, \ldots, a_{i-1}, x, a_{i+1}, \ldots, a_{\mu}$ generate a $\mu$-overlap clique $C$ which is also a maximum clique.

Now to obtain a maximum clique which is a $\mu$-overlap clique normalized with respect to $x$, we proceed as follows, making use of Corollary 2.2: Replace the generator $a_{i+\mu^{\prime}+1}$ by the closest vertex $a_{i+\mu^{\prime}+1}^{\prime}$ to $R(x)$ in $\left(R(x), a_{i+\mu^{\prime}+1}\right]$ with $\mid\left[a_{i+\mu^{\prime}+1}^{\prime}\right.$, $\left.R\left(a_{i+\mu^{\prime}+1}^{\prime}\right)\right]\left|=\left|\left[a_{i+\mu^{\prime}+1}, R\left(a_{i+\mu^{\prime}+1}\right)\right]\right|\right.$, and then repeat this procedure for the generators in the order $a_{i+1}, a_{i+\mu^{\prime}+2}, a_{i+2}, \ldots, a_{i-1}, a_{i+\mu^{\prime}}$.

We note the following interesting consequence of our lemma, which will simplify our task of finding a maximum clique.

Corollary 2.3. If $K$ is a largest 1 -overlap clique and if $|K| \leq \frac{n}{2}$ then $K$ is a maximum clique.

Proof. Suppose that $K=[x, R(x)]$ is a largest 1-overlap clique which is not a maximum clique. Then, by Lemma 2.3, there is a $\mu$-overlap clique $C$, with $\mu \geq 3$ and generators $x=a_{1}, a_{2}, \ldots, a_{\mu}$. We claim that $a_{\mu^{\prime}+2}$ generates a clique of size greater than $K=\left|\left[a_{1}, R\left(a_{1}\right)\right]\right|$, contrary to the choice of $K$. Note that we have $\left|\left(R\left(a_{1}\right), a_{1}\right)\right| \geq\left|\left[a_{1}, R\left(a_{1}\right)\right]\right|$ since $|K| \leq \frac{n}{2}$. Hence $\left|\left[a_{\mu^{\prime}+2}, R\left(a_{\mu^{\prime}+2}\right)\right]\right|=\left|\left[a_{\mu^{\prime}+2}, a_{1}\right)\right|+$ $\left|\left[a_{1}, R\left(a_{\mu^{\prime}+2}\right)\right]\right|>\left|\left[a_{\mu^{\prime}+2}, a_{1}\right)\right|+\left|\left(R\left(a_{1}\right), a_{\mu^{\prime}+2}\right)\right|=\left|\left(R\left(a_{1}\right), a_{1}\right)\right| \geq\left|\left[a_{1}, R\left(a_{1}\right)\right]\right|$. (Since $R\left(a_{1}\right)=b_{\mu^{\prime}+1}$ and $R\left(a_{\mu^{\prime}+2}\right)=b_{1}$, the inequality $\left|\left[a_{1}, R\left(a_{\mu^{\prime}+2}\right)\right]\right|>\left|\left(R\left(a_{1}\right), a_{\mu^{\prime}+2}\right)\right|$ follows from the definition of a $\mu$-overlap clique.)

According to this corollary, we only need to search for $\mu$-overlap cliques with $\mu>1$ when a largest 1 -overlap clique contains more than half of the vertices.

We now present our algorithm for finding a maximum clique in a round oriented graph of maximum degree smaller than $n-1$, given by a round enumeration with complete FO-information. To simplify the notation, we write $x+k=y$ if $x=v_{i}$ and $y=v_{i+k}$, with the additions calculated modulo $n$. (Thus each $v_{i}+k=v_{i+k}$ and, in general, $x+k$ is the $k$ th vertex after $x$ in the clockwise direction.)

The algorithm first finds a vertex $x_{0}$ which generates a largest 1-overlap clique. If the clique contains more than half of the vertices, then the algorithm proceeds to repeat a basic iteration step $I$. The iteration step $I(x)$, using the starting vertex $x$ (initially $x=x_{0}$ ), normally produces a vertex $s$ which will be the starting vertex of the next iteration; if $I(x)$ does not produce an $s$ we say that $I(x)$ fails. Moreover, $I(x)$ may produce another vertex $g$, which will be one of the generators of our final maximum clique; we note that $I(x)$ may produce a $g$ even if it fails.

Specifically, the step $I(x)$ is defined as follows:
$g \leftarrow$ undefined, and $I(x)$ fails and $I(x)$ fails $g \leftarrow$ undefined do until $\{x+k \sim R(x)+k+1\}$ or $\left\{x+k=x_{0}\right.$ and $\left.k>0\right\}$ or $\left\{R(x)+k+1=x_{0}\right\}$ $k \leftarrow k+1$
if $\left\{x+k=x_{0}\right.$ and $\left.k>0\right\}$ then $s \leftarrow$ undefined and $g \leftarrow$ undefined, and $I(x)$ fails else if $\left\{R(x)+k+1=x_{0}\right\}$ then $g \leftarrow x$ and $s \leftarrow$ undefined, and $I(x)$ fails else if $x+k \rightarrow R(x)+k+1$ then $s \leftarrow x+k$ and $g \leftarrow$ undefined else $s \leftarrow R(x)+k+1$ and $g \leftarrow x$
Thus, we start from $x$ seeking the least nonnegative integer $k$ such that $x+k$ is adjacent to $R(x)+k+1$. (In fact, we could have started with $k=1$ because $x$ is never adjacent to $R(x)+1$.) In this search we only consider values of $k$ up to the point when either $x+k$ or $R(x)+k+1$ reaches the fixed vertex $x_{0}$. If neither of these happens, then $I(x)$ succeeds and terminates with $s=x+k$ and $g$ undefined if $x+k \rightarrow R(x)+k+1$ or terminates with $s=R(x)+k+1$ and $g=x$ if $R(x)+k+1 \rightarrow x+k$.

If $I(x)$ fails because $x+k$ became $x_{0}$ then it doesn't produce either $g$ or $s$, and if it fails because $R(x)+k+1$ became $x_{0}$ then it produces $g=x$ but no $s$.

We state the entire algorithm as follows.

## Algorithm Max-Cliq

find a vertex $x_{0}$ which generates a largest 1-overlap clique
if $\left|\left[x_{0}, R\left(x_{0}\right)\right]\right| \leq \frac{n}{2}$ then halt
$x \leftarrow x_{0}$
do until $I(x)$ fails
perform $I(x)$
$x \leftarrow s$
The correctness of our algorithm relies on the following lemma.
Lemma 2.4. Let $C=\left[a_{1}, b_{1}\right] \cup\left[a_{2}, b_{2}\right] \cup \ldots \cup\left[a_{\mu}, b_{\mu}\right]$ be a maximum clique of $D$ which is a $\mu$-overlap clique normalized with respect to $x_{0}=a_{1}$ and assume that $|C|>\frac{n}{2}$.
(Let $i$ denote any subscript $1,2, \ldots, \mu$ and recall that we reduce the subscripts modulo $\mu$; also recall that $\mu=2 \mu^{\prime}+1$.)

1. $I\left(a_{i}\right)$ will always produce the value $g=a_{i}$.
2. If $i \neq \mu^{\prime}+1$ then $I\left(a_{i}\right)$ will also produce a value $s \in\left(b_{\mu^{\prime}+i}, a_{\mu^{\prime}+i+1}\right]$ with $R(s) \in\left(a_{i}, b_{i}\right]$.
3. $I\left(a_{\mu^{\prime}+1}\right)$ will either produce a value $s \in\left(b_{\mu}, a_{1}\right)$ with $R(s) \in\left(a_{\mu^{\prime}+1}, b_{\mu^{\prime}+1}\right)$, or fail.
4. If $x \in\left(b_{i-1}, a_{i}\right)$ and $R(x) \in\left(a_{\mu^{\prime}+i}, b_{\mu^{\prime}+i}\right)$ then $I(x)$ will not produce a value of $g$.
5. If $x \in\left(b_{i-1}, a_{i}\right)$ and $R(x) \in\left(a_{\mu^{\prime}+i}, b_{\mu^{\prime}+i}\right)$ and $i \neq 1$ then $I(x)$ will produce the value $s \in\left(x, a_{i}\right]$ with $R(s) \in\left(a_{\mu^{\prime}+i}, b_{\mu^{\prime}+i}\right]$.
6. If $x \in\left(b_{\mu}, a_{1}\right)$ and $R(x) \in\left(a_{\mu^{\prime}+1}, b_{\mu^{\prime}+1}\right)$ then $I(x)$ will produce the value $s \in\left(x, a_{1}\right)$ with $R(s) \in\left(a_{\mu^{\prime}+1}, b_{\mu^{\prime}+1}\right)$, or fail.

Proof. Note that according to the assumption of the lemma, we have the inequality $\left|\left[a_{i}, b_{i}\right]\right|>\left|\left(b_{\mu^{\prime}+i}, a_{\mu^{\prime}+i+1}\right)\right|$ (from the definition of a $\mu$-overlap clique with $\mu \geq 3$ ) even when $\mu=1$.

Consider an iteration $I\left(a_{i}\right)$. We first observe that the value $k$ found by the iteration is such that $a_{i}+k \in\left[a_{i}, b_{i}\right]$ and $R\left(a_{i}\right)+k+1=b_{\mu^{\prime}+i}+k+1 \in\left(b_{\mu^{\prime}+i}, a_{\mu^{\prime}+i+1}\right]$. Indeed, by the time $k$ became large enough for $R\left(a_{i}\right)+k+1=a_{\mu^{\prime}+i+1}$ to hold, we must still have $a_{i}+k \in\left[a_{i}, b_{i}\right]$ (because $\left.\left|\left[a_{i}, b_{i}\right]\right| \geq\left|\left(b_{\mu^{\prime}+i}, a_{\mu^{\prime}+i+1}\right]\right|\right)$ and hence $R\left(a_{i}\right)+k+1$ and $a_{i}+k$ are adjacent, because $\left[R\left(a_{i}\right)+k+1, a_{i}+k\right]=\left[a_{\mu^{\prime}+i+1}, a_{i}+k\right] \subseteq\left[a_{\mu^{\prime}+i+1}, b_{i}\right]=$ $\left[a_{\mu^{\prime}+i+1}, R\left(a_{\mu^{\prime}+i+1}\right)\right]$. Since $a_{i}+k \in\left[a_{i}, b_{i}\right]$ we cannot have $a_{i}+k=x_{0}$. Moreover, we cannot have $a_{i}+k \rightarrow R\left(a_{i}\right)+k+1$ because in this case $a_{i}+k$ would generate a larger 1-overlap clique than $a_{i}$, contradicting Corollary 2.1. Thus the iteration $I\left(a_{i}\right)$ will produce $g=a_{i}$, proving statement 1 . When $i \neq \mu^{\prime}+1$, then $a_{\mu^{\prime}+i+1} \neq x_{0}=a_{1}$ and $I\left(a_{i}\right)$ also produces a value $s=R\left(a_{i}\right)+k+1 \in\left(b_{\mu^{\prime}+i} a_{\mu^{\prime}+i+1}\right]$. We have $R(s) \in\left(a_{i}, b_{i}\right]$, again by Corollary 2.1. This proves statement 2 . Statement 3 is proved analogously, the only difference being that in this case $R\left(a_{\mu^{\prime}+1}\right)+k+1$ may become equal to $x_{0}$ and hence $I\left(a_{\mu^{\prime}+1}\right)$ might fail.

To prove statement 4 , assume that $x \in\left(b_{i-1}, a_{i}\right)$ and $R(x) \in\left(a_{\mu^{\prime}+i}, b_{\mu^{\prime}+i}\right)$. The iteration $I(x)$ will either fail with $i=1$ and $x+k=x_{0}=a_{1}$ or find a value $k$ for which $x+k \in\left[x, a_{i}\right]$ and $R(x)+k+1 \in\left(R(x), b_{\mu^{\prime}+i}\right]$. Indeed, if $i \neq 1$ then $I(x)$ does not fail, because by the time $x+k=a_{i}$ we must still have $R(x)+k+1 \in\left(R(x), b_{\mu^{\prime}+i}\right]$ (as $\left|\left[x, a_{i}\right]\right|<\left|\left[R(x), b_{\mu^{\prime}+i}\right]\right|$ by the definition of a normalized clique). Furthermore we see that $R(x)+k+1 \rightarrow x+k$ is impossible, because otherwise $\left[a_{1}, b_{1}\right] \cup \ldots \cup\left[a_{\mu^{\prime}+1}, R(x)\right] \cup$
$\left[u, b_{\mu^{\prime}+1}\right] \cup\left[a_{\mu^{\prime}+2}, b_{\mu^{\prime}+2}\right] \cup \ldots \cup\left[a_{\mu}, b_{\mu}\right] \cup[x, v]$ is a clique larger than $C$, contrary to our assumption. Hence $I(x)$ will not produce a value $g$, proving statement 4. Moreover, when $i \neq 1$, then $I(x)$ will also produce $s=x+k \in\left[x, a_{i}\right]$, and by Corollary 2.1, we have $R(s) \in\left(R(x), b_{\mu^{\prime}+i}\right]$. This proves statement 5 . Finally, when $i=1$, as we noted above, $I(x)$ may fail with $x+k=x_{0}=a_{1}$ (and hence $R(s)=R\left(a_{1}\right)=b_{\mu^{\prime}+1}$ ). Otherwise $I(x)$ will produce $s=x+k \in\left(x, a_{1}\right)$ with $R(s) \in\left(a_{\mu^{\prime}+1}, b_{\mu^{\prime}+1}\right)$, completing the proof of statement 6 .

We now explain how to use the above lemma to prove the correctness of our algorithm. Firstly, according to Lemma 2.3, there exists a maximum clique $C=$ $\left[a_{1}, b_{1}\right] \cup\left[a_{2}, b_{2}\right] \cup \ldots \cup\left[a_{\mu}, b_{\mu}\right]$ of $D$ which is a $\mu$-overlap clique normalized with respect to $x_{0}=a_{1}$. Recall that $R\left(a_{i}\right)=b_{i+\mu^{\prime}}$ for each $i=1,2, \ldots, \mu=2 \mu^{\prime}+1$. We claim that the sequence $g_{1}, g_{2}, \ldots, g_{d}$ of values $g$ output by our algorithm is precisely the sequence $a_{1}, a_{\mu^{\prime}+2}, a_{2}, a_{\mu^{\prime}+3}, a_{3}, \ldots, a_{\mu^{\prime}+1}$.

Assume first that $\mu>1$. Our algorithm first performs the iteration $I\left(a_{1}\right)$. By Lemma 2.4, statement $1, I\left(a_{1}\right)$ will produce the value $g_{1}=a_{1}$. According to statement $2, I\left(a_{1}\right)$ will also produce a value $s \in\left(b_{\mu^{\prime}+1}, a_{\mu^{\prime}+2}\right]$ with $R(x) \in\left(a_{1}, b_{1}\right]$. The algorithm will let $x \leftarrow s$ and next perform the iteration $I(x)$. Suppose first that $x \in\left(b_{\mu^{\prime}+1}, a_{\mu^{\prime}+2}\right)$. Then statements 4 and 5 imply that no $g$ is produced and the value of $s$ is in the interval $\left(x, a_{\mu^{\prime}+2}\right]$ and $R(s) \in\left(R(x), b_{1}\right]$. Since this $s$ is used as the next $x$, and since each iteration moves $x$ clockwise, we will eventually (after at most $\left|\left(b_{\mu^{\prime}+1}, a_{\mu^{\prime}+2}\right]\right|$ iterations $)$ perform $I\left(a_{\mu^{\prime}+2}\right)$. This iteration will produce the next value of $g$, namely $g_{2}=a_{\mu^{\prime}+2}$, according to statement 1 . Moreover, statement 2 applies, and we obtain an $s \in\left(b_{1}, a_{2}\right]$ with $R(s) \in\left(a_{\mu^{\prime}+2}, b_{\mu^{\prime}+2}\right]$. As above, the algorithm will not produce another value of $g$ until we perform the iteration $I\left(a_{2}\right)$. Continuing this way, we see that our algorithm will find $g_{3}=a_{2}, g_{4}=a_{\mu^{\prime}+3}, g_{5}=a_{3}$, and so on, until we invoke the iteration $I\left(a_{\mu^{\prime}+1}\right)$. (In the following discussion we also include the case $\mu=1$, when the very first iteration $I\left(a_{1}\right)$ is $I\left(a_{\mu^{\prime}+1}\right)$.) For the iteration $I\left(a_{\mu^{\prime}+1}\right)$ we argue in a similar fashion, using statements 3 and 6 in place of statements 2 and 5 . First, $I\left(a_{\mu^{\prime}+1}\right)$ will produce $g_{\mu}=a_{\mu^{\prime}+1}$. Moreover, there will be at most $\left|\left(b_{\mu}, a_{1}\right]\right|$ further iterations, which do not produce any further values $g$, and then we must fail.

To illustrate the algorithm and its proof of correctness, consider first the 3-overlap clique in Fig. 2b. Suppose we found (in one pass, from the complete FO-information) the vertex $v_{1}$ as the generator of a largest 1 -overlap clique. The algorithm starts by performing $I\left(v_{1}\right)$. Thus we search for the least nonnegative integer $k$ such that $v_{1}+k$ and $R\left(v_{1}\right)+k+1$ are adjacent. In our case we find that $v_{1}+1=v_{2}$ is already adjacent to $R\left(v_{1}\right)+2=v_{11}$. So the least nonnegative integer $k$ equals 1 . Now we need to check whether $v_{11} \rightarrow v_{2}$ or $v_{2} \rightarrow v_{11}$. Since $v_{11} \rightarrow v_{2}$, the iteration $I\left(v_{1}\right)$ produces $g_{1}=v_{1}$ as the first generator, and the vertex $s=v_{11}$ as the starting vertex of next iteration. Following the same procedure, the next iteration $I\left(v_{11}\right)$ finds that $v_{12}$ is not adjacent to $v_{4}$ but $v_{13}$ is adjacent to $v_{5}$; thus $k=2$. Since $v_{13} \rightarrow v_{5}$ the iteration $I\left(v_{11}\right)$ does not produce a value $g$, and will yield $s=v_{13}$. The next iteration $I\left(v_{13}\right)$ will produce the generator $g_{2}=v_{13}$ and $s=v_{7}$. Finally the iteration $I\left(v_{7}\right)$ fails because $R\left(v_{7}\right)+2=v_{15}+2=v_{1}$ is our fixed starting point (called $x_{0}$ in the algorithm). However, even though $I\left(v_{7}\right)$ fails, it still produces the generator $g_{3}=v_{7}$. Thus our algorithm correctly identifies the 3 -overlap clique $\left[v_{1}, v_{5}\right] \cup\left[v_{7}, v_{9}\right] \cup\left[v_{13}, v_{15}\right]$ (generated by $v_{1}, v_{13}, v_{7}$ ) as a maximum clique. To illustrate a situation in which $I(x)$ fails because $x+k$ becomes $x_{0}$, consider the example in Fig. 1b: Starting with $I\left(v_{1}\right)$ we produce $g_{1}=v_{1}$ and the value $s=v_{7}$. Now $I\left(v_{7}\right)$ fails because $v_{7}+1=v_{8}$ is not adjacent to $R\left(v_{7}\right)+2=v_{2}+2=v_{4}$, and $v_{7}+2=v_{1}$. In this situation neither $g$ nor $s$ is produced and the algorithm only produced one generator, corresponding to the
fact that $\left[v_{1}, R\left(v_{1}\right)\right]$ is a maximum clique.
We next consider the complexity of our algorithm. First, we can find the vertex $x_{0}$ in time $O(n)$ from the complete FO-information. For the remainder of the analysis we may assume that $\left|\left[x_{0}, R\left(x_{0}\right)\right]\right|>\frac{n}{2}$; i.e., $\left|\left[x_{0}, R\left(x_{0}\right)\right]\right|>\left|\left(R\left(x_{0}\right), x_{0}\right)\right|$. Suppose that the $\mu$-clique generated by the algorithm is $C=\left[a_{1}, b_{1}\right] \cup\left[a_{2}, b_{2}\right] \cup \ldots \cup\left[a_{\mu}, b_{\mu}\right]$, where $a_{1}=x_{0}$. Note that the time for $I(x)$ is dominated by the time spent searching for $k$. We claim that the total time spent on searching for the $k$ 's over all the iterations is proportional to $\left|\left(b_{1}, a_{2}\right] \cup\left(b_{2}, a_{3}\right] \cup \ldots \cup\left(b_{\mu}, a_{1}\right]\right|$. For instance, during $I\left(x_{0}\right)$ we search $\left(R\left(x_{0}\right), s_{1}\right]=\left(b_{\mu^{\prime}+1}, s_{1}\right]$ (where $s_{1}$ is the $s$ produced by $\left.I\left(x_{0}\right)\right)$, then during $I\left(s_{1}\right)$ we search $\left(s_{1}, s_{2}\right]$ (where $s_{2}$ is the $s$ produced by $I\left(s_{1}\right)$ ), and so on, until we generate $g_{2}=a_{\mu^{\prime}+1}$; by this time we have searched the whole interval $\left(b_{\mu^{\prime}+1}, a_{\mu^{\prime}+2}\right]$ at a cost of $\left|\left(b_{\mu^{\prime}+1}, a_{\mu^{\prime}+2}\right]\right|$. The next sequence of iterations will search the interval $\left(b_{\mu^{\prime}+2}, a_{\mu^{\prime}+3}\right.$ ] at a cost of $\left|\left(b_{\mu^{\prime}+2}, a_{\mu^{\prime}+3}\right]\right|$ and so on. Note that this is so even when $I\left(s_{i}\right)$ eventually fails-this will only happen when we are searching the interval ( $b_{\mu}, a_{1}$ ], and in this case as well, the time for searching is proportional to $\left|\left(b_{\mu}, a_{1}\right]\right|$. When $I\left(x_{0}\right)$ fails, the total time for searching for $k$ is $\left|\left(b_{1}, a_{1}\right)\right|<\left|\left[a_{1}, b_{1}\right]\right|$ (where $b_{1}=R\left(a_{1}\right)=R\left(x_{0}\right)$ ). In general we have, for each $i$, that $\left|\left[a_{i}, b_{i}\right]\right|>\left|\left(b_{\mu^{\prime}+i}, a_{\mu^{\prime}+i+1}\right)\right|$. Therefore the time is always at most proportional to $\left|\left(b_{1}, a_{2}\right] \cup\left(b_{2}, a_{3}\right] \cup \ldots \cup\left(b_{\mu}, a_{1}\right]\right| \leq|C|$.

Theorem 2.1. There is an $O(n)$ algorithm which finds a maximum clique in an oriented graph given by a round enumeration with complete FO-information.

Corollary 2.4. There is an $O(n)$ algorithm which finds a maximum clique in a proper circular arc graph given by a sorted simple family of circular arcs.

By combining the above theorem with the $O(m+n)$ algorithm of $[2,3]$, which finds a round enumeration with complete FO-information of a proper circular arc graph, we conclude the following fact.

Corollary 2.5. There is an $O(m+n)$ algorithm which finds a maximum clique in a proper circular arc graph.
3. An application to $q$-coloring. We now apply the above algorithm to derive another $O(n) q$-coloring algorithm for proper circular arc graphs for any fixed $q$. (An $O(n)$ algorithm was previously given in [16].) We again assume that $D$ is a connected oriented graph of $\Delta(D)<n-1$, given by a round enumeration $v_{1}, v_{2}, \ldots, v_{n}$ with complete FO-information. Let $q$ be a fixed integer. We first find, using the algorithm of the previous section, a maximum clique $C$ which is a $\mu$-overlap clique for some odd integer $\mu$. Let $\omega=|C|$.

If $\omega>q$, then $D$ is not $q$-colorable. If $\omega=q$ and $n$ is divisible by $q$ then an easy $q$-coloring was proposed by Orlin, Bonuccelli, and Bovet [12]: $D$ is $q$-colorable in the order $v_{1}, v_{2}, \ldots, v_{n}$ by consecutive "stretches" each consisting of colors 1,2 , $\ldots, q$. The fact that $q$ divides $n$ means that these stretches fit together to color all $n$ vertices (as $1,2, \ldots, q, 1,2, \ldots, q, \ldots, 1,2, \ldots, q$ ). The fact that $\omega=q$ assures that this is a proper coloring: Indeed, any two vertices $x, y$ of the same color have "circular distance" of at least $q+1$ (that is, both $x+k=y$ and $y+k=x$ require $k \geq q$ ); if they were adjacent then $[x, y]$ or $[y, x]$ would be a clique of size $q+1$.

A similar idea takes care of the case when $\omega \leq q-1$. This allows us to use both stretches $1,2, \ldots, q$ and $1,2, \ldots,(q-1)$. If $n$ is big enough, then we can easily fit these stretches of size $q-1$ and $q$ together to cover the circular arrangement of all $n$ vertices. Assume for instance that $n>(q-1)^{2}$ and $n=P(q-1)+S$ with $0 \leq S<q-1$. Since $P \geq q-1>S$, we can color the first $S q$ vertices by stretches of size $q$, and color the remaining $(P-S)(q-1)$ vertices by stretches of size $q-1$. On the other hand, if $n \leq(q-1)^{2}$, then any algorithm (for example, the one in [12]) can be used
to find a $q$-coloring in time $O(n)$, since $n=O(1)$.
We suppose from now on that $\omega=q$. Consider first the situation when $\mu$ is greater than one: let $C=\left[a_{1}, b_{1}\right] \cup\left[a_{2}, b_{2}\right] \cup \ldots \cup\left[a_{\mu}, b_{\mu}\right]$. If a $q$-coloring exists, it must assign a different color to each vertex of $C$. Thus we may, without loss of generality, arbitrarily assign colors $1,2, \ldots, q$ to the vertices of $C$. When can this coloring be completed to a $q$-coloring of the entire $D$ ? Note first that the vertices of each interval $\left(b_{i}, a_{i+1}\right)$ are adjacent to each other and to all vertices of $C$ with the possible exception of $\left[a_{i-\mu^{\prime}}, b_{i-\mu^{\prime}}\right]$. This is due to the fact that $\left(b_{i}, a_{i+1}\right)$ is contained in both cliques $\left[a_{i-\mu^{\prime}+1}, R\left(a_{i-\mu^{\prime}+1}\right)\right]$ and $\left[a_{i}, R\left(a_{i}\right)\right]$, which together cover all vertices of $C$ except for $\left[a_{i-\mu^{\prime}}, b_{i-\mu^{\prime}}\right.$ ]. Therefore, our coloring can be extended if and only if each vertex of ( $b_{i}, a_{i+1}$ ) admits a different nonneighbor in $\left[a_{i-\mu^{\prime}}, b_{i-\mu^{\prime}}\right]$ for each $i=1,2, \ldots, \mu$. This happens if and only if there is, for each $i$, a matching of $\left(b_{i}, a_{i+1}\right)$ into $\left[a_{i-\mu^{\prime}}, b_{i-\mu^{\prime}}\right.$ ] in the complement of the underlying graph of $D$. In fact, we now show that these matchings may be assumed to have a very special form: a round matching associates with each vertex $x$ of $\left(b_{i}, a_{i+1}\right)$ a nonneighbor $m(x)$ in $\left[a_{i-\mu^{\prime}}, b_{i-\mu^{\prime}}\right]$ in such a way that circular order is preserved; namely, for any other vertex $x^{\prime} \in$ $\left(b_{i}, a_{i+1}\right)$, exactly one of $x^{\prime}, m\left(x^{\prime}\right)$ belongs to $(x, m(x))$. We claim that a matching (as above) exists if and only if a round matching exists. (Of course, it will be easier to test for the existence of round matching, cf. below.) Indeed, suppose that each vertex $x$ of $\left(b_{i}, a_{i+1}\right)$ is matched with a different nonneighbor $m(x)$ in $\left[a_{i-\mu^{\prime}}, b_{i-\mu^{\prime}}\right]$. A round matching can be obtained as follows: write $\left(b_{i}, a_{i+1}\right)=\left\{y_{1}, y_{2}, \ldots, y_{s}\right\}$ and $\left\{m(x): x \in\left(b_{i}, a_{i+1}\right)\right\}=\left\{z_{1}, z_{2}, \ldots, z_{s}\right\}$ where $y_{1}, y_{2}, \ldots, y_{s}, z_{1}, z_{2}, \ldots, z_{s}$ appear in the clockwise circular order. We prove that $y_{i}, z_{i}$ are not adjacent. Suppose, without loss of generality, that $y_{i}$ dominates $z_{i}$; then $\left[y_{i}, z_{i}\right]$ is a clique, and hence it was impossible to match $\left\{z_{1}, z_{2}, \ldots, z_{i}\right\}$ with $\left\{y_{1}, y_{2}, \ldots, y_{i-1}\right\}$, a contradiction. This proves the claim, and hence it suffices to look for round matchings. Round matchings can be found by an obvious greedy algorithm. Hence we can determine, in time $O(n)$, whether or not the coloring of $C$ is extendable to a $q$-coloring of $D$.

Thus it only remains to explain what to do when $\omega=q, C$ is a 1-overlap clique, and $n$ is not divisible by $q$, say, $n=Q q+R$, with $0<R<q$. It is known that $D$ admits a $q$-coloring if and only if it admits a $q$-coloring with $R$ "larger" classes of size $Q+1$ and $q-R$ "smaller" classes of size $Q$ [12]. The clique $C$ must have one vertex in each of the color classes. Let $Y$ denote the set of vertices of $C$ which belong to the larger color classes. Then $D-Y$ has precisely $Q$ vertices of each of the $q$ colors. Thus $D$ is $q$-colorable if and only if there exists a set $Y$ of $R$ vertices of $C$ such that $D$ has a $q$-coloring in which $D-Y$ has precisely $Q$ vertices of each color. Since $q$ is fixed, there are at most a constant number

$$
\binom{q}{R} \leq\binom{ q}{\left\lfloor\frac{q}{2}\right\rfloor}
$$

of possible sets $Y$ and we can afford to try all of them. Thus it will suffice to test if, for a fixed set $Y$ of $R$ vertices of $C$, there exists a $q$-coloring of $D$ in which $D-Y$ has precisely $Q$ vertices of each of the $q$ colors. This is what we shall do below, by a greedy approach. To guide our choice of coloring we shall be referring to "blocks" of a vertex. For a fixed vertex $v$ of $D$, the zeroth block has $R$ consecutive vertices of $D$ (in the clockwise order), starting with $v$; the first block consists of the next $q$ vertices; the second block of the next $q$ vertices after that and so on. (Thus the $i$ th block of $v$ is $[v+(i-1) q+R, v+i q+R-1]$.)

Let $y_{1}, y_{2}, \ldots, y_{R}$ be the vertices of $Y$, and color $y_{i}$ by color $i$. This uses colors $1,2, \ldots, R$ in $C$. We color the remaining vertices of $C$ by the remaining $q-R$ colors
in any order. It remains to color the vertices of $D-C$. The first step will be to color those vertices that will obtain colors $1,2, \ldots, R$. We first color by 1 the first vertex $v$ not dominated by $y_{1}$ (first in the linear order on $D-C$, induced by the clockwise order of $D$ ). It is easy to see that $v$ is in the first block of $y_{1}$. Suppose we have just colored a vertex $u$ in the $j$ th block of $y_{i}$ by color $i$. If $i<R$, and if $s$ was the last vertex we colored by $i+1$ (possibly $s=y_{i+1}$ ), we find the first vertex $w$ after $u$ which lies in the $j$ th block of $y_{i+1}$ and is not dominated by $s$, and we color it by $i+1$. If $i=R$ and $j<Q$ and if $t$ was the last vertex colored by 1 , then we find the first vertex $z$ after $u$ which lies in the $(j+1)$ st block of $y_{1}$ and is not dominated by $t$, and we color it by 1 . It can be shown, cf. [7], that these vertices $w, z$ always exist. However, it is not necessarily the case that this will produce a proper coloring. It is not difficult to see that if two vertices of color $i$ are adjacent then they are $y_{i}$ and the last vertex colored $i$ by our procedure. This is easy to check as part of our procedure. If this happens ( $y_{i}$ is adjacent to the last vertex colored $i$ ) for some $i$, we try a different set $Y$. If each color class $C_{i}$ is independent, then we easily extend the coloring to the remaining vertices by using the colors $R+1, \ldots, q$ as follows: Let $D^{\prime}$ be the subgraph of $D$ consisting of all uncolored vertices, listed in the same circular order. Then $D^{\prime}$ has $Q(q-R)$ vertices, and it can be shown [7] that it has no 1-overlap clique of size $q-R+1$. Thus it can be colored by stretches of colors $R+1, \ldots, q$, as above.

It is not difficult to see that all procedures in our algorithm can be performed in time $O(n)$. Thus we have, for any fixed $q$, an $O(n)$ algorithm to test for $q$-colorability of an oriented graph given by its round enumeration with complete FO-information or, equivalently, of a proper circular arc graph given by a sorted simple family of circular arcs. As for maximum cliques, this implies, in conjunction with [2, 3], an $O(m+n) q$-coloring algorithm for abstract proper circular arc graphs.
4. The maximum weight clique algorithm. In this section, we show how our maximum clique algorithm can be extended to weighted circular arc graphs. Thus assume that $D$ is a round oriented graph with complete FO-information, and that each vertex $v$ has an associated weight $w(v)>0$. (Note that vertices of nonpositive weights may be removed from the graph without affecting the optimum solution.) The weight of a set $S$ of vertices of $D$, denoted $w(S)$, is the sum of the weights of the vertices in $S$; if $D^{\prime}$ is a subgraph of $D$ with vertex set $S^{\prime}$, then we let $w\left(D^{\prime}\right)=w\left(S^{\prime}\right)$. We shall seek a maximum weight clique of $D$, i.e., a clique $C$ in $D$ with the greatest value of $w(C)$. As in the unweighted case, we may assume that $\Delta(D) \leq n-2$.

We extend the definitions by replacing all cardinalities by the corresponding weights. Thus a $\mu$-overlap clique generated by $a_{1}, a_{2}, \ldots, a_{\mu}\left(\mu=2 \mu^{\prime}+1 \geq 3\right)$ is a clique $C=\left[a_{1}, b_{1}\right] \cup\left[a_{2}, b_{2}\right] \cup \ldots \cup\left[a_{\mu}, b_{\mu}\right]$ such that $a_{1}, b_{1}, a_{2}, b_{2}, \ldots, a_{\mu}, b_{\mu}$ are vertices of $D$ in clockwise circular order and for each $i=1,2, \ldots, \mu$,

$$
R\left(a_{i}\right)=b_{i+\mu^{\prime}} \quad \text { and } \quad w\left(\left[a_{i}, b_{i}\right]\right)>w\left(\left(b_{i+\mu^{\prime}}, a_{i+\mu^{\prime}+1}\right)\right) .
$$

It is still the case that there is at least one vertex in each interval $\left(b_{i+\mu^{\prime}}, a_{i+\mu^{\prime}+1}\right)$; however, we note that this no longer implies that $a_{i} \neq b_{i}$ for each $i$. For instance in Fig. 3 we have $a_{1}=b_{1}$ in the depicted maximum weight clique.

By proofs similar to those of $\S 2$, we easily show that some maximum weight clique must be a $\mu$-overlap clique in the above sense, and that any generator $x$ of a maximum weight 1 -overlap clique is also a generator of some maximum weight clique which is a $\mu$-overlap clique normalized with respect to $x$. (In the definition of a normalized clique we again replace the cardinalities by the corresponding weights.) It also remains true


FIg. 3. A maximum weight clique generated by $a_{1}, a_{2}, a_{3}$ (the circled numbers denote weights).
that if the weight of a maximum weight 1-overlap clique $K$ does not exceed half of the total weight of $D$, then $K$ is a maximum weight clique.

We now explain how to adapt the algorithm: We again begin by finding a vertex $x_{0}$ which generates a maximum weight 1 -overlap clique $K$ and halt if $w(K) \leq \frac{w(D)}{2}$. Otherwise we proceed, as in the unweighted case, with basic iteration steps $I(x)$ using the starting vertex $x$ (initially $x=x_{0}$ ).

Before we define the iterations in the weighted case, let us look more closely at the motivation for the iterations in the unweighted case. The iteration $I(x)$ seeks a suitable $k$ such that $x+k \sim R(x)+k+1$. We view the current $x$ as a candidate for the next generator and if $x+k \rightarrow R(x)+k+1$ then we conclude that $x+k$ is a better candidate. In fact, using $x+k$ in place of $x$ will have the effect of replacing, in the clique being formed, the interval $[x, x+k)$ by the interval $(R(x), R(x)+k+1]$. Since we always have $|[x, x+k)|<|(R(x), R(x)+k+1]|$, this will result in a larger clique. On the other hand, if $R(x)+k+1 \rightarrow x+k$, then we accept $x$ as a generator and go on to look for the next generator, starting with $R(x)+k+1$ as the first candidate. This is a reasonable choice, in part because we always have $|[x, x+k]|>|(R(x), R(x)+k+1)|$. In the weighted case we lack the "weight equivalents" of these two cardinality inequalities, and we must do something to assure their validity. Let
$A$ denote the event $x+k \rightarrow R(x)+k^{\prime}$ and $w([x, x+k))<w\left(\left(R(x), R(x)+k^{\prime}\right]\right)$, $B$ denote the event $R(x)+k^{\prime} \rightarrow x+k$ and $w([x, x+k])>w\left(\left(R(x), R(x)+k^{\prime}\right)\right)$, $C$ denote the event $x+k=x_{0}$ and $k>0$, and $D$ denote the event $R(x)+k^{\prime}=x_{0}$.

The iteration $I(x)$ is defined as follows.
$k \leftarrow 0$ and $k^{\prime} \leftarrow 1$
do until $A$ or $B$ or $C$ or $D$

$$
\begin{gathered}
\text { if } w([x, x+k]) \leq w\left(\left(R(x), R(x)+k^{\prime}\right]\right) \text { then } k \leftarrow k+1 \\
\text { else } k^{\prime} \leftarrow k^{\prime}+1
\end{gathered}
$$

if $C$ occurs then $s \leftarrow$ undefined and $g \leftarrow$ undefined, and $I(x)$ fails
else if $D$ occurs then $g \leftarrow x$ and $s \leftarrow$ undefined, and $I(x)$ fails
else if $A$ occurs then $s \leftarrow x+k$ and $g \leftarrow$ undefined
else $s \leftarrow R(x)+k+1$ and $g \leftarrow x$

Finally, we present the entire algorithm.

## Algorithm Max-Weight-CliQ

find a vertex $x_{0}$ which generates a largest 1-overlap weighted clique
if $w\left(\left[x_{0}, R\left(x_{0}\right)\right]\right) \leq \frac{w(D)}{2}$ then halt
$x \leftarrow x_{0}$
do until $I(x)$ fails
perform $I(x)$
$x \leftarrow s$
The correctness of the algorithm follows by arguments similar to those in the unweighted case. In particular, the six statements of Lemma 2.4 still hold, although their proofs need to be slightly modified. For instance, in the proof of statement 1 , we now first prove that the values $k$ and $k^{\prime}$ found by $I\left(a_{i}\right)$ are such that $a_{i}+k \in\left[a_{i}, b_{i}\right]$ and $R\left(a_{i}\right)+k^{\prime}=b_{\mu^{\prime}+i}+k^{\prime} \in\left(b_{\mu^{\prime}+i}, a_{\mu^{\prime}+i+1}\right]$. This is certainly the case for the starting values of $k=0, k^{\prime}=1$. If $a_{i}+k \in\left[a_{i}, b_{i}\right)$ and $R\left(a_{i}\right)+k^{\prime} \in\left(b_{\mu^{\prime}+i}, a_{\mu^{\prime}+i+1}\right)$ and if either $k$ or $k^{\prime}$ is incremented by $I\left(a_{i}\right)$, then we still have $a_{i}+k \in\left[a_{i}, b_{i}\right]$ and $R\left(a_{i}\right)+k^{\prime} \in$ ( $\left.b_{\mu^{\prime}+i}, a_{\mu^{\prime}+i+1}\right]$. If $R\left(a_{i}\right)+k^{\prime}=a_{\mu^{\prime}+i+1}$ and $a_{i}+k \in\left[a_{i}, b_{i}\right]$, then $R\left(a_{i}\right)+k^{\prime} \rightarrow a_{i}+k$, as $\left[R\left(a_{i}\right)+k^{\prime}, a_{i}+k\right]=\left[a_{\mu^{\prime}+i+1}, a_{i}+k\right] \subseteq\left[a_{\mu^{\prime}+i+1}, b_{i}\right]=\left[a_{\mu^{\prime}+i+1}, R\left(a_{\mu^{\prime}+i+1}\right)\right]$. If $w\left(\left[a_{i}, a_{i}+k\right]\right)>w\left(\left(R\left(a_{i}\right), R\left(a_{i}\right)+k^{\prime}\right)\right)$, then the event $B$ occurs and the current values of $k$ and $k^{\prime}$ are the final values produced by $I\left(a_{i}\right)$; note that this includes the case when we also had $a_{i}+k=b_{i}$. On the other hand, if $w\left(\left[a_{i}, a_{i}+k\right]\right) \leq$ $w\left(\left(b_{\mu^{\prime}+i}, R\left(a_{i}\right)+k^{\prime}\right)\right) \leq w\left(\left(b_{\mu^{\prime}+i}, R\left(a_{i}\right)+k^{\prime}\right]\right)$ then $I\left(a_{i}\right)$ directs us to increment $k$, and we still have $a_{i}+k \in\left[a_{i}, b_{i}\right]$ and $R\left(a_{i}\right)+k^{\prime} \in\left(b_{\mu^{\prime}+i}, a_{\mu^{\prime}+i+1}\right]$. Finally, if $a_{i}+k=b_{i}$ and $R\left(a_{i}\right)+k^{\prime} \in\left(b_{\mu^{\prime}+i}, a_{\mu^{\prime}+i+1}\right)$, then we cannot have $R\left(a_{i}\right)+k^{\prime} \rightarrow a_{i}+k$, as otherwise the 1-overlap clique generated by $R\left(a_{i}\right)+k^{\prime}$ would have weight greater than that generated by $a_{\mu^{\prime}+i+1}$; this would contradict the weighted analogue of Corollary 2.1. Thus the event $B$ does not occur. It is also clear that neither $C$ nor $D$ are occurring as $a_{i}+k=b_{i}$. Moreover, it is easy to see that the event $A$ cannot occur either, because the 1-overlap clique generated by $b_{i}=a_{i}+k$ would contradict the weighted analogue of Corollary 2.1. Since $w\left(\left[a_{i}, a_{i}+k\right]\right)=w\left(\left[a_{i}, b_{i}\right]\right)>w\left(\left(b_{\mu^{\prime}+i}, a_{\mu^{\prime}+i+1}\right)\right) \geq$ $w\left(\left(b_{\mu^{\prime}+i}, R\left(a_{i}\right)+k^{\prime}\right]\right)$, the iteration $I\left(a_{i}\right)$ increments $k^{\prime}$ and we still have $a_{i}+k \in\left[a_{i}, b_{i}\right]$ and $R\left(a_{i}\right)+k^{\prime} \in\left(b_{\mu^{\prime}+i}, a_{\mu^{\prime}+i+1}\right]$. The rest of the proof of statement 1 proceeds in a manner analogous to the proof in the unweighted case, taking into account the modifications in the statement of the algorithm and replacing cardinalities by the corresponding weights.

The complexity of this algorithm is analyzed in a way similar to the unweighted algorithm. However, because of the modifications of the algorithm, we may visit all vertices of $[x, x+k] \cup\left(R(x), R(x)+k^{\prime}\right]$ when searching for $k$ and $k^{\prime}$ in the iteration $I(x)$. Hence we may have to search through all the vertices of the graph; nevertheless, the time is still proportional to $n$.

Thus we have an $O(n)$ algorithm to find a maximum weight clique in a weighted oriented graph given by a round enumeration with complete FO-information, or equivalently, in a proper circular arc graph given by a sorted simple family of circular arc graphs. Therefore, using [2,3], we obtain an $O(m+n)$ algorithm to find a maximum weight clique in a weighted proper circular arc graph.

To illustrate the algorithm consider the weighted oriented graph in Fig. 3. Using the complete FO-information it is still possible to find in one pass a largest 1-overlap clique, in this case the one generated by $v_{1}$ (which has weight 20). The algorithm starts by performing $I\left(v_{1}\right)$, which searches for $k$ and $k^{\prime}$ such that $A$ or $B$ or $C$ or $D$ occurs. Since $v_{1}+0=v_{1}$ is not adjacent to $R\left(v_{1}\right)+1=v_{8}+1=v_{9}$ and $w\left(\left[v_{1}, v_{1}\right]\right)=6>1=$ $w\left(\left(v_{8}, v_{9}\right]\right)$, we increment $k^{\prime}$ and consider $v_{1}$ and $v_{8}+2=v_{10}$. Since these vertices are not adjacent either and $w\left(\left[v_{1}, v_{1}\right]\right)=6>3=w\left(\left(v_{8}, v_{10}\right]\right)$, we again increment $k^{\prime}$ and consider $v_{1}$ and $v_{11}$. Now $v_{11} \rightarrow v_{1}$ and $w\left(\left[v_{1}, v_{1}\right]\right)=6>3=w\left(\left(v_{8}, v_{11}\right)\right)$; that is, $B$ occurs. Thus $I\left(v_{1}\right)$ finds $k=0$ and $k^{\prime}=3$ and produces the value $g=v_{1}$ and $s=v_{11}$. Next the algorithm performs $I\left(v_{11}\right)$ which finds $k=3, k^{\prime}=4$ and produces $g=v_{11}$, $s=v_{5}$. Finally, the iteration $I\left(v_{5}\right)$ finds $k=3$ and $k^{\prime}=3$, and $I\left(v_{5}\right)$ fails, producing $g=v_{5}$ but no value of $s$. Hence the algorithm correctly finds the three generators $v_{1}, v_{11}, v_{5}$ of the maximum weight clique $\left[v_{1}, v_{1}\right] \cup\left[v_{5}, v_{8}\right] \cup\left[v_{11}, v_{14}\right]$ (of weight 21).
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# THE ULTIMATE CATEGORICAL INDEPENDENCE RATIO OF A GRAPH* 

JASON I. BROWN ${ }^{\dagger}$, RICHARD J. NOWAKOWSKI ${ }^{\dagger}$, AND DOUGLAS RALL ${ }^{\ddagger}$


#### Abstract

Let $\beta(G)$ denote the independence number of a graph $G$. We introduce $A(G)=$ $\lim _{k \rightarrow \infty} \beta\left(G^{k}\right) /|V(G)|^{k}$, where the categorical graph product is used. This limit, surprisingly, lies in the range $(0,1 / 2] \cup\{1\}$. We can show that this limit can take any such rational number, but is there any $G$ for which $A(G)$ is irrational? A useful technique for bounding $A(G)$ is to consider special spanning subgraphs. These bounds allow us to efficiently compute $A(G)$ for many $G$. We give a condition which if true for $G$ shows that $A(G)>\beta(G) /|V(G)|$. This brings up the question: for which $G$ does $A(G)=\beta(G) /|V(G)|$ ? This happens if $G$ is a Cayley graph of an Abelian group or if $G$ is a connected graph that has an automorphism which has a single orbit.
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1. Introduction. Graph products have been used to find the essential value of a graph parameter (such as independence number or chromatic number) of a graph $G$ by "multiplying" $G$ by itself $k$ times and examining the growth of the parameter on $G^{k}$. For example, the Shannon capacity $[12,15,16]$ of a graph $G$ is defined by

$$
\Theta(G)=\lim _{k \rightarrow \infty} \beta\left(\otimes_{i=1}^{k} G\right)^{1 / k}
$$

where $\otimes$ is the strong product of graphs and $\beta(H)$ denotes the independence number of graph $H$ (i.e., the maximum cardinality of an independent set of vertices of $H$ ). The Shannon capacity of a graph arose from a problem of transmission of words over a noisy line but has a number of other applications (see [12]).

Another such concept is the ultimate chromatic number of a graph $G$; that is,

$$
\chi_{u}(G)=\lim _{k \rightarrow \infty}\left(\chi\left(\bullet_{i=1}^{k} G\right)\right)^{1 / k}
$$

(Here • denotes the lexicographic product and $\chi(H)$ the chromatic number of $H$.) This was introduced by Hilton, Rado, and Scott [11] (see also [5]) and is related to the problem of assigning radio frequencies to vehicles operating in zones (see Gilbert [6] and Roberts [13, 14]). The determination of both the Shannon capacity for some graphs and the ultimate chromatic number for all graphs can be solved using linear programming techniques. (See [15] for the former and [9] for the latter.)

In contrast to the Shannon capacity, one can investigate the parameter of the independence number by looking at the ratio of this parameter to the total number of vertices in the graph; if $|V(G)|=n$, the ultimate independence ratio of $G$ is

$$
I(G)=\lim _{k \rightarrow \infty} \beta\left(\square_{i=1}^{k} G\right) / n^{k},
$$

where $\square$ is the Cartesian product. This was introduced in [10]. We consider an analogous (but significantly different) concept.

[^26]Let $G=(V(G), E(G))$ be a graph. We will assume that graphs are finite and simple. We write $a \sim b$ if $a$ is adjacent to but not equal to $b$, and $a \perp b$ if $a$ is neither adjacent nor equal to $b$. The categorical product $G \times H$ of $G$ and $H$ has the vertex set $V(G) \times V(H)$ and $(a, x) \sim(b, y)$ if both $a \sim b$ and $x \sim y$. As the categorical product is the only product we shall consider henceforth, for the rest of the paper we use $\times_{i=1}^{k} G$ and $G^{k}$ interchangeably. The parameter we consider is the ultimate categorical independence ratio of a graph $G$ which is defined as

$$
A(G)=\lim _{k \rightarrow \infty} \beta\left(\times_{i=1}^{k} G\right) / n^{k}
$$

where $|V(G)|=n$. We show that this limit exists in the next section.
The next two sections deal with upper and lower bounds, respectively. The fourth section investigates disjoint unions of graphs, and we find classes of graphs for which the sequence $\left\langle\beta\left(G^{k}\right) /\right| V\left(G^{k}\right)\rangle$ is not constant; i.e., $A(G)>\beta(G) /|V(G)|$. In the fifth section we look at graphs for which $A(G)=\beta(G) /|V(G)|$ and in the last section we pose several problems.

We follow standard graph theoretic terminology (cf. [1, 2, 8]), but we make explicit note of a few definitions. We abbreviate the disjoint union of $m$ copies of graph $G$ by $m G$. Let $S \subseteq V(G)$ and $v \in V(G)$. Then $\langle S\rangle$ denotes the induced subgraph on the vertices of $S$. The neighborhood of $v \in V(G)$ is $N(v)=\{y \mid y \sim v\}$ and $N(S)=\cup_{v \in S} N(v) ; N[v]=N(v) \cup\{v\}$ is the closed neighborhood of $v$ and $N[S]=\cup_{v \in S} N[v]$. The set $S$ is called independent if $\langle S\rangle$ contains no edges and, as mentioned above, $\beta(G)$ denotes the maximum cardinality of an independent set of $G$. The chromatic number of $G$ is denoted by $\chi(G)$. We remark that $G \times H$ is connected if and only if both $G$ and $H$ are connected and at least one is 3 -chromatic [17]. It is easy to see as well that $G \times H \cong H \times G, G \times(H \cup K)=(G \times H) \cup(G \times K)$, and $\chi(G \times H) \leq$ $\min \{\chi(G), \chi(H)\}$. Whether $\chi(G \times H)=\min \{\chi(G), \chi(H)\}$ is Hedetniemi's conjecture, an open problem that has attracted (and frustrated!) a number of mathematicians (see, for example, $[4,3]$ ).
2. Upper bounds for $\boldsymbol{A}(\boldsymbol{G})$. The first fact needed is that the ultimate categorical independence ratio really exists for any graph. We will make use of the following elementary but important fact.

Lemma 2.1. Let $G$ and $H$ be graphs. Then $\beta(G \times H) \geq \max \{\beta(G)|V(H)|,|V(G)|$ $\beta(H)\}$.

Proof. If $I$ is an independent set of $H$ then $\cup_{a \in I} G \times\{a\}$ is an independent set of $G \times H$ and thus $\beta(G \times H) \geq \beta(H)|V(G)|$. The second part follows similarly since the product is commutative.

From this lemma it follows that $\beta\left(G^{k}\right) / n^{k} \geq n \beta\left(G^{k-1}\right) / n^{k}=\beta\left(G^{k-1}\right) / n^{k-1}$. Therefore the sequence $\beta\left(G^{k}\right) / n^{k}$ is nondecreasing and is bounded above by 1 and so the ultimate categorical independence ratio exists. We contrast this with the ultimate independence ratio of Hell, Yu, and Zhou [10], where $I(G)$ is the limit of the nonincreasing sequence $\left.\beta\left(\square_{i=1}^{k} G\right) / n^{k}\right)$.

The following observation is extremely useful and forms the basic idea for this and the next section.

Lemma 2.2. If $G$ is a spanning subgraph of $H$ then $A(G) \geq A(H)$.
Proof. For all $k, G^{k}$ is a spanning subgraph of $H^{k}$. Thus $\beta\left(G^{k}\right) \geq \beta\left(H^{k}\right)$ and therefore $\beta\left(G^{k}\right) / n^{k} \geq \beta\left(H^{k}\right) / n^{k}$.

The previous result, along with the next, is quite helpful in bounding the ultimate categorical independence ratio of a graph.

Theorem 2.3. If $G$ is a regular graph of degree $r>0$ then $A(G) \leq 1 / 2$.

Proof. Let $I \subseteq V(G)$ be an independent set with $|I|=\beta(G)$ and let $C=V(G)-I$. Each vertex in $G$ has degree $r$ so summing the degrees of the vertices in $C$ we have $(n-\beta(G)) r$. Some edges have been counted twice, but the edges between $I$ and $C$ have only been counted once. Therefore, since $I$ is an independent set, $r \beta(G) \leq(n-\beta(G)) r$; i.e., $\beta(G) / n \leq 1 / 2$. Now $G^{k}$ is a regular graph of degree $r^{k}$ so $\beta\left(G^{k}\right) / n^{k} \leq 1 / 2$ and consequently $A(G) \leq 1 / 2$.

Theorem 2.3 and Lemma 2.2 give the following corollary.
Corollary 2.4. If $H$ has a regular spanning subgraph of degree at least one then

$$
\beta(H) / n \leq A(H) \leq \frac{1}{2}
$$

This result shows that $A\left(C_{2 n}\right)=A\left(P_{2 n}\right)=1 / 2$, the latter because $P_{2 n}$ has a perfect matching as a spanning subgraph. Moreover, if $G$ has a Hamiltonian cycle then $A(G) \leq 1 / 2$. However, if $G$ has a Hamiltonian path then it is possible for $A(G)$ to be greater than $1 / 2$. For example, $A\left(P_{2 n+1}\right) \geq(n+1) /(2 n+1)>1 / 2$. Indeed, this raises the question: What is $A\left(P_{2 n+1}\right)$ ? We answer this question later.

General upper bounds for the ultimate categorical independence ratio are few and far between. One technique that appears fruitful involves partitioning the vertex set into subgraphs. In the following, the phrase $K$ decomposes into $L_{1}, \ldots, L_{l}$ means that $L_{1} \cup \cdots \cup L_{l}$ is a spanning subgraph of $K$. (We denote this as well by $K \Rightarrow L_{1} \cup \cdots \cup L_{l}$.)

Lemma 2.5. If $G$ is a graph of order $n$ and $G \times H \Rightarrow n H$ then $\beta(G \times H)=\beta(H) n$. Moreover, if also $H \cong G$ then $A(G)=\beta(G) / n$.

Proof. From Lemma 2.1 we have that $\beta(G \times H) \geq \beta(H)|V(G)| \geq \beta(H) n$ for any graphs $G$ and $H$.

Suppose that $G \times H$ can be partitioned so that the subgraphs in each partition are all isomorphic to $H$. Thus any independent set of $G \times H$ intersects each part in no more than $\beta(H)$ many vertices. Therefore $\beta(G \times H) \leq \beta(H) n$. Consequently, $\beta(G \times H)=\beta(H) n$.

If a graph $G$ is of order $n$ and $G^{2}$ decomposes into $n G$, then inductively $G^{k} \Rightarrow$ $n^{k-1} G$ and $\beta\left(G^{k}\right) / n^{k} \leq\left(n^{k-1} \beta(G)\right) / n^{k}=\beta(G) / n$. Thus $A(G)=\beta(G) / n$.

This result shows that $A\left(K_{n}\right)=\frac{1}{n}$. This follows since $K_{n}^{2}$ can be decomposed into $n K_{n}$ : if the vertices of $K_{n}$ are $\mathbb{Z}_{n}$, and $X_{i}$ is the subgraph of $K_{n}^{2}$ induced by $\left\{(j, j+i): j \in \mathbb{Z}_{n}\right\}$, then $K_{n}^{2}$ decomposes into $X_{0}, \ldots, X_{n-1}$; i.e., $K_{n}^{2} \Rightarrow n K_{n}$.

Decompositions can be utilized to prove the following general upper bound.
THEOREM 2.6. Suppose $G \Rightarrow H \cup K_{m_{1}} \cup \cdots \cup K_{m_{p}}$ where $|V(H)|=n$ and $\chi(H) \leq m_{1} \leq \cdots \leq m_{p}$. Then $A(G) \leq A(H)$.

Proof. Suppose $H \cup K_{m_{1}} \cup \cdots \cup K_{m_{p}}$ is a spanning subgraph of $G$, where $\chi(H) \leq$ $m_{1} \leq \cdots \leq m_{p}$. Then $G^{k}$ decomposes into

$$
\bigcup_{i=0}^{k}\binom{k}{i} H^{i} \times\left(K_{m_{1}} \cup \cdots \cup K_{m_{p}}\right)^{k-i}
$$

We observe that if $\chi(H) \leq r$ then $H \times K_{r}$ has a decomposition into $r$ copies of $H$, as follows. Let $\chi(H)=j$ and the color classes of $H$ be $C_{1}, C_{2}, \ldots, C_{j}$. Let $V\left(K_{r}\right)=\left\{a_{1}, a_{2}, \ldots, a_{r}\right\}$. The $i$ th copy of $H$ would be $\left(C_{1} \times\left\{a_{i}\right\}\right) \cup\left(C_{2} \times\left\{a_{i+1}\right\}\right) \cup$ $\cdots \cup\left(C_{j} \times\left\{a_{i+j-1}\right\}\right)$ for $i=1,2, \ldots, r$ where the subscripts are taken modulo $r$.

Since $\chi\left(H^{i}\right) \leq \chi(H)$ for all $i$, using the previous remark we have (for $i<k$ )

$$
H^{i} \times\left(K_{m_{1}} \cup \cdots \cup K_{m_{p}}\right)^{k-i}
$$

$$
\begin{aligned}
& =H^{i} \times\left(K_{m_{1}} \cup \cdots \cup K_{m_{p}}\right) \times\left(K_{m_{1}} \cup \cdots \cup K_{m_{p}}\right)^{k-i-1} \\
& =\left(H^{i} \times K_{m_{1}} \cup H^{i} \times K_{m_{2}} \cup \cdots \cup H^{i} \times K_{m_{p}}\right) \times\left(K_{m_{1}} \cup \cdots \cup K_{m_{p}}\right)^{k-i-1} \\
& \Rightarrow\left(m_{1}+\cdots+m_{p}\right) H^{i} \times\left(K_{m_{1}} \cup \cdots \cup K_{m_{p}}\right)^{k-i-1}
\end{aligned}
$$

and so by induction,

$$
H^{i} \times\left(K_{m_{1}} \cup \cdots \cup K_{m_{p}}\right)^{k-i} \Rightarrow\left(m_{1}+\cdots+m_{p}\right)^{k-i} H^{i}
$$

for any $i \in\{0, \ldots, k\}$. (We interpret the 0 th power of a graph to be $K_{1}$.)
Thus $G^{k}$ has a decomposition into

$$
\left(\bigcup_{i>0}\binom{k}{i}\left(m_{1}+\cdots+m_{p}\right)^{k-i} H^{i}\right) \cup\left(K_{m_{1}} \cup \cdots \cup K_{m_{p}}\right)^{k} .
$$

Now as $\beta\left(\left(K_{m_{1}} \cup \cdots \cup K_{m_{p}}\right)^{k}\right) \leq\left(m_{1}+\cdots+m_{p}\right)^{k}$ we have

$$
\beta\left(G^{k}\right) \leq\left(\sum_{i>0}\binom{k}{i}\left(m_{1}+\cdots+m_{p}\right)^{k-i} \beta\left(H^{i}\right)\right)+\left(m_{1}+\cdots+m_{p}\right)^{k}
$$

Since $\beta\left(H^{i}\right) \leq A(H) n^{i}$,

$$
\begin{aligned}
\beta\left(G^{k}\right) \leq & \left(\sum_{i>0}\binom{k}{i}\left(m_{1}+\cdots+m_{p}\right)^{k-i} A(H) n^{i}\right)+\left(m_{1}+\cdots+m_{p}\right)^{k} \\
= & A(H)\left(\left(n+m_{1}+\cdots+m_{p}\right)^{k}-\left(m_{1}+\cdots+m_{p}\right)^{k}\right) \\
& +\left(m_{1}+\cdots+m_{p}\right)^{k} .
\end{aligned}
$$

Dividing through by $\left(n+m_{1}+\cdots+m_{p}\right)^{k}$ yields

$$
\frac{\beta\left(G^{k}\right)}{\left(n+m_{1}+\cdots+m_{p}\right)^{k}} \leq A(H)\left(1-\frac{\left(m_{1}+\cdots+m_{p}\right)^{k}}{\left(n+m_{1}+\cdots+m_{p}\right)^{k}}\right)+\frac{\left(m_{1}+\cdots+m_{p}\right)^{k}}{\left(n+m_{1}+\cdots+m_{p}\right)^{k}}
$$

Letting $k \rightarrow \infty$ we get $A(G) \leq A(H)$.
Suppose we have a coloring $\pi$ of $\bar{G}$, the complement of $G$, and $c_{0} \leq c_{1} \leq \cdots \leq c_{p}$ are the sizes of the color classes. Then we have a decomposition of the original graph $G$ into cliques:

$$
G \Rightarrow K_{c_{0}} \cup K_{c_{1}} \cup \cdots \cup K_{c_{p}}
$$

Taking $H=K_{c_{0}}$ and applying the previous theorem, we deduce that $A(G) \leq 1 / c_{0}$. Of course the bound is improved when $c_{0}$ is as large as possible. We summarize as follows.

Corollary 2.7. For each coloring $\pi$ of $\bar{G}$, let $c(\pi)$ denote the minimum cardinality of a color class in $\pi$, and let $c$ denote the maximum of $c(\pi)$ over all colorings. Then $A(G) \leq \frac{1}{c}$.
3. Lower bounds for $\boldsymbol{A}(\boldsymbol{G})$. If one takes an independent set $I$ in $G$, then the subset $I \times G^{k-1}$ is an independent set in $G^{k}$ (this is inherent in Lemma 2.1), and it follows that $A(G) \geq \beta(G) /|V(G)|$. There are graphs (such as the complete graphs) for which equality holds (we will have more to say about such graphs later). The following lemma is often useful in showing when independent sets larger than $\beta(G)|V(G)|$ exist in the product of $G$ and $H$.

Lemma 3.1. Let $G$ and $H$ be graphs and let $I$ be an independent set of $G$ where $|G-N[I]|=k$. Then $\beta(G \times H) \geq k \beta(H)+|I||V(H)|$.

Proof. Let $P$ be a maximum-sized independent set of $H$. Let $Q=(V(G)-$ $N[I]) \times P$ and $R=I \times V(H)$. Then $Q \cup R$ is independent in $G \times H$ and $|Q \cup R|=$ $k \beta(H)+|I||V(H)|$.


Fig. 1.
If $G$ is the graph in Figure 1 , then $\beta(G) / 5=3 / 5$, but $\beta\left(G^{2}\right) / 25=16 / 25>3 / 5$. Moreover, let $I=\{a, c\}$ and $H=G^{k}$. Then $|G-N[I]|=2$, and applying the lemma to $G \times H$, we have $A(G) \geq 2 / 3$.

Yet for the graph $G$ in Figure 1, what is $A(G)$ ? The next result provides the answer as well as giving $A\left(P_{2 n+1}\right)$ by proving the surprising fact that if the independence number of any graph is more than half the number of vertices, then the ultimate categorical independence ratio is 1 .

Theorem 3.2. Let $G$ be a graph with $n$ vertices. If $\beta(G) / n>1 / 2$ then $A(G)=1$.
Proof. Let $I$ be an independent set of $G$ with $|I|=\beta(G)>n / 2$. Note that $\beta(G)>n-\beta(G)$.

In $G^{k}$ denote the factors as $G_{i}, i=1,2, \ldots, k$ with $I_{i}$ as the copy of $I$ in the $i$ th factor. Now form the set

$$
J=\bigcup_{P}\left(\times_{i \in P} I_{i}\right) \times\left(\times_{j \notin P}\left(V\left(G_{j}\right)-I_{j}\right)\right)
$$

where the union is taken over all $P \subseteq\{1,2, \ldots, k\}$ with $|P|>k / 2$. For any two vertices $\mathbf{x}=\left(x_{1}, \ldots, x_{k}\right), \mathbf{y}=\left(y_{1}, \ldots, y_{k}\right)$ in $J$, as each has more than half its coordinates in $I$, there is an $i$ such that $x_{i}, y_{i} \in I$, and hence $\mathbf{x}$ and $\mathbf{y}$ are not adjacent. Thus $J$ is an independent set.

Counting gives us the following:

$$
|J|=\sum_{j>k / 2}\binom{k}{j} \beta(G)^{j}(n-\beta(G))^{k-j}
$$

Completing the summation and taking it away again gives

$$
|J|=\sum_{j=0}^{k}\binom{k}{j} \beta(G)^{j}(n-\beta(G))^{k-j}-\sum_{j \leq k / 2}\binom{k}{j} \beta(G)^{j}(n-\beta(G))^{k-j}
$$

and thus

$$
|J|=n^{k}-\sum_{j \leq k / 2}\binom{k}{j}(\beta(G))^{j}(n-\beta(G))^{k-j}
$$

Now since $\beta(G)>(n-\beta(G)), f(x)=\left(\frac{\beta(G)}{n-\beta(G)}\right)^{x}$ is an increasing function of $x$. It follows that for $j \leq k / 2$,

$$
\beta(G)^{j}(n-\beta(G))^{k-j} \leq \beta(G)^{k / 2}(n-\beta(G))^{k / 2}
$$

Therefore we get

$$
\begin{aligned}
|J| & =n^{k}-\sum_{j \leq k / 2}\binom{k}{j} \beta(G)^{k / 2}(n-\beta(G))^{k / 2} \\
& \geq n^{k}-2^{k} \beta(G)^{k / 2}(n-\beta(G))^{k / 2}
\end{aligned}
$$

Dividing by $n^{k}$ gives

$$
|J| / n^{k} \geq 1-\left(\frac{4 \beta(G)(n-\beta(G))}{n^{2}}\right)^{k / 2}
$$

Now as $4 \beta(G)(n-\beta(G))<n^{2}$, the right side tends to 1 as $k$ goes to infinity, and since $A(G) \geq|J| / n^{k}$ for all $k$, we are done.

We have seen that $A\left(C_{2 n+1}\right)=n /(2 n+1)<1 / 2$. Thus the addition of a single edge to a graph (here to $P_{2 n+1}$ ), while changing the ratio of independence number to order by an arbitrarily small amount, may greatly affect the ultimate categorical independence ratio.

We now consider a lower bound which is a companion result to Theorem 2.6.
Theorem 3.3. Let $I$ be an independent subset of $G$. Then $A(G) \geq|I| /|N[I]|$
Proof. Let $H=N[I]$ and $F=G-H$ and put $m=|V(F)|$ and $n=|V(H)|$. Let $J \subseteq G^{k}-F^{k}=(H \cup F)^{k}-F^{k}$ (that is, for $i=1,2, \ldots, k$ choose $i$ of the coordinates and in these coordinates the entries will be taken from $H$ and in the others the entries will be taken from $F$ ), with the extra condition that in the first coordinate in which the entries are taken from $H$ they will be restricted to vertices from $I$. Then $J$ is an independent set of $G$. This follows since if $\mathbf{x}, \mathbf{y} \in J$ then let $i$ and $j$, respectively, be the least indices such that $x_{i} \in I$ and $y_{j} \in I$. If $i=j$ then $x_{i}=y_{i}$ or $x_{i} \perp y_{i}$; if $i<j$ then $y_{i} \in F$ thus $x_{i} \perp y_{i}$ and so $\mathbf{x} \perp \mathbf{y}$. In any event, $\mathbf{x}$ and $\mathbf{y}$ are nonadjacent. Now

$$
|J|=\sum_{i>0}\binom{k}{i}|I| n^{i-1} m^{k-i}=\frac{|I|}{n} \sum_{i>0}\binom{k}{i} n^{i} m^{k-i}=\frac{|I|}{n}\left((n+m)^{k}-m^{k}\right) .
$$

Therefore,

$$
\beta\left(G^{k}\right) \geq \frac{|I|}{n}\left((n+m)^{k}-m^{k}\right)
$$

and dividing through by $(n+m)^{k}$ we get

$$
\frac{\beta\left(G^{k}\right)}{(n+m)^{k}} \geq \frac{|I|}{n}\left(1-\left(\frac{m}{n+m}\right)^{k}\right)
$$

Thus as $k \rightarrow \infty$ we finally obtain $A(G) \geq|I| / n$.
This theorem shows in particular that if $G$ has an isolated vertex $x$, then $A(G)=$ 1 , since if $I=\{x\}$, then $A(G) \geq 1 / 1$.

The previous two theorems can be combined to yield the following corollary.
Corollary 3.4. If $G$ has an independent set $I$ such that $|I|>|N(I)|$ then $A(G)=1$.

Proof. By the previous theorem $A(G) \geq|I| /|N[I]|$, but this latter term is greater than $1 / 2$ and thus by Theorem 3.2, $A(G)=1$.

We know from Theorem 3.2 that if $\beta(G) /|V(G)|>1 / 2$ then $A(G)=1$. What can we say if $\beta(G) /|V(G)|=1 / 2$ ?

Corollary 3.5. Suppose that $G$ is a graph of order $n$ with $\beta(G)=n / 2$. Then $A(G)=1 / 2$ if $G$ has a perfect matching, and $A(G)=1$ otherwise.

Proof. If $G$ has a perfect matching then $G$ has a 1-regular spanning subgraph and so $A(G) \leq 1 / 2$. In fact, $A(G)=1 / 2$ in this case as $A(G) \geq \beta(G) / n=1 / 2$.

Now assume that $G$ has no perfect matching. Let $J$ be an independent set of size $n / 2$ in $G$. Then there is no matching of $J$ into $G-J$, and hence by Hall's theorem, there is a subset $I \subseteq J$ such that $|N(I)|<|I|$. Set $H=N[I]$. Then applying Theorem 3.3,

$$
A(G) \geq \frac{|I|}{|I|+|N(I)|}>\frac{1}{2}
$$

and hence by Theorem 3.2, $A(G)=1$.
We remark that there are graphs $G$ for which $A(G)=1 / 2$ and yet $G$ has no perfect matching. For example, we see in the next section that for any $n \geq 1$, $A\left(K_{2} \cup K_{2 n+1}\right)=1 / 2$ while clearly neither this graph nor any power has a perfect matching.

We can now determine quickly what the ultimate categorical independence ratio is for any bipartite graph $G$. Let $G$ have order $n$. We can find a 2 -coloring of $G$ in polynomial time. Let the color classes be $C_{1}$ and $C_{2}$. Clearly

$$
A(G)=\frac{\beta(G)}{n} \geq \frac{1}{2}
$$

If $\left|C_{1}\right| \neq\left|C_{2}\right|$, then $\beta(G)>n / 2$, and hence $A(G)=1$. Assume now that $\left|C_{1}\right|=\left|C_{2}\right|$. If there is a perfect matching in $G$ (and this can be determined in polynomial time), then $A(G)=1 / 2$. Otherwise, by Corollary 3.5, $A(G)=1$. Thus we have the following corollary.

Corollary 3.6. If $G$ is bipariite, then $A(G)$ can be determined in polynomial time.

Again, we contrast this result with that for the ultimate independence ratio, where it is known [7] that $I(G)=1 / 2$ for any bipartite graph $G$.
4. The ultimate categorical independence ratio for disjoint unions. It is of interest to see how the ultimate categorical independence ratio can change under graph operations. The independence number of the union of graphs changes in an obvious way, namely the sum of the independence numbers of its constituent parts. It is not so clear as to how the ultimate categorical independence ratio changes under disjoint union. For a graph $G$, it is clear that $(G \cup G)^{k}=2^{k} G^{k}$. It follows that $A(G \cup G)=A(2 G)=A(G)$. The next result shows that $A(G \cup H)$ is at least the maximum of $A(G)$ and $A(H)$.

Theorem 4.1. If $G$ and $H$ are any graphs, then $A(G \cup H) \geq \max \{A(G), A(H)\}$.
Proof. Let $n_{G}=|V(G)|$ and $n_{H}=|V(H)|$. We show first that $A(G \cup H) \geq A(G)$. The other inequality follows similarly.

Note that

$$
(G \cup H)^{k}=\bigcup_{i=0}^{k}\binom{k}{i} G^{i} \times H^{k-i}
$$

and hence

$$
\beta\left((G \cup H)^{k}\right)=\sum_{i=0}^{k}\binom{k}{i} \beta\left(G^{i} \times H^{k-i}\right) .
$$

By dropping the $i=0$ term, we obtain

$$
\begin{align*}
\frac{\beta\left((G \cup H)^{k}\right)}{\left(n_{G}+n_{H}\right)^{k}} & \geq \sum_{i=1}^{k} \frac{\binom{k}{i} \beta\left(G^{i} \times H^{k-i}\right)}{\left(n_{G}+n_{H}\right)^{k}} \\
& \geq \sum_{i=1}^{k} \frac{\binom{k}{i} \beta\left(G^{i}\right) n_{H}^{k-i}}{\left(n_{G}+n_{H}\right)^{k}}  \tag{Lemma2.1}\\
& =\sum_{i=1}^{k} \frac{\binom{k}{i} n_{G}^{i} n_{H}^{k-i}}{\left(n_{G}+n_{H}\right)^{k}} \cdot \frac{\beta\left(G^{i}\right)}{n_{G}^{i}} . \tag{*}
\end{align*}
$$

There are two cases. First, suppose $A(G)=\beta(G) / n_{G}$. Then $A(G)=\beta\left(G^{i}\right) / n_{G}^{i}$ for all $i$. In this case

$$
\begin{aligned}
\frac{\beta\left((G \cup H)^{k}\right)}{\left(n_{G}+n_{H}\right)^{k}} & \geq \sum_{i=1}^{k} \frac{\binom{k}{i} n_{G}^{i} n_{H}^{k-i}}{\left(n_{G}+n_{H}\right)^{k}} \cdot \frac{\beta\left(G^{i}\right)}{n_{G}^{i}} \\
& =A(G) \sum_{i=1}^{k} \frac{\binom{k}{i} n_{G}^{i} n_{H}^{k-i}}{\left(n_{G}+n_{H}\right)^{k}} \\
& =A(G)\left(1-\frac{n_{H}^{k}}{\left(n_{G}+n_{H}\right)^{k}}\right)
\end{aligned}
$$

Thus

$$
A(G \cup H)=\lim _{k \rightarrow \infty} \frac{\beta\left((G \cup H)^{k}\right)}{\left(n_{G}+n_{H}\right)^{k}} \geq \lim _{k \rightarrow \infty} A(G)\left(1-\frac{n_{H}^{k}}{\left(n_{G}+n_{H}\right)^{k}}\right)=A(G)
$$

Now we may assume that $A(G)>\beta(G) / n_{G}$. We choose $\varepsilon>0$ and we will show that $A(G \cup H) \geq A(G)-\varepsilon$. Let

$$
\gamma=A(G)-\frac{\varepsilon}{2}
$$

Since $\beta\left(G^{i}\right) / n_{G}^{i}$ is a nondecreasing sequence we can fix $J \geq 1$ so that

$$
\frac{\beta\left(G^{j}\right)}{n_{G}^{j}}>\gamma \text { for all } j \geq J \quad \text { and } \quad \frac{\beta\left(G^{i}\right)}{n_{G}^{i}} \leq \gamma \text { for all } i<J
$$

Let

$$
\psi=\frac{\max \left\{n_{G}, n_{H}\right\}}{n_{G}+n_{H}}
$$

and

$$
\mu= \begin{cases}\gamma-\beta(G) / n_{G} & \text { if } J>1 \\ 0 & \text { if } J=1\end{cases}
$$

Note that for $J>1, \mu=\max \left\{\gamma-\beta\left(G^{i}\right) / n_{G}^{i} \mid i<J\right\}$. Also, $\psi \in(0,1)$ and $\mu \geq 0$ constants. Thus, taking $k>2 J$, from (*) we get

$$
\begin{aligned}
\frac{\beta\left((G \cup H)^{k}\right)}{\left(n_{G}+n_{H}\right)^{k}} & \geq \sum_{i=1}^{k} \frac{\binom{k}{i} n_{G}^{i} n_{H}^{k-i}}{\left(n_{G}+n_{H}\right)^{k}} \cdot \gamma-\sum_{i=1}^{J-1} \frac{\binom{k}{i} n_{G}^{i} n_{H}^{k-i}}{\left(n_{G}+n_{H}\right)^{k}}\left(\gamma-\frac{\beta\left(G^{i}\right)}{n_{G}^{i}}\right) \\
& =\gamma \sum_{i=0}^{k} \frac{\binom{k}{i} n_{G}^{i} n_{H}^{k-i}}{\left(n_{G}+n_{H}\right)^{k}}-\gamma \frac{n_{H}^{k}}{\left(n_{G}+n_{H}\right)^{k}}-\sum_{i=1}^{J-1} \frac{\binom{k}{i} n_{G}^{i} n_{H}^{k-i}}{\left(n_{G}+n_{H}\right)^{k}}\left(\gamma-\frac{\beta\left(G^{i}\right)}{n_{G}^{i}}\right) \\
& \geq \gamma-\gamma \frac{n_{H}^{k}}{\left(n_{G}+n_{H}\right)^{k}}-(J-1)\binom{k}{J-1} \psi^{k} \mu .
\end{aligned}
$$

Therefore,

$$
\frac{\beta\left((G \cup H)^{k}\right)}{\left(n_{G}+n_{H}\right)^{k}} \geq\left(A(G)-\frac{\varepsilon}{2}\right)\left(1-\frac{n_{H}^{k}}{\left(n_{G}+n_{H}\right)^{k}}\right)-C k^{J-1} \psi^{k}
$$

where $C=\frac{(J-1) \mu}{(J-1)!}$ is a nonnegative constant.
This shows that

$$
\begin{aligned}
A(G \cup H) & =\lim _{k \rightarrow \infty} \frac{\beta\left((G \cup H)^{k}\right)}{\left(n_{G}+n_{H}\right)^{k}} \\
& \geq \lim _{k \rightarrow \infty}\left(\left(A(G)-\frac{\varepsilon}{2}\right)\left(1-\frac{n_{H}^{k}}{\left(n_{G}+n_{H}\right)^{k}}\right)-C k^{J-1} \psi^{k}\right) \\
& \geq A(G)-\varepsilon
\end{aligned}
$$

for any $\varepsilon>0$ and hence $A(G \cup H) \geq A(G)$.
In both cases we have that $A(G \cup H) \geq A(G)$. Similarly, we also have that $A(G \cup H) \geq A(H)$, and, therefore, it follows that $A(G \cup H) \geq \max \{A(G)$, $A(H)\}$.

As a corollary to this theorem and Corollary 2.7, we can determine the ultimate categorical independence ratio for the disjoint union of complete graphs.

Corollary 4.2.

$$
A\left(\bigcup_{i=1}^{l} K_{m_{i}}\right)=\frac{1}{\min \left\{m_{i}: i=1, \ldots, l\right\}}
$$

This corollary yields infinitely many graphs $G$ for which $A(G)$ is not 1 , not $1 / 2$, nor $\beta(G) /|V(G)|$; in fact, the disjoint union of complete graphs of order at least 2 where not all the cliques have the same size are such examples.

Finally, we also derive that there are graphs $G$ with arbitrarily small $\beta(G) /|V(G)|$ for which $A(G)$ climbs up to 1 . For example,

$$
\frac{\beta\left(K_{1,2} \cup K_{n}\right)}{\left|V\left(K_{1,2} \cup K_{n}\right)\right|}=\frac{3}{n+3},
$$

while $A\left(K_{1,2} \cup K_{n}\right)=1$ as $A\left(K_{1,2} \cup K_{n}\right) \geq A\left(K_{1,2}\right)=1$.
5. Universal graphs and the distribution of $\boldsymbol{A}(\boldsymbol{G})$. Lemma 3.1 leads naturally to the next definition. A graph $G$ is called categorical-universal if $\beta(G \times H)=$ $\max \{\beta(G)|V(H)|, \beta(H)|V(G)|\}$ for all graphs $H$. A related notion of universal graphs was originally introduced in the Shannon capacity.

Of course if $G=\overline{K_{n}}$, then $G$ is categorical-universal since $\overline{K_{n}} \times H$ contains no edges and thus $\beta\left(\overline{K_{n}} \times H\right)=n|V(H)|=\max \left\{\beta\left(\overline{K_{n}}\right)|V(H)|, \beta(H)\left|V\left(\overline{K_{n}}\right)\right|\right\}$. In fact, it can be shown that these are the only categorical-universal graphs.

A more restricted concept than a categorical-universal graph is the following: graph $G$ is self-universal if $A(G)=\beta(G) /|V(G)|$. From Lemma 2.5 it follows that if a graph $G$ is of order $n$ and $G^{2}$ decomposes into $n G$, then $G$ is self-universal. We have also seen that regular bipartite graphs and cliques are in the class. The next result greatly increases the known self-universal graphs by showing that it includes all Cayley graphs on an Abelian group. (A similar result holds for ultimate independence ratios [10].)

Theorem 5.1. If $G$ is the Cayley graph of an Abelian group then $G$ is selfuniversal.

Proof. Let $S$ be the generating set for $G$ and $|V(G)|=n$. In what follows we do not distinguish between an element of the group and a vertex of the Cayley graph. The proof is by induction. Suppose that $\beta\left(G^{i}\right) / n^{i}=\beta(G) / n$ for $i=1,2, \ldots, k-1$.

Claim. Let $\mathbf{a}=\left(a_{1}, a_{2}, \ldots, a_{k}\right)$ be any vertex of $G^{k}$. Then $\left\{\left(g a_{1}, g a_{2}, \ldots, g a_{k}\right) \mid g \in\right.$ $V(G)\}$ is isomorphic to $G$.

Let $T=\left\{\left(g a_{1}, g a_{2}, \ldots, g a_{k}\right) \mid g \in V(G)\right\}$. Define $\phi: G \rightarrow T$ by $\phi(h)=\left(h a_{1}, h a_{2}\right.$, $\left.\ldots, h a_{k}\right)$. Now $g \sim h$ if and only if there exists $s \in S$ such that $g s=h$. Moreover, since $G$ is Abelian for any $a \in G$ then $g a s=g s a=h a$. Thus $g a \sim h a$ if and only if $g \sim h$. Since this holds in every coordinate, we have $\phi(g) \sim \phi(h)$ if and only if $g \sim h$. Thus the claim is proved.

For each $\mathbf{x} \in V\left(G^{k}\right)$ set $T_{\mathbf{x}}=\{g \mathbf{x} \mid g \in V(G)\}$. If $\mathbf{c} \in T_{\mathbf{x}} \cap T_{\mathbf{z}}$ then there exist $f, g \in G$ such that $c_{i}=f x_{i}=g z_{i}$ for $i=1,2, \ldots, k$. Thus $x_{i}=f^{-1} g z_{i}$ and it follows that any vertex of $T_{\mathbf{x}}$ is in $T_{\mathbf{z}}$ and conversely. Therefore $T_{\mathbf{x}}=T_{\mathbf{z}}$ and these decompose $G^{k}$ into $\left|V\left(G^{k-1}\right)\right|$ many copies of $G$. From Lemma 2.5 the result now follows.

As a consequence we now know that both odd and even cycles are self-universal.
We can extend the class of known self-universal graphs even further.
Theorem 5.2. Let $G$ be a graph of order $n$ with an automorphism $f$ that has a single orbit of size $n$. Then $G$ is self-universal.

Proof. We define an equivalence relation $\equiv$ on $V\left(G^{k+1}\right)$ by $\mathbf{x} \equiv \mathbf{y}$ if $y=f^{l}(\mathbf{x})$ for some $l$ (where $f$ is applied coordinatewise). Now each class is of the form $\left\{\mathbf{x}, f(\mathbf{x}), f^{2}(\mathbf{x}), \ldots, f^{n-1}(\mathbf{x})\right\}$. We'll show that the subgraph induced by each such class is isomorphic to $G$.

Let $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{k+1}\right)$ and $\mathbf{y}=f^{l}(\mathbf{x})=\left(f^{l}\left(x_{1}\right), f^{l}\left(x_{2}\right), \ldots, f^{l}\left(x_{k+1}\right)\right)$ (for some $1 \leq l \leq n-1)$ be any two elements of a class. If $x_{1} \perp y_{1}=f^{l}\left(x_{1}\right)$ then $\mathbf{x} \perp \mathbf{y}$. If $x_{1} \sim y_{1}=f^{l}\left(x_{1}\right)$, then $\mathbf{x} \sim \mathbf{y}$, as if $x_{i}=f^{j}\left(x_{1}\right)$; then $y_{i}=f^{l}\left(x_{i}\right)=f^{l+j}\left(x_{1}\right) \sim$ $f^{j}\left(x_{1}\right)=x_{i}$. It follows that the subgraph of $G^{k+1}$ induced by the class generated by $\mathbf{x}$ is isomorphic to $G$, and thus $G^{k+1}$ decomposes into copies of $G$, and again by Lemma 2.5 we are done.

We now turn to the distribution of the ultimate categorical independence ratio. From Theorem 3.2, we know that there is a gap between $1 / 2$ and 1 . Clearly 0 is not the ultimate categorical independence ratio for any graph $G$, so $\{A(G): G$ is a graph $\} \subseteq$ $(0,1 / 2] \cup\{1\}$. While we do not know if $A(G)$ can be irrational, we can show that the closure of the set above is in fact $[0,1 / 2] \cup\{1\}$.

Theorem 5.3. For any rational number $r \in(0,1 / 2] \cup\{1\}$ there is a graph $G_{r}$ with $A\left(G_{r}\right)=r$.

If $r=1$, we may take $G_{r}$ to be any graph with independence number greater than half the number of vertices. Otherwise, let $r=p / l\left(p, l\right.$ positive integers) and $G_{r}$ be the Cayley graph $\mathbb{Z}_{l}$ where $x$ is joined to $y$ if and only if $x-y \in\{p, p+1, \ldots, l-p\}$; it can be easily seen that $\beta\left(G_{r}\right)=p$, and from Theorem 5.1, $A\left(G_{r}\right)=\beta\left(G_{r}\right) /\left|V\left(G_{r}\right)\right|=$ $p / l=r$.
6. Open problems. There are a number of open problems concerning the ultimate categorical independence ratio. While we have shown that every rational number $r \in\left(0, \frac{1}{2}\right] \cup\{1\}$ is the ultimate categorical independence ratio of a graph, we do not know the following.

Problem 6.1. Can $A(G)$ be irrational?
There are also families of graphs (such as complete multipartite graphs) for which the determination of $A(G)$ is unknown. (Although, for many cases, the results here will provide a solution.)

Problem 6.2. What is $A(G)$ for a random graph $G$ ? Are almost all graphs $G$ of order $n$ self-universal?

In terms of algorithmic considerations, we have shown that one can determine in polynomial time the ultimate categorical independence ratio of a bipartite graph.

Problem 6.3. Is $A(G)$ computable? If so, what is its complexity?
Finally, in many cases, equality does hold in Theorem 4.1, and we do not know of any examples where equality does not hold.

Problem 6.4. Is $A(G \cup H)=\max \{A(G), A(H)\}$ ?
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#### Abstract

For an undirected graph and an optimal cyclic list of all its vertices, the cyclic cover time is the expected time it takes a simple random walk to travel from vertex to vertex along the list until it completes a full cycle. The main result of this paper is a characterization of the cyclic cover time in terms of simple and easy-to-compute graph properties. Namely, for any connected graph, the cyclic cover time is $\Theta\left(n^{2} d_{\text {ave }}\left(d^{-1}\right)_{\text {ave }}\right)$, where $n$ is the number of vertices in the graph, $d_{\text {ave }}$ is the average degree of its vertices, and $\left(d^{-1}\right)_{\text {ave }}$ is the average of the inverse of the degree of its vertices. Other results obtained in the processes of proving the main theorem are a similar characterization of minimum resistance spanning trees of graphs, improved bounds on the cover time of graphs, and a simplified proof that the maximum commute time in any connected graph is at most $4 n^{3} / 27+o\left(n^{3}\right)$.
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1. Introduction. Let $G=G(V, E)$ be a simple connected graph on $n$ vertices and $m$ edges. For any vertex $v \in V, d_{v}$ denotes the degree of $v$ (the number of edges incident with $v$ ). We consider random walks on $G$, where at each step the random walk moves to a vertex chosen at random with uniform probability from the neighbors of the current vertex. For two vertices $u, v \in V$, the hitting time $H[u, v]$ is the expected number of steps it takes a walk that starts at $u$ to reach $v$, and the commute time $C[u, v]$ is the expected number of steps that it takes a walk to go from $u$ to $v$ and back to $u$ (that is, $C[u, v]=H[u, v]+H[v, u]$ ). The cover time of a graph $E C[G]$ is the expected number of steps it takes a random walk to visit all vertices of the graph, starting at the worst possible vertex (that maximizes this value).

Aleliunas et al. [1] showed that for any connected graph, $E C[G]<2 n m$. This bound has been refined by Kahn et al. [13], who proved a bound of $E C[G] \leq$ $4 n^{2} d_{\text {ave }} / d_{\text {min }}$, where $d_{\text {ave }}$ is the average degree of the graph, and $d_{\text {min }}$ is its minimum degree. This bound takes into account the structure of the graph: for regular graphs the bound is low, $O\left(n^{2}\right)$, whereas for irregular graphs, those which have a high ratio $d_{\text {ave }} / d_{\min }$, the bound is higher.

In this paper we further study the relation between "regularity" of a graph and random walks. However, we use a different measure of regularity, namely $d_{\text {ave }}\left(d^{-1}\right)_{\text {ave }}$, where $\left(d^{-1}\right)_{\text {ave }}$ is the average of the inverse of the degrees of the vertices. This measure obtains its minimum 1 on regular graphs and its maximum $\Omega(n)$ on highly irregular graphs that have a linear number of vertices of constant degree and a linear number of vertices of degree $\Omega(n)$. It was argued in [11] that this measure is preferable to $d_{\text {ave }} / d_{\min }$, since it is more robust. Introduction of even a single vertex of small degree can cause $d_{\text {ave }} / d_{\min }$ to increase by a multiplicative factor of $\Theta(n)$, whereas $d_{\text {ave }}\left(d^{-1}\right)_{\text {ave }}$ would increase by at most a constant factor.

Using our regularity measure, we provide an almost tight characterization of a property that is closely related to the cover time. The cyclic cover time $E C C[G]$ is

[^27]the expected number of steps it takes to visit all vertices of the graph in a prespecified cyclic order for the best cyclic order (that minimizes this value). That is,
$$
E C C[G]=H\left[v_{i_{1}}, v_{i_{2}}\right]+H\left[v_{i_{2}}, v_{i_{3}}\right]+\cdots+H\left[v_{i_{n-1}}, v_{i_{n}}\right]+H\left[v_{i_{n}}, v_{i_{1}}\right]
$$
where $\left(i_{1}, i_{2}, \ldots, i_{n}\right)$ is a permutation that minimizes the above sum. Clearly, $E C C[G]>$ $E C[G]$.

Our main theorem states that for any graph $G, E C C[G]$ is characterized up to a constant factor by $d_{\text {ave }}\left(d^{-1}\right)_{\text {ave }}$.

Theorem 1. For any connected graph $G$,

$$
\left(\sum_{v \in V} d_{v}\right)\left(\sum_{v \in V} \frac{1}{d_{v}+1}\right) \leq E C C[G] \leq \frac{10}{3}\left(\sum_{v \in V} d_{v}\right)\left(\sum_{v \in V} \frac{1}{d_{v}+1}\right)
$$

Observe that $\sum_{v \in V} d_{v}=2 m=n d_{\text {ave }}$ and $\sum_{v \in V} \frac{1}{d_{v}}=n\left(d^{-1}\right)_{\text {ave }}$. Thus the features of the graph that characterize its cyclic cover time can be abstracted to the single easily computable quantity $d_{\text {ave }}\left(d^{-1}\right)_{\text {ave }}$ (in particular, it is computable in deterministic logarithmic space), with loss of only a constant factor in the accuracy of the value computed for the cyclic cover time.

A simple corollary of Theorem 1 is that for any connected graph, $E C[G]<$ $\frac{10}{3} n^{2} d_{\text {ave }}\left(d^{-1}\right)_{\text {ave }}$. This is an improvement of the [13] bound on the cover time, since for every graph, $d_{\text {ave }}\left(d^{-1}\right)_{\text {ave }} \leq d_{\text {ave }} / d_{\text {min }}$. However, the bounds that we obtain on the cover time are far from tight. Observe that the bounds that we derive are $\Omega\left(n^{2}\right)$, whereas the cover time of a graph may be as low as $O(n \log n)$ (for a clique or a star). Better bounds on the cover time can sometimes be obtained from the relation $E C[G] \leq \max _{u, v}[H[u, v]] \ln n[14]$. The maximum hitting time on a graph can be computed in polynomial time. Alternatively, it can be bounded from above by the maximum commute time, which in turn can be bounded by $2 m D$, where $D$ is the diameter of the graph, or even characterized exactly by $2 m R_{\text {eff }}$, where $R_{\text {eff }}$ is the maximum effective resistance in the graph (see [5], and also §3). We remark that it is not known whether the diameter of a graph or its maximum effective resistance are computable in deterministic logspace.
2. A travelling salesperson formulation of cyclic cover time. For any undirected connected graph $G=G(V, E)$, we can construct the directed weighted complete graph $G^{\prime}=G^{\prime}(V, W)$, where $W$ is the sequence of weights associated with the edges of $G^{\prime}$. The vertex set of $G^{\prime}$ is identical to that of $G$. Any two vertices $u, v \in V$ are connected by two antiparallel directed edges in $G^{\prime}$. The weight of edge $(u, v)$ is set to be identical to the hitting time $H[u, v]$. The problem of computing the cyclic cover time of $G$ is thus equivalent to solving travelling salesperson (TSP, finding the Hamiltonian cycle of least weight) on the directed graph $G^{\prime}$. (One may regard the problem of finding the optimal cyclic cover tour as a drunken salesperson problem, where the salesperson wanders at random from town to town, searching for the next town on his or her list. What is the optimal ordering of towns on the list?)

The directed graph $G^{\prime}$ can be made into an undirected graph, which we also denote by $G^{\prime}$ (so as not to introduce additional notation). For any pair of vertices $u, v \in V$, the two antiparallel edges are replaced by a single edge with weight equal to the commute time $C[u, v]$. Let $\operatorname{TSP}\left(G^{\prime}\right)$ denote the weight of the minimum weight Hamiltonian cycle in the undirected graph $G^{\prime}$. Then $\operatorname{TSP}\left(G^{\prime}\right)$ is equal to exactly twice the cyclic cover time on $G$, by the well-known fact that along any cycle, the
sum of hitting times going along one direction is equal to the sum of hitting times going along the opposite direction (see, e.g., [7]).

In order to obtain an upper bound on the cyclic cover time, we shall use the following relation between spanning trees and Hamiltonian cycles. Let $\operatorname{MST}\left(G^{\prime}\right)$ denote the weight of the minimum weight spanning tree of $G^{\prime}$. Clearly, $\operatorname{MST}\left(G^{\prime}\right) \leq$ $T S P\left(G^{\prime}\right)$. Furthermore, if the weights satisfy the triangle ineq ality, then it is a simple matter to show that $T S P\left(G^{\prime}\right) \leq 2 M S T\left(G^{\prime}\right)$ (see, e.g., [12]). Thus, in our case of cyclic cover time, it remains to bound $\operatorname{MST}\left(G^{\prime}\right)$.

Remark. We do not know if exact computation of the cyclic cover time is NPhard. The algorithm of Christofides [6, 12] approximates metric TSP within a factor of $3 / 2$ and can be applied to approximate the cyclic cover time, as the commute time (weight of the edges in $G^{\prime}$ ) is computable in polynomial time, and satisfies the triangle inequality (that is, $C[u, w] \leq C[u, v]+C[v, w]$ ). By [2], there is some constant $\epsilon$ such that it is NP-hard to approximate metric TSP to within a ratio of $1+\epsilon$. We do not know whether the extra structure of our graph $G^{\prime}$ can be exploited to improve over the approximation ratio obtainable for metric TSP.
3. Random walks and electrical resistance. There is a well-known correspondence between random walks and resistance of electrical networks [8, 5, 15]. View each edge of $G$ as a resistor of 1 ohm . The effective resistance between vertices $u$ and $v$, denoted by $R[u, v]$, is the voltage that develops at $u$ if a current of 1 amp is injected into $u$ and $v$ is grounded. In [5] it is shown that the effective resistance captures the commute time. Namely, for any connected graph with $m$ edges, and any two vertices $u$ and $v$,

$$
C[u, v]=2 m R[u, v] .
$$

We shall use three properties about effective resistance:

1. Serial connection: resistors that are connected in series can be replaced by a single resistor whose resistance is the sum of the resistances.
2. Parallel connection: resistors that are connected in parallel can be replaced by a single resistor whose conductance (the inverse of resistance) is the sum of the conductances.
3. Shortcut principle: the effective resistance between any two vertices in a network does not increase if we "short cut" (connect by a resistor of resistance 0 ) vertices in the network.

The above three properties imply the following proposition.
Proposition 2. The effective resistance between any two vertices $u, v \in V$ satisfies

$$
R[u, v] \geq \frac{1}{d_{u}+1}+\frac{1}{d_{v}+1}
$$

Proof. We first show that if $u$ and $v$ are not connected by an edge in $G$ (that is, $(u, v) \notin E)$, then $R[u, v] \geq \frac{1}{d_{u}}+\frac{1}{d_{v}}$. Collapse all vertices of $V \backslash\{u, v\}$ to a single vertex $w$, obtaining a graph $G S$. By the shortcut principle, $R_{G S}[u, v] \leq R[u, v]$. By parallel connection, $R_{G S}[u, w]=\frac{1}{d_{u}}$. Likewise, $R_{G S}[w, v]=\frac{1}{d_{v}}$. By serial connection, $R_{G S}[u, v]=R_{G S}[u, w]+R_{G S}[w, v]=\frac{1}{d_{u}}+\frac{1}{d_{v}}$.

We now consider the case that $(u, v) \in E$. Construct from $G$ a graph $G W$ by removing the edge ( $u, v$ ) and adding two new vertices $w_{1}$ and $w_{2}$, together with the four edges $\left(u, w_{1}\right),\left(w_{1}, v\right),\left(u, w_{2}\right)$, and $\left(w_{2}, v\right)$. Observe that $R_{G W}[u, v]=R[u, v]$,
since the pair of edges $\left[\left(u, w_{i}\right),\left(w_{i}, v\right)\right]$ (for $i=1$ or for $i=2$ ) can be replaced by a single 2 ohm resistor (serial connection principle), and thereafter the two 2 ohm parallel resistors can be replaced by a single 1 ohm resistor (parallel connection principle), giving back the original edge ( $u, v$ ). In $G W$, there is no edge ( $u, v$ ), and the degree of each of the vertices $u$ and $v$ is increased by 1 . Continue as above.

As a corollary we obtain the easy direction of Theorem 1.
Corollary 3. For any connected graph, the cyclic cover time satisfies

$$
E C C \geq\left(\sum_{v \in V} d_{v}\right)\left(\sum_{v \in V} \frac{1}{d_{v}+1}\right)
$$

Proof. Consider an arbitrary cyclic ordering of the vertices of $G$. The sum of resistances along this cyclic order is at least $2 \sum_{v \in V} \frac{1}{d_{v}+1}$. Hence the sum of commute times is at least $2 m \cdot 2 \sum_{v \in V} \frac{1}{d_{v}+1}$, and the cyclic cover time is at least $2 m \sum_{v \in V} \frac{1}{d_{v}+1}$.

The above bound is tight for complete graphs.
In order to obtain an upper bound on the cyclic cover time, or $\operatorname{TSP}\left(G^{\prime}\right)$, we shall bound $\operatorname{MST}\left(G^{\prime}\right)$. For reasons of convenience, the weights assigned to edges of $G^{\prime}$ are the effective resistances $R[u, v]$ (rather than the commute times $C[u, v]$ ). It will turn out that for the proof of Theorem 1, there is no need to consider edges of $G^{\prime}$ that were not edges in the original graph $G$, and they are assigned "infinite weight." Our goal is to upper bound $R_{\text {span }}$, the weight of the spanning tree of minimum weight (resistance). By previous discussion it follows that the cyclic cover time of $G$ is at most $2 m R_{\text {span }}$.

The approach of using $R_{\text {span }}$ in order to bound the cover time originates from $[1,13]$. Our current work was motivated by the conjecture in [11] that $R_{\text {span }}=$ $\Theta\left(\sum_{v \in V} \frac{1}{d_{v}}\right)$.

## 4. The excess resistance lemma.

Definition. The excess resistance $\delta[(u, v)]$ of edge $(u, v) \in E$ is defined by

$$
\delta[(u, v)]=R[u, v]-\left(\frac{1}{d_{u}+1}+\frac{1}{d_{v}+1}\right) .
$$

Observe that by Proposition $2, \delta[(u, v)] \geq 0$, with equality if and only if $d_{u}=d_{v}$ and there are $d_{u}-1$ intermediate vertices that are adjacent both to $u$ and $v$ (in addition to the one edge $(u, v))$.

The following identity (the excess resistance lemma) plays a fundamental role in our paper.

Lemma 4. For any graph $G=G(V, E)$ with $c$ connected components, the sum of excess resistances along its edges satisfies

$$
\sum_{(u, v) \in E} \delta[(u, v)]=\sum_{v \in V} \frac{1}{d_{v}+1}-c
$$

Proof. We present without proof an identity due to Foster [11, 15].
Lemma 5. Let $G=G(V, E)$ be a graph with $n$ vertices and c connected components. The sum of effective resistances along the edges of $G$ satisfies

$$
\sum_{(u, v) \in E} R[u, v]=n-c
$$

We return to the proof of Lemma 4. By definition of the excess resistance,

$$
\begin{gathered}
\sum_{(u, v) \in E} R[u, v]=\sum_{(u, v) \in E}\left(\frac{1}{d_{u}+1}+\frac{1}{d_{v}+1}+\delta[(u, v)]\right) \\
=\sum_{v} \frac{d_{v}}{d_{v}+1}+\sum_{(u, v) \in E} \delta[(u, v)] .
\end{gathered}
$$

The excess resistance identity follows from Foster's identity.
5. Bounds on the commute time. The following theorem improves the leading constant (by a factor of 3 ) over a similar theorem proved in [11]. This results in improved time estimates for deciding undirected $s$ - $t$-connectivity by space-efficient randomized algorithms [11].

Theorem 6. For any pair of vertices $s$ and $t$ in a connected graph, the commute time satisfies

$$
C[s, t]<6 m \sum_{v \in V} \frac{1}{d_{v}+1}
$$

Proof. Consider any simple path $p=s, v_{1}, v_{2}, \ldots, v_{\ell}, t$, connecting $s$ and $t$ (not necessarily the shortest path). We use the excess resistance lemma to bound the resistance along this path.

$$
\begin{gathered}
R[p]=R\left[s, v_{1}\right]+R\left[v_{1}, v_{2}\right]+\cdots+R\left[v_{\ell}, t\right] \\
=\frac{1}{d_{s}+1}+\frac{1}{d_{v_{1}}+1}+\delta\left[\left(s, v_{1}\right)\right]+\cdots+\frac{1}{d_{v_{\ell}}+1}+\frac{1}{d_{t}+1}+\delta\left[\left(v_{\ell}, t\right)\right] \\
<2 \sum_{v \in V} \frac{1}{d_{v}+1}+\sum_{(u, v) \in E} \delta[(u, v)]<3 \sum_{v \in V} \frac{1}{d_{v}+1} .
\end{gathered}
$$

The sum of commute times along path $p$ is an upper bound on $C[s, t]$, and it satisfies

$$
C[p]=2 m R[p]<6 m \sum_{v \in V} \frac{1}{d_{v}+1}
$$

The above bound on the maximum commute time in a graph is the best of what is possible (up to a low-order term). This can be verified by considering specific examples, such as a path of $n$ edges (and $n+1$ vertices), for which the commute time between the two endpoints is $2 n^{2}$. A more striking demonstration of the tightness of Theorem 6 is provided by the following corollary.

Corollary 7. For any two vertices $s$ and $t$ in a connected graph of $n$ vertices, the commute time satisfies

$$
C[s, t] \leq \frac{4}{27} n^{3}+o\left(n^{3}\right)
$$

Proof. We first transform $G$ into a new graph $G^{\prime}$, for which almost all vertices have degree at least 2 by repeatedly deleting vertices of degree 1 (except for $s$ and $t$ ),
and re-appending them as a path leading out of $t$. This does not change the number of edges in $G$ nor the effective resistance between $s$ and $t$. Hence $C_{G^{\prime}}[s, t]=C[s, t]$. Note that in $G^{\prime}$ at most two vertices have degree $1(s$ and the vertex at the end of the path leading out of $t$ ).

Assume now that $G^{\prime}$ has $k$ vertices of degree at least $\sqrt{n}$ and $n-k$ vertices of degree less than $\sqrt{n}$. Then the number of edges in $G$ is at most $\frac{k^{2}}{2}+(n-k) \sqrt{n}$, and the expression $\sum_{v \in V} \frac{1}{d_{v}+1}$ is at most $\frac{n-k}{3}+\frac{k}{\sqrt{n}}+1$. The product of these two expressions is maximized when $k \simeq 2 n / 3$, and the bound on the commute time follows.

The above corollary is not new. Brightwell and Winkler [4] show that the maximum hitting time in a graph is at most $4 n^{3} / 27+o\left(n^{3}\right)$ and, in fact, they find the graph for which the hitting time is maximized (the lollipop graph). A similar bound on the commute time is implicit in [7]. The same upper bound also holds for the cyclic cover time, as proven in [10].
6. Regular graphs. We now turn to bound $R_{\text {span }}$, the resistance of the spanning tree of minimum resistance. We start with the case of $d$-regular graphs. For $d$-regular graphs, Kahn et al. [13] prove that the cover time is bounded by $4 n^{2}$. Their proof actually shows that $R_{\text {span }} \leq 4 n / d$, and hence the cyclic cover time is bounded by $4 n^{2}$. We improve upon the bounds of [13].

Theorem 8. In connected d-regular graphs, the resistance of any spanning tree $T$ satisfies

$$
\frac{2(n-1)}{d+1} \leq R[T]<\frac{3(n-1)}{d+1}
$$

Proof. The lower bound on $R[T]$ is a trivial consequence of Proposition 2. The upper bound is by application of Lemma 4.

Thus all spanning trees in a regular graph have roughly the same resistance. The clique demonstrates that there are $d$-regular graphs for which all spanning trees have the minimum possible value. The necklace (a cycle of cliques, where an edge is removed from each clique so as to allow the connection of adjacent cliques without violating regularity) demonstrates that there are $d$-regular graphs for which all spanning trees have nearly the maximum possible value. The following graph demonstrates that it is possible to obtain a ratio of nearly $3 / 2$ between the minimum and maximum resistance spanning trees (for large $d$, and $n \gg d$ ). Consider $\frac{n}{d+1}$ disjoint cliques, each of size $d+1$. In each clique, remove a cycle (of $(d+1)$ edges). Now create a cycle of cliques, where each clique is connected to each neighboring clique by $(d+1)$ connecting edges. It can be verified that the resistance of clique edges is roughly $2 / d$, whereas the resistance of connecting edges is roughly $3 / d$. Hence a spanning tree that is based mainly on connecting edges will have resistance $3 / 2$ times as high as a spanning tree that is based mostly on clique edges.
7. Proof of the main theorem. Theorem 8 can be generalized to arbitrary graphs, showing that the resistance of any spanning tree satisfies

$$
\frac{n-2}{d_{\max }+1}+\sum_{v} \frac{1}{d_{v}+1} \leq R[T]<\frac{n-1}{d_{\min }+1}+2 \sum_{v} \frac{1}{d_{v}+1}
$$

For the purpose of proving Theorem 1, we need an upper bound on $R_{\text {span }}$ that does not depend on $d_{\text {min }}$. Our problems would be solved if we could replace $\frac{n-1}{d+1}$ in Theorem 8 with $\sum_{v \in V} \frac{1}{d_{v}+1}$. However, the resulting proposition would be false.

The lower bound of Theorem 8 on $R[T]$ would be off by a factor of roughly 2 , as can be seen by considering a bipartite graph $G_{a, b}$, with $a$ left-hand-side vertices, $b$ right-hand-side vertices, and $b \gg a$. The effective resistance along any edge is $\frac{a+b-1}{a b}$ (by symmetry, and Foster's identity), and hence all spanning trees have resistance roughly $b / a$ (assuming $b \gg a$ ). For $G_{a, b}, \sum_{v \in V} \frac{1}{d_{u}+1} \simeq b / a$. Hence $R[T] \simeq \sum_{v \in V} \frac{1}{d_{v}+1}$.

The upper bound of Theorem 8 on $R[T]$ is violated to a more dramatic extent. Consider the graph composed of a clique on $k$ vertices, with $\sqrt{k}$ additional vertices, each connected via connecting edges to $\sqrt{k}$ distinct vertices in the clique. For this graph, $\sum_{v \in V} \frac{1}{d_{v}+1} \simeq 2$, whereas the maximal resistance spanning tree (using all connecting edges) has resistance roughly $\sqrt{k}$.

Hence, unlike the case for regular graphs, it is not true in general that for any spanning tree $T, R[T]=O\left(\sum_{v \in V} \frac{1}{d_{v}+1}\right)$. However, the following theorem shows that for any connected graph, the average resistance of a spanning tree (when the spanning tree is chosen at random) is $O\left(\sum_{v \in V} \frac{1}{d_{v}+1}\right)$.

Theorem 9. For any connected graph $G$, the expected resistance of the spanning trees of $G$ satisfies

$$
\mathcal{E}_{T}[R[T]] \leq \frac{10}{3} \sum_{v \in V} \frac{1}{d_{v}+1}
$$

Proof. The fraction of spanning trees that use edge $(u, v)$ is exactly $R[(u, v)][3]$. Hence,

$$
\mathcal{E}_{T}[R[T]]=\sum_{(u, v) \in E}(R[(u, v)])^{2}=\sum_{(u, v) \in E}\left(\frac{1}{d_{u}+1}+\frac{1}{d_{v}+1}+\delta[(u, v)]\right)^{2}
$$

To bound the above sum we use the following technical lemma.
Lemma 10. For any edge ( $u, v$ ),

$$
\left(\frac{1}{d_{u}+1}+\frac{1}{d_{v}+1}+\delta[(u, v)]\right)^{2} \leq \frac{2}{d_{u}\left(d_{u}+1\right)}+\frac{2}{d_{v}\left(d_{v}+1\right)}+\frac{4}{3} \delta[(u, v)]
$$

Proof. For any integer positive values of $d_{v}$ and $d_{u}$, the above inequality holds for the minimum possible value $\delta=0$ and maximum value $\delta=1-\frac{1}{d_{u}+1}-\frac{1}{d_{v}+1}$ (calculations omitted). Since the left-hand side of the inequality is quadratic in $\delta$, and the right-hand side is linear in $\delta$, the inequality must also hold for all intermediate values of $\delta$.

Hence

$$
\begin{aligned}
& \mathcal{E}_{T}[R[T]] \leq \sum_{(u, v) \in E}\left(\frac{2}{d_{u}\left(d_{u}+1\right)}+\frac{2}{d_{v}\left(d_{v}+1\right)}+\frac{4}{3} \delta[(u, v)]\right) \\
\leq & 2 \sum_{v \in V} \frac{d_{v}}{d_{v}\left(d_{v}+1\right)}+\frac{4}{3} \sum_{(u, v) \in E} \delta[(u, v)] \leq \frac{10}{3} \sum_{v \in V} \frac{1}{d_{v}+1} .
\end{aligned}
$$

This completes the proof of Theorem 1. Observe that if we could improve the leading constant in Theorem 1 from $10 / 3$ to 3 , this would imply an alternative proof to $E C C \leq 4 n^{3} / 27+o\left(n^{3}\right)$ [10], along the lines of Corollary 7. One might hope to achieve this by bounding the minimum spanning tree, or $R_{\text {span }}$, rather than the
average resistance of random spanning trees. However, it is not true that for any graph $R_{\text {span }} \leq 3 \sum_{v \in V} \frac{1}{d_{v}+1}$. Consider a full binary tree of depth $D$ (having $2^{D+1}-1$ vertices). Replace every leaf by a $k$-clique, with $k \gg d$. It can be easily verified that $\sum_{v \in V} \frac{1}{d_{v}+1} \simeq \frac{5}{4} \cdot 2^{D}$, and that for any spanning tree $T, R[T] \simeq 4 \cdot 2^{D}$. Hence $R_{\text {span }} \simeq \frac{16}{5} \sum_{v \in V} \frac{1}{d_{v}+1}$.
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# THE $L(2,1)$-LABELING PROBLEM ON GRAPHS* 
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#### Abstract

An $L(2,1)$-labeling of a graph $G$ is a function $f$ from the vertex set $V(G)$ to the set of all nonnegative integers such that $|f(x)-f(y)| \geq 2$ if $d(x, y)=1$ and $|f(x)-f(y)| \geq 1$ if $d(x, y)=2$. The $L(2,1)$-labeling number $\lambda(G)$ of $G$ is the smallest number $k$ such that $G$ has an $L(2,1)$-labeling with $\max \{f(v): v \in V(G)\}=k$. In this paper, we give exact formulas of $\lambda(G \cup H)$ and $\lambda(G+H)$. We also prove that $\lambda(G) \leq \Delta^{2}+\Delta$ for any graph $G$ of maximum degree $\Delta$. For odd-sun-free (OSF)-chordal graphs, the upper bound can be reduced to $\lambda(G) \leq 2 \Delta+1$. For sun-free (SF)-chordal graphs, the upper bound can be reduced to $\lambda(G) \leq \Delta+2 \chi(G)-2$. Finally, we present a polynomial time algorithm to determine $\lambda(T)$ for a tree $T$.


Key words. $L(2,1)$-labeling, $T$-coloring, union, join, chordal graph, perfect graph, tree, bipartite matching, algorithm

AMS subject classifications. 05C15, 05C78

1. Introduction. The channel assignment problem is to assign a channel (nonnegative integer) to each radio transmitter so that interfering transmitters are assigned channels whose separation is not in a set of disallowed separations. Hale [11] formulated this problem into the notion of the $T$-coloring of a graph, and the $T$-coloring problem has been extensively studied over the past decade (see $[4,5,7,13,14,16$, 17, 19]).

Roberts [15] proposed a variation of the channel assignment problem in which "close" transmitters must receive different channels and "very close" transmitters must receive channels that are at least two channels apart. To formulate the problem in graphs, the transmitters are represented by the vertices of a graph; two vertices are "very close" if they are adjacent in the graph and "close" if they are of distance two in the graph. More precisely, an $L(2,1)$-labeling of a graph $G$ is a function $f$ from the vertex set $V(G)$ to the set of all nonnegative integers such that $|f(x)-f(y)| \geq 2$ if $d(x, y)=1$ and $|f(x)-f(y)| \geq 1$ if $d(x, y)=2$. A $k$ - $L(2,1)$-labeling is an $L(2,1)$ labeling such that no label is greater than $k$. The $L(2,1)$-labeling number of $G$, denoted by $\lambda(G)$, is the smallest number $k$ such that $G$ has a $k-L(2,1)$-labeling.

Griggs and Yeh [10] and Yeh [21] determined the exact values of $\lambda\left(P_{n}\right), \lambda\left(C_{n}\right)$, and $\lambda\left(W_{n}\right)$, where $P_{n}$ is a path of $n$ vertices, $C_{n}$ is a cycle of $n$ vertices, and $W_{n}$ is an $n$-wheel obtained from $C_{n}$ by adding a new vertex adjacent to all vertices in $C_{n}$. For the $n$-cube $Q_{n}$, Jonas [12] showed that $n+3 \leq \lambda\left(Q_{n}\right)$. Griggs and Yeh [10] showed that $\lambda\left(Q_{n}\right) \leq 2 n+1$ for $n \geq 5$. They also determined $\lambda\left(Q_{n}\right)$ for $n \leq 5$ and conjectured that the lower bound $n+3$ is the actual value of $\lambda\left(Q_{n}\right)$ for $n \geq 3$. Using a coding theory method, Whittlesey, Georges, and Mauro [20] proved that

$$
\lambda\left(Q_{n}\right) \leq 2^{k}+2^{k-q+1}-2, \quad \text { where } n \leq 2^{k}-q \text { and } 1 \leq q \leq k+1 .
$$

In particular, $\lambda\left(Q_{2^{k}-k-1}\right) \leq 2^{k}-1$. As a consequence, $\lambda\left(Q_{n}\right) \leq 2 n$ for $n \geq 3$.

[^28]For a tree $T$ with maximum degree $\Delta \geq 1$, Griggs and Yeh [10] showed that $\lambda(T)$ is either $\Delta+1$ or $\Delta+2$. They proved that the $L(2,1)$-labeling problem is NP-complete for general graphs and conjectured that the problem is also NP-complete for trees.

For a general graph $G$ of maximum degree $\Delta$, Griggs and Yeh [10] proved that $\lambda(G) \leq \Delta^{2}+2 \Delta$. The upper bound was improved to be $\lambda(G) \leq \Delta^{2}+2 \Delta-3$ when $G$ is 3 -connected and $\lambda(G) \leq \Delta^{2}$ when $G$ is of diameter two. Griggs and Yeh conjectured that $\lambda(G) \leq \Delta^{2}$ in general. To study this conjecture, Sakai [18] considered the class of chordal graphs. She showed that $\lambda(G) \leq(\Delta+3)^{2} / 4$ for any chordal graph $G$. For a unit interval graph $G$, which is a very special chordal graph, she also proved that $2 \chi(G)-2 \leq \lambda(G) \leq 2 \chi(G)$.

The purpose of this paper is to study Griggs and Yeh's conjectures. We also study $L(2,1)$-labeling numbers of the union and the join of two graphs to generalize results on the $n$-wheel that is the join of $C_{n}$ and $K_{1}$. For this purpose and a further reason that will become clear in $\S 3$, we introduce a related problem, which we call the $L^{\prime}(2,1)$ labeling problem. The definitions of an $L^{\prime}(2,1)$-labeling $f$, a $k$ - $L^{\prime}(2,1)$-labeling $f$, and the $L^{\prime}(2,1)$-labeling number $\lambda^{\prime}(G)$ are the same as those of an $L(2,1)$-labeling $f$, a $k$ - $L(2,1)$-labeling $f$, and the $L(2,1)$-labeling number $\lambda(G)$, respectively, except that the function $f$ is required to be one-to-one. There is a natural connection between $\lambda^{\prime}(G)$ and the path partition number $p_{v}\left(G^{c}\right)$ of the complement $G^{c}$ of $G$. For any graph $G$, the path partition number $p_{v}(G)$ is the minimum number $k$ such that $V(G)$ can be partitioned into $k$ paths.

The rest of this paper is organized as follows. Section 2 gives general properties of $\lambda(G)$ and $\lambda^{\prime}(G)$. Section 3 studies $\lambda(G \cup H), \lambda(G+H), \lambda^{\prime}(G \cup H)$, and $\lambda^{\prime}(G+H)$. Section 4 proves that $\lambda(G) \leq \Delta^{2}+\Delta$ for a general graph $G$ of maximum degree $\Delta$. This result improves on Griggs and Yeh's result $\lambda(G) \leq \Delta^{2}+2 \Delta$. However, there is still a gap in the conjecture $\lambda(G) \leq \Delta^{2}$. Section 5 studies the upper bounds for subclasses of chordal graphs. Section 6 presents a polynomial time algorithm to determine $\lambda(T)$ of a tree $T$.

A referee points out that Georges, Mauro, and Whittlesey [8] also solved $\lambda(G+H)$ and $p_{v}(G+H)$ by a different approach. They actually gave the solutions without introducing the notion of $\lambda^{\prime}$; see the remarks after Lemmas 2.3 and 3.4.

## 2. Basic properties of $\lambda$ and $\lambda^{\prime}$.

Lemma 2.1. $\lambda(G) \leq \lambda(H)$ and $\lambda^{\prime}(G) \leq \lambda^{\prime}(H)$ for any subgraph $G$ of a graph $H$.

Lemma 2.2. $\lambda(G) \leq \lambda^{\prime}(G)$ for any graph $G . \lambda(G)=\lambda^{\prime}(G)$ if $G$ is of diameter at most two.

Lemma 2.3. $p_{v}(G)=\lambda^{\prime}\left(G^{c}\right)-|V(G)|+2$ for any graph $G$.
Proof. Suppose $f$ is a $\lambda^{\prime}\left(G^{c}\right)-L^{\prime}(2,1)$-labeling of $G^{c}$. Note that for any two vertices $x$ and $y$ in $V(G)$, if $f(x)=f(y)+1$, then $(x, y) \notin E\left(G^{c}\right)$ and so $(x, y) \in E(G)$. Consequently, a subset of vertices whose labels form a consecutive segment of integers form a path in $G$. However, there are at most $\lambda^{\prime}\left(G^{c}\right)-|V(G)|+2$ such consecutive segments of integers. Thus $p_{v}(G) \leq \lambda^{\prime}\left(G^{c}\right)-|V(G)|+2$.

On the other hand, suppose $V(G)$ can be partitioned into $k \equiv p_{v}(G)$ paths in $G$, say, $\left(v_{i, 1}, v_{i, 2}, \ldots, v_{i, n_{i}}\right)$ for $1 \leq i \leq k$. Consider a dummy path ( $v_{0,1}$ ) and define $f$ by

$$
f\left(v_{i, j}\right)= \begin{cases}-2, & \text { if } i=0 \text { and } j=1 \\ f\left(v_{i-1, n_{i-1}}\right)+2, & \text { if } 1 \leq i \leq k \text { and } j=1 \\ f\left(v_{i, j-1}\right)+1, & \text { if } 1 \leq i \leq k \text { and } 2 \leq j \leq n_{i}\end{cases}
$$

It is straightforward to check that $f$ is a $(k+|V(G)|-2)-L^{\prime}(2,1)$-labeling of $G^{c}$. Hence $\lambda^{\prime}\left(G^{c}\right) \leq k+|V(G)|-2$; i.e., $p_{v}(G) \geq \lambda^{\prime}\left(G^{c}\right)-|V(G)|+2$.

Remark. Georges, Mauro, and Whittlesey [8, Thm. 1.1] proved that for any graph $G$ of $n$ vertices the following two statements hold.
(i) $\lambda(G) \leq n-1$ if and only if $p_{v}\left(G^{c}\right)=1$.
(ii) Suppose $r$ is an integer greater than 1. $\lambda(G)=n+r-2$ if and only if $p_{v}\left(G^{c}\right)=r$.

Note that an $L(2,1)$-labeling is precisely a proper vertex coloring with some extra conditions on all vertex pairs of distance at most two. So, $\lambda(G)$ has a natural relation with the chromatic number $\chi(G)$.

For any fixed positive integer $k$, the $k$ th power of a graph $G$ is the graph $G^{k}$ whose vertex set $V\left(G^{k}\right)=V(G)$ and edge set $E\left(G^{k}\right)=\left\{(x, y): 1 \leq d_{G}(x, y) \leq k\right\}$.

Lemma 2.4. $\chi(G)-1 \leq \lambda(G) \leq 2 \chi\left(G^{2}\right)-2$ for any graph $G$.
Proof. $\chi(G)-1 \leq \lambda(\bar{G})$ follows from definitions. $\lambda(G) \leq 2 \chi\left(G^{2}\right)-2$ follows from the fact that for any proper vertex coloring $f$ of $G^{2}, 2 f-2$ is an $L(2,1)$-labeling of $G$.

The neighborhood $N(x)$ of a vertex $x$ is the set of all vertices $y$ adjacent to $x$. The closed neighborhood $N[x]$ of $x$ is $\{x\} \cup N(x)$.

Lemma 2.5 (see [10]). $\lambda(G) \geq \Delta+1$ for any graph $G$ of maximum degree $\Delta$. If $\lambda(G)=\Delta+1$, then $f(v)=0$ or $\Delta+1$ for any $\lambda(G)$-L $(2,1)$-labeling $f$ and any vertex $v$ of maximum degree $\Delta$. In this case, $N[x]$ contains at most two vertices of degree $\Delta$ for any $x \in V(G)$.

Lemma 2.6. $\lambda^{\prime}\left(C_{3}\right)=\lambda^{\prime}\left(C_{4}\right)=4$ and $\lambda^{\prime}\left(C_{n}\right)=n-1$ for $n \geq 5$.
Proof. The cases of $C_{3}$ and $C_{4}$ are easy to verify. For $n \geq 5, \lambda^{\prime}(G) \geq n-1$ by definition. Let $v_{0}, v_{1}, \ldots, v_{n-1}$ be vertices of $C_{n}$ such that $v_{i}$ is adjacent to $v_{i+1}$ for $0 \leq i \leq n-1$, where $v_{n} \equiv v_{0}$. Consider the following labeling:

$$
f\left(v_{i}\right)= \begin{cases}i / 2, & \text { if } 0 \leq i \leq n-1 \text { and } i \text { is even; } \\ \lceil n / 2\rceil+\lceil i / 2\rceil-1, & \text { if } 0 \leq i \leq n-1 \text { and } i \text { is odd. }\end{cases}
$$

It is straightforward to check that $f$ is an $(n-1)-L^{\prime}(2,1)$-labeling of $C_{n}$. So $\lambda^{\prime}\left(C_{n}\right) \leq$ $n-1$.

Lemma 2.7. $\lambda^{\prime}\left(P_{1}\right)=0, \lambda^{\prime}\left(P_{2}\right)=2, \lambda^{\prime}\left(P_{3}\right)=3$, and $\lambda^{\prime}\left(P_{n}\right)=n-1$ for $n \geq 4$.
Proof. The cases of $P_{1}, P_{2}, P_{3}$, and $P_{4}$ are easy to verify. For $n \geq 5, \lambda^{\prime}\left(P_{n}\right) \geq n-1$ by definition. Last, $\lambda^{\prime}\left(P_{n}\right) \leq \lambda^{\prime}\left(C_{n}\right)=n-1$ by Lemmas 2.1 and 2.6.
3. Union and join of graphs. Suppose $G$ and $H$ are two graphs with disjoint vertex sets. The union of $G$ and $H$, denoted by $G \cup H$, is the graph whose vertex set is $V(G) \cup V(H)$ and edge set is $E(G) \cup E(H)$. The join of $G$ and $H$, denoted by $G+H$, is the graph obtained from $G \cup H$ by adding all edges between vertices in $V(G)$ and vertices in $V(H)$.

Lemma 3.1. $\lambda(G \cup H)=\max \{\lambda(G), \lambda(H)\}$ for any two graphs $G$ and $H$.
Proof. $\lambda(G \cup H) \geq \max \{\lambda(G), \lambda(H)\}$ follows from Lemma 2.1 and the fact that $G$ and $H$ are subgraphs of $G \cup H$. On the other hand, an $L(2,1)$-labeling of $G$ together with an $L(2,1)$-labeling of $H$ makes an $L(2,1)$-labeling of $G \cup H$. Hence $\lambda(G \cup H) \leq \max \{\lambda(G), \lambda(H)\}$.

Lemma 3.2. $\lambda^{\prime}(G \cup H)=\max \left\{\lambda^{\prime}(G), \lambda^{\prime}(H),|V(G)|+|V(H)|-1\right\}$ for any two graphs $G$ and $H$.

Proof. $\lambda^{\prime}(G \cup H) \geq \max \left\{\lambda^{\prime}(G), \lambda^{\prime}(H)\right\}$ follows from Lemma 2.1 and the fact that $G$ and $H$ are subgraphs of $G \cup H . \lambda^{\prime}(G \cup H) \geq|V(G)|+|V(H)|-1$ follows from the definition of $\lambda^{\prime}$.

Assume $f$ is a $\lambda^{\prime}(G)-L^{\prime}(2,1)$-labeling of $G$. There are no two consecutive integers $x<y$ in $\left[0, \lambda^{\prime}(G)\right]$ that are not labels of vertices of $G$; otherwise we can "compact" the function $f$ to get a $\left(\lambda^{\prime}(G)-1\right)-L^{\prime}(2,1)$-labeling $f^{\prime}$ of $G$ defined by

$$
f^{\prime}(v)= \begin{cases}f(v), & \text { if } f(v)<x \\ f(v)-1, & \text { if } f(v)>x\end{cases}
$$

For the case where $\lambda^{\prime}(G) \geq|V(G)|+|V(H)|-1$, there are at least $|V(H)|$ pairwise nonconsecutive integers in $\left[0, \lambda^{\prime}(G)\right]$ that are not labels of vertices of $G$. We can use them to label the vertices of $H$. This yields a $\lambda^{\prime}(G)-L^{\prime}(2,1)$-labeling of $G \cup H$. For the case where $\lambda^{\prime}(H) \geq|V(G)|+|V(H)|-1$, similarly, there exists a $\lambda^{\prime}(H)-L^{\prime}(2,1)-$ labeling of $G \cup H$. For the case where $\max \left\{\lambda^{\prime}(G), \lambda^{\prime}(H)\right\} \leq|V(G)|+|V(H)|-1$, without loss of generality, we may assume that $|V(G)| \geq|V(H)|$. Let $f$ be a $k-L^{\prime}(2,1)-$ labeling of $G$ such that $k \leq|V(G)|+|V(H)|-1$ and there are no two consecutive integers in $[0, k]$ that are not labels of vertices of $G$. Such an $f$ exists for $k=\lambda^{\prime}(G)$. If $k \leq|V(G)|+|V(H)|-3$, then $k \leq 2|V(G)|-3$ and so there exist two consecutive labels $x<y$. In this case, we can "separate" $f$ to get a $(k+1)$ - $L^{\prime}(2,1)$-labeling $f^{\prime}$ defined by

$$
f^{\prime}(v)= \begin{cases}f(v), & \text { if } f(v) \leq x \\ f(v)+1, & \text { if } f(v) \geq y\end{cases}
$$

Continuing this process, we obtain a $k$ - $L^{\prime}(2,1)$-labeling such that $|V(G)|+|V(H)|-2 \leq$ $k \leq|V(G)|+|V(H)|-1$ and there are no two consecutive integers in $[0, k]$ that are not labels of vertices of $G$. Using $|V(H)|$ nonlabels in $[0,|V(G)|+|V(H)|-1]$ to label the vertices in $H$, we get a $(|V(G)|+|V(H)|-1)-L^{\prime}(2,1)$-labeling of $G \cup H$. By the conclusions of the above three cases, $\lambda^{\prime}(G \cup H) \leq \max \left\{\lambda^{\prime}(G), \lambda^{\prime}(H),|V(G)|+\right.$ $|V(H)|-1\}$.

Lemma 3.3. $p_{v}(G \cup H)=p_{v}(G)+p_{v}(H)$ for any two graphs $G$ and $H$.
Proof. The proof is obvious.
Lemma 3.4. $\lambda(G+H)=\lambda^{\prime}(G+H)=\lambda^{\prime}(G)+\lambda^{\prime}(H)+2$ for any two graphs $G$ and $H$.

Proof. $\lambda(G+H)=\lambda^{\prime}(G+H)$ follows from Lemma 2.2 and the fact that $G+H$ is of diameter at most two. Also,
$\lambda^{\prime}(G+H)$
$=p_{v}\left((G+H)^{c}\right)+|V(G+H)|-2$ (by Lemma 2.3)
$=p_{v}\left(G^{c} \cup H^{c}\right)+|V(G)|+|V(H)|-2$
$=p_{v}\left(G^{c}\right)+p_{v}\left(H^{c}\right)+|V(G)|+|V(H)|-2$ (by Lemma 3.3)
$=\lambda^{\prime}(G)+\lambda^{\prime}(H)+2$ (by Lemma 2.3).
Remark. Georges, Mauro, and Whittlesey [8, Cor. 4.6] proved that $\lambda(G+H)=$ $\max \{|V(G)|-1, \lambda(G)\}+\max \{|V(H)|-1, \lambda(H)\}+2$.

Lemma 3.5. $p_{v}(G+H)=\max \left\{p_{v}(G)-|V(H)|, p_{v}(H)-|V(G)|, 1\right\}$ for any two graphs $G$ and $H$.

## Proof.

$p_{v}(G+H)$
$=\lambda^{\prime}\left((G+H)^{c}\right)-|V(G+H)|+2 \quad$ (by Lemma 2.3)
$=\lambda^{\prime}\left(G^{c} \cup H^{c}\right)-|V(G)|-|V(H)|+2$
$=\max \left\{\lambda^{\prime}\left(G^{c}\right), \lambda^{\prime}\left(H^{c}\right),|V(G)|+|V(H)|-1\right\}-|V(G)|-|V(H)|+2 \quad$ (by Lemma
3.2)
$=\max \left\{\lambda^{\prime}\left(G^{c}\right)-|V(G)|+2-|V(H)|, \lambda^{\prime}\left(H^{c}\right)-|V(H)|+2-|V(G)|, 1\right\}$
$=\max \left\{p_{v}(G)-|V(H)|, p_{v}(H)-|V(G)|, 1\right\} \quad$ (by Lemma 2.3).

Cographs are defined recursively by the following rules.
(1) A vertex is a cograph.
(2) If $G$ is a cograph, then so is its complement $G^{c}$.
(3) If $G$ and $H$ are cographs, then so is their union $G \cup H$.

Note that the above definition is the same as one with (2) replaced by the following.
(4) If $G$ and $H$ are cographs, then so is their join $G+H$.

There is a linear time algorithm to identify whether a graph is a cograph (see [3]). In the case of a positive answer, the algorithm also gives a parsing tree. Therefore, we have the following consequences.

Theorem 3.6. There is a linear time algorithm to compute $\lambda(G), \lambda^{\prime}(G)$, and $p_{v}(G)$ for a cograph $G$.
4. Upper bound of $\lambda$ in terms of maximum degree. For any fixed positive integer $k$, a $k$-stable set of a graph $G$ is a subset $S$ of $V(G)$ such that every two distinct vertices in $S$ are of distance greater than $k$. Note that 1-stability is the usual stability.

THEOREM 4.1. $\lambda(G) \leq \Delta^{2}+\Delta$ for any graph $G$ with maximum degree $\Delta$.
Proof. Consider the following labeling scheme on $V(G)$. Initially, all vertices are unlabeled. Let $S_{-1}=\emptyset$. When $S_{i-1}$ is determined and not all vertices in $G$ are labeled, let

$$
F_{i}=\left\{x \in V(G): x \text { is unlabeled and } d(x, y) \geq 2 \text { for all } y \in S_{i-1}\right\}
$$

Choose a maximal 2 -stable subset $S_{i}$ of $F_{i}$; i.e., $S_{i}$ is a 2-stable subset of $F_{i}$ but $S_{i}$ is not a proper subset of any 2 -stable subset of $F_{i}$. Note that in the case where $F_{i}=\emptyset$, i.e., for any unlabeled vertex $x$ there exists some vertex $y \in S_{i-1}$ such that $d(x, y)<2$, $S_{i}=\emptyset$. In any case, label all vertices in $S_{i}$ by $i$. Then increase $i$ by one and continue the above process until all vertices are labeled. Assume $k$ is the maximum label used, and choose a vertex $x$ whose label is $k$. Let

$$
\begin{aligned}
& I_{1}=\left\{i: 0 \leq i \leq k-1 \text { and } d(x, y)=1 \text { for some } y \in S_{i}\right\}, \\
& I_{2}=\left\{i: 0 \leq i \leq k-1 \text { and } d(x, y) \leq 2 \text { for some } y \in S_{i}\right\}, \\
& I_{3}=\left\{i: 0 \leq i \leq k-1 \text { and } d(x, y) \geq 3 \text { for all } y \in S_{i}\right\}
\end{aligned}
$$

It is clear that $\left|I_{2}\right|+\left|I_{3}\right|=k$. Since the total number of vertices $y$ with $1 \leq d(x, y) \leq 2$ is at $\operatorname{most} \operatorname{deg}(x)+\sum\{\operatorname{deg}(y)-1:(y, x) \in E(G)\} \leq \Delta+\Delta(\Delta-1)=\Delta^{2}$, we have $\left|I_{2}\right| \leq \Delta^{2}$. Also, there exist only $\operatorname{deg}(x) \leq \Delta$ vertices adjacent to $x$, so $\left|I_{1}\right| \leq \Delta$. For any $i \in I_{3}, x \notin F_{i}$; otherwise $S_{i} \cup\{x\}$ is a 2-stable subset of $F_{i}$, which contradicts the choice of $S_{i}$. That is, $d(x, y)=1$ for some vertex $y$ in $S_{i-1}$; i.e., $i-1 \in I_{1}$. So, $\left|I_{3}\right| \leq\left|I_{1}\right|$. Then,

$$
\lambda(G) \leq k=\left|I_{2}\right|+\left|I_{3}\right| \leq\left|I_{2}\right|+\left|I_{1}\right| \leq \Delta^{2}+\Delta .
$$

Jonas [12] proved that $\lambda(G) \leq \Delta^{2}+2 \Delta-4$ if $\Delta(G) \geq 2$. For the case of $\Delta=3$, this bound improves the bound in Theorem 4.1 from 12 to 11 .
5. Subclasses of chordal graphs. A graph is chordal (or triangulated) if every cycle of length greater than three has a chord, which is an edge joining two nonconsecutive vertices of the cycle. Chordal graphs have been extensively studied as a subclass of perfect graphs (see [9]). For any graph $G, \chi(G)$ denotes the chromatic number of $G$ and $\omega(G)$ the maximum size of a clique in $G$. It is easy to see that $\omega(G) \leq \chi(G)$ for any graph $G$. A graph $G$ is perfect if $\omega(H)=\chi(H)$ for any vertexinduced subgraph $H$ of $G$. In conjunction with the domination theory in graphs, the following subclasses of chordal graphs have been studied (see [1, 2, 6]). An $n$-sun is a chordal graph with a Hamiltonian cycle $\left(x_{1}, y_{1}, x_{2}, y_{2}, \ldots, x_{n}, y_{n}, x_{1}\right)$ in which each
$x_{i}$ is of degree exactly two. An SF-chordal (resp., OSF-chordal, 3SF-chordal) graph is a chordal which contains no $n$-sun with $n \geq 3$ (resp. odd $n \geq 3, n=3$ ) as an induced subgraph. SF-chordal graphs are also called strongly chordal graphs by Farber (see [6]). Strongly chordal graphs include directed path graphs, interval graphs, unit interval graphs, block graphs, and trees. A vertex $x$ is simple if $N[y] \subseteq N[z]$ or $N[z] \subseteq N[y]$ for any two vertices $y, z \in N[x]$. Consequently, for any simple vertex $x$, $N[x]$ is a clique and $x$ has a maximum neighbor $m \in N[x]$; i.e., $N[y] \subseteq N[m]$ for any $y \in N[x]$. Farber [6] proved that $G$ is a strongly chordal graph if and only if every vertex-induced subgraph of $G$ has a simple vertex.

Theorem 5.1. $\lambda(G) \leq 2 \Delta$ for any OSF-chordal graph $G$ with maximum degree $\Delta$.

Proof. First, $\lambda(G) \leq 2 \chi\left(G^{2}\right)-2$ by Lemma 2.4. By Corollary 3.11 of [2], $G^{2}$ is perfect and so $\chi\left(G^{2}\right)=\omega\left(G^{2}\right)$. Since $G$ is OSF-chordal, it is 3SF-chordal. By Theorem 3.8 of $[1], \omega\left(G^{2}\right)=\Delta+1$. The above inequality and equalities imply that $\lambda(G) \leq 2 \Delta$.

Theorem 5.2. $\lambda(G) \leq \Delta+2 \chi(G)-2$ for any strongly chordal graph $G$ with maximum degree $\Delta$.

Proof. We shall prove the theorem by induction on $|V(G)|$. The theorem is obvious when $|V(G)|=1$. Suppose $|V(G)|>1$. Choose a simple vertex $v$ of G. Since $G-v$ is also strongly chordal, by the induction hypothesis,

$$
\lambda(G-v) \leq \Delta(G-v)+2 \chi(G-v)-2 \leq \Delta+2 \chi(G)-2 .
$$

Let $f$ be a $\lambda(G-v)$-L(2,1)-labeling of $G-v$. Note that $v$ is adjacent to $\operatorname{deg}(v)$ vertices, which form a clique in $G$. Let $m$ be the maximum neighbor of $v$. Since every vertex of distance two from $v$ is adjacent to $m$, there are $\operatorname{deg}(m)-\operatorname{deg}(v)$ vertices that are of distance two from $v$. Therefore, there are at most $3 \operatorname{deg}(v)+\operatorname{deg}(m)-$ $\operatorname{deg}(v) \leq \Delta+2 \omega(G)-2=\Delta+2 \chi(G)-2$ numbers used by $f$ to be avoided by $v$. Hence there is still at least one number in $[0, \Delta+2 \chi(G)-2]$ that can be assigned to $v$ in order to extend $f$ into a $(\Delta+2 \chi(G)-2)-L(2,1)$-labeling.

Although a strongly chordal graph is OSF-chordal, the upper bounds in Theorems 5.1 and 5.2 are incomparable. Theorem 5.2 is a generalization of the result that $\lambda(T) \leq \Delta+2$ for any nontrivial tree of maximum degree $\Delta$. We conjecture that $\lambda(G) \leq \Delta+\chi(G)$ for any strongly chordal graph $G$ with maximum degree $\Delta$.
6. A polynomial algorithm for $\lambda$ on trees. For a tree $T$ with maximum degree $\Delta$, Griggs and Yeh [10] proved that $\lambda(T)=\Delta+1$ or $\Delta+2$. They also conjectured that it is NP-complete to determine if $\lambda(T)=\Delta+1$. On the contrary, this section gives a polynomial time algorithm to determine if $\lambda(T)=\Delta+1$. Although not necessary, the following two preprocessing steps reduce the size of a tree before we apply the algorithm.

First, check if there is a vertex $x$ whose closed neighborhood $N[x]$ contains three or more vertices of degree $\Delta$. If the answer is positive, then $\lambda(T)=\Delta+2$ by Lemma 2.5.

Next, check if there is a leaf $x$ whose unique neighbor $y$ has degree less than $\Delta$. If there is such a vertex $x$, then $T-x$ also has maximum degree $\Delta$. By Lemma 2.1 and precisely the same arguments as in the proof of Theorem 4.1 of [10], $\lambda(T-x) \leq$ $\lambda(T) \leq \max \{\lambda(T-x), \operatorname{deg}(x)+2\} \leq \lambda(T-x)$ and so $\lambda(T)=\lambda(T-x)$. Determining $\lambda(T)$ is then the same as determining $\lambda(T-x)$. Continue this process until any leaf of the tree is adjacent to a vertex of degree $\Delta$.

Regardless of whether we apply the above two steps to reduce the tree size or not, from now on we assume that $T^{\prime}$ is a tree of at least two vertices and whose maximum degree is $\Delta$. For any fixed positive integer $k$, the following algorithm determines if $T^{\prime}$ has a $k$ - $L(2,1)$-labeling or not. We in fact only need to apply the algorithm for $k=\Delta+1$.

For technical reasons, we may assume that $T^{\prime}$ is rooted at a leaf $r^{\prime}$, which is adjacent to $r$. Let $T=T^{\prime}-r^{\prime}$ be rooted at $r$. We can consider $T^{\prime}$ as the tree resulting from $T$ by adding a new vertex $r^{\prime}$ that is adjacent to $r$ only. For any vertex $v$ in $T$, let $T(v)$ be the subtree of $T$ rooted at $v$ and $T^{\prime}\left(v^{\prime}\right)$ be the tree resulting from $T(v)$ by adding a new vertex $v^{\prime}$ that is adjacent to $v$ only. $T^{\prime}\left(v^{\prime}\right)$ is considered to be rooted at the leaf $v^{\prime}$. Note that $T(r)=T$ and $T^{\prime}\left(r^{\prime}\right)=T^{\prime}$. Denote

$$
\begin{aligned}
S(T(v))= & \left\{(a, b): \text { there is a } k-L(2,1) \text {-labeling } f \text { on } T^{\prime}\left(v^{\prime}\right) \text { with } f\left(v^{\prime}\right)=a\right. \text { and } \\
& f(v)=b\} .
\end{aligned}
$$

Note that $\lambda(T) \leq k$ if and only if $S(T(r)) \neq \emptyset$. Now suppose $T(v)-v$ contains $s$ trees $T\left(v_{1}\right), T\left(v_{2}\right), \ldots, T\left(v_{s}\right)$ rooted at $v_{1}, v_{2}, \ldots, v_{s}$, respectively, where each $v_{i}$ is adjacent to $v$ in $T(v)$. Note that $T(v)$ can be considered as identifying $v_{1}^{\prime}, v_{2}^{\prime}, \ldots, v_{s}^{\prime}$ to a vertex $v$ on the disjoint union of $T^{\prime}\left(v_{1}^{\prime}\right), T^{\prime}\left(v_{2}^{\prime}\right), \ldots, T^{\prime}\left(v_{s}^{\prime}\right)$.

For a system of sets $\left(A_{i}\right)_{i=1}^{s} \equiv\left(A_{1}, A_{2}, \ldots, A_{s}\right)$, a system of distinct representatives (SDR) is an s-tuple $\left(a_{i}\right)_{i=1}^{s} \equiv\left(a_{1}, a_{2}, \ldots, a_{s}\right)$ of $s$ distinct elements such that $a_{i} \in A_{i}$ for $1 \leq i \leq s$.

Theorem 6.1. $S(T(v))=\left\{(a, b): 0 \leq a \leq k, 0 \leq b \leq k,|a-b| \geq 2\right.$, and $\left(A_{i}\right)_{i=1}^{s}$ has an $S D R$, where $A_{i}=\left\{c: c \neq a\right.$ and $\left.\left.(b, c) \in S\left(T\left(v_{i}\right)\right)\right\}\right\}$.

Proof. Denote by $S$ the set on the right-hand side of the equality in the theorem.
Suppose $(a, b) \in S(T(v))$. There is a $k-L(2,1)$-labeling $f$ of $T^{\prime}\left(v^{\prime}\right)$ such that $f\left(v^{\prime}\right)=a$ and $f(v)=b$. Of course, $0 \leq a \leq k, 0 \leq b \leq k$, and $|a-b| \geq 2$. Let $f_{i}$ be the function $f$ restricted on $T^{\prime}\left(v_{i}^{\prime}\right)$ by viewing $v_{i}^{\prime}$ the same as $v$. Then $f_{i}$ is a $k$ - $L(2,1)$-labeling of $T^{\prime}\left(v_{i}^{\prime}\right)$ with $f_{i}\left(v_{i}^{\prime}\right)=f(v)=b$ and $f_{i}\left(v_{i}\right)=f\left(v_{i}\right) \neq f\left(v^{\prime}\right)=a$, i.e., $\left(b, f\left(v_{i}\right)\right) \in S\left(T\left(v_{i}\right)\right)$ and $f\left(v_{i}\right) \in A_{i}$. Thus $\left(f\left(v_{i}\right)\right)_{i=1}^{s}$ is an SDR of $\left(A_{i}\right)_{i=1}^{s}$. This proves $S(T(v)) \subseteq S$.

On the other hand, suppose $(a, b) \in S$. Then $0 \leq a \leq k, 0 \leq b \leq k,|a-b| \geq 2$, and $\left(A_{i}\right)_{i=1}^{s}$ has an $\operatorname{SDR}\left(c_{i}\right)_{i=1}^{s}$. Let $f_{i}$ be a $k-L(2,1)$-labeling of $T^{\prime}\left(v_{i}^{\prime}\right)$ such that $f_{i}\left(v_{i}^{\prime}\right)=b$ and $f\left(v_{i}\right)=c_{i}$. Consider the labeling $f$ of $T^{\prime}$ defined by $f(x)=f_{i}(x)$ for $x \in V\left(T\left(v_{i}\right)\right)$ and $f\left(v^{\prime}\right)=a$. It is straightforward to confirm that $f$ is a $k-L(2,1)$ labeling of $T^{\prime}\left(v^{\prime}\right)$ with $f\left(v^{\prime}\right)=a$ and $f(v)=b$; i.e., $(a, b) \in S(T(v))$.

Our algorithm for determining if a tree has a $k$ - $L(2,1)$-labeling recursively applies the above theorem with the initial condition that for any leaf $v$ of $T$,

$$
S(T(v))=\{(a, b): 0 \leq a \leq k, 0 \leq b \leq k,|a-b| \geq 2\} .
$$

To decide if the tree $T^{\prime}$ has a $k$ - $L(2,1)$-labeling, we calculate $S(T(v))$ for all vertices $v$ of the tree $T$. The algorithm starts from the leaves and works toward $r$. For any vertex $v$, whose children are $v_{1}, v_{2}, \ldots, v_{s}$, we use $S\left(T\left(v_{1}\right)\right), \ldots, S\left(T\left(v_{s}\right)\right)$ to calculate $S(T(v))$ by Theorem 6.1. More precisely, for any $(a, b)$ with $0 \leq a \leq k, 0 \leq b \leq k$, $|a-b| \geq 2$, we check if $(a, b) \in S(T(v))$ by the following method. Construct a bipartite graph $G=(X, Y, E)$ with

$$
X=\left\{x_{1}, x_{2}, \ldots, x_{s}\right\}, \quad Y=\{0,1, \ldots, k\},
$$

and

$$
E=\left\{\left(x_{i}, c\right): c \neq a \text { and }(b, c) \in S\left(T\left(v_{i}\right)\right)\right\} .
$$

We can use any well-known algorithm to find a maximum matching of the bipartite graph $G$. Then $(a, b) \in S(T(v))$ if and only if $G$ has a matching of size $s$. Note that for any vertex $v$ we need to solve the bipartite matching problem $O\left(k^{2}\right)$ times. Therefore, the complexity of the above algorithm is $O\left(|V(T)| k^{2} g(2 k)\right)$, where $g(n)$ is the complexity of solving the bipartite matching problem of $n$ vertices. The wellknown flow algorithm gives $g(n)=O\left(n^{2.5}\right)$.
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#### Abstract

A sequence $d$ of integers is a degree sequence if there exists a (simple) graph $G$ such that the components of $d$ are equal to the degrees of the vertices of $G$. The graph $G$ is said to be a realization of $d$. We provide an efficient parallel algorithm to realize $d$; the algorithm runs in $O(\log n)$ time using $O(n+m)$ CRCW PRAM processors, where $n$ and $m$ are the number of vertices and edges in $G$. Before our result, it was not known if the problem of realizing $d$ is in $N C$.
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## 1. Introduction.

1.1. Problem definition. An important problem in graph algorithms is to compute a (simple undirected) graph satisfying the given degree constraints. An integer sequence $d$ of length $n$ is called a degree sequence if there exists a graph $G$ on $n$ vertices such that the degrees of its vertices are equal to the components of the sequence $d$. The graph $G$ is said to be a realization of the sequence $d$. A pair $(r, s)$ of integer sequences is called a bipartite sequence if there exists a bipartite graph $H=(X \cup Y, E)$ such that the components of $r$ (respectively, $s$ ) are equal to the degrees of the vertices in $X$ (respectively, $Y$ ). Degree sequences and bipartite sequences have been extensively studied in graph theory $[6,15,21,26]$. Because of the strong connections between the structural properties of a graph and the degrees of its vertices, these sequences find significant applications in the areas of communication networks, structural reliability, and stereochemistry (cf. [7, 26]).
1.2. Previous results. Given an integer sequence $d$, there are two problems of interest: the decision problem is to test if $d$ is realizable; the search problem is to compute a realization of $d$. A characterization of degree sequences known as the Erdős-Gallai inequalities [10] results in an efficient sequential algorithm for the decision problem. Another characterization called the Havel-Hakimi characterization (cf. [15]) leads to an efficient sequential algorithm for the search problem. In the case of bipartite sequences, a characterization known as the Gale-Ryser theorem [13, $22,24]$ leads to efficient sequential algorithms for the decision as well as the search problems. Recently, degree sequence problems have gained a lot of attention; see for example [2-4, 9, 21, 23, 25, 26].

The Erdős-Gallai inequalities and the Gale-Ryser theorem imply efficient parallel algorithms for the decision problems on degree sequences and bipartite sequences, respectively. Recently, a parallel algorithm for a special case of the search problem, in which the maximum degree is bounded by the square-root of the sum of the degrees, is presented in [9]; it runs in $O\left(\log ^{4} n\right)$ time using $O\left(n^{10}\right)$ EREW PRAM processors.

[^29]Network-flow based proofs [11, 12] give rise to randomized parallel algorithms for the search problems on degree sequences and bipartite sequences.
1.3. Our results. The main contributions of this paper are deterministic parallel algorithms for the search problems on degree sequences and bipartite sequences. Our results are as follows:

- an efficient parallel algorithm for realizing bipartite sequences that runs in $O(\log n)$ time using $O(n)$ EREW PRAM processors, where $n$ is the number of vertices in the realization;
- a new proof of a relation between degree sequences and bipartite sequences;
- an efficient parallel algorithm for realizing degree sequences that runs in $O(\log n)$ time using $O(n+m)$ CRCW PRAM processors, where $n$ and $m$ denote the number of vertices and edges in the realization.
The complexity results of this paper are with respect to the PRAM computational model. For details on the PRAM and NC, see [18, 19]. The work, i.e., time $\times$ processor product, of our parallel algorithm for realizing bipartite sequences is $o\left(n^{2}\right)$, whereas there are bipartite graphs that have $\Omega\left(n^{2}\right)$ edges (e.g., a complete bipartite graph on $n$ vertices). The complexity results of this paper are feasible since the graphs computed by our algorithms possess implicit representations; i.e., the graphs can be stored in $O(n)$ space, and the adjacency information between any two vertices can be reported in constant time [27].

Our result for realizing bipartite sequences is based on a nontrivial parallelization of the techniques from the theory of majorization [16, 22]. Our algorithm for realizing a degree sequence $d$ is based on a new proof of a relation between degree sequences and bipartite sequences and it proceeds as follows. From $d$, we compute an appropriate bipartite sequence $(c, c)$, and then compute a realization $H$ of $(c, c)$. Using the graph $H$, we compute a symmetric bipartite graph that leads to a realization of $d$. The computation of the symmetric bipartite graph from $H$ is the crucial step, for which we provide two alternate parallel algorithms: the first one has higher complexity than the second. The latter algorithm exploits the implicit structure of the bipartite graph $H$ computed by our algorithm and thus is efficient. The former algorithm does not assume any structural knowledge of $H$ and can work with any realization of $(c, c)$. It is based on several interesting lemmas, which may be of independent interest in their own right.
1.4. Organization of the paper. The rest of the paper is organized as follows. In $\S 2$ we introduce notation and state preliminaries. In $\S 3$ we state some of the classical characterizations of degree sequences and present simple algorithms for realizing the degree sequences corresponding to multigraphs and trees. In $\S 4$ we prove a relation between degree sequences and bipartite sequences. In $\S 5$ we present the required results from the theory of majorization, including an algorithm for computing unit transformations. In $\S 6$ we present a parallel algorithm for realizing bipartite sequences. In $\S 7$ we provide parallel algorithms for realizing degree sequences.

## 2. Preliminaries.

2.1. Basic definitions. In a multigraph $G=(V, E), V$ is a set of vertices and $E$ is a multiset of edges (multiple edges may exist between two vertices but no self-loops). By a graph $G=(V, E)$, we mean a simple graph-without multiple edges and selfloops. A bipartite graph $H$ with the bipartition $X \cup Y$ is denoted by $H=(X \cup Y, E)$. In a multigraph $G=(V, E), d_{G}(v)$ denotes the degree of a vertex $v$ and $N_{G}(v)$ denotes the multiset of the neighbors of $v$ (we omit the subscript, if no confusion
arises). Similarly, $N_{G}(U)$ is defined as the union of the neighbors of the vertices of $U \subseteq V$. By definition, $G$ is a graph if and only if the following hold for all $v \in V$ : (i) $v \notin N_{G}(v)$ and (ii) $N_{G}(v)$ is a set. If $(u, v)$ is an edge of a graph $G$, we say that $(u, v) \in G$. Throughout, by a sequence we mean a sequence of nonnegative integers.
2.2. Graph matching. A matching $M$ in a graph $G=(V, E)$ is a collection of edges such that no two edges of $M$ are incident at a common vertex. The size of $M$, denoted by $|M|$, is the number of edges in it. $M$ is called a perfect matching if it matches all vertices of $G . M$ is called a maximum matching if it has maximum size among all matchings. $M$ is called a maximal matching if no other matching properly contains $M$. We will need the following theorem due to Hall (cf. [21]).

Theorem 2.1 (the Hall theorem). Let $H=(X \cup Y, E)$ be a bipartite graph. Then $H$ has a matching that matches all vertices of $X$, if and only if $|N(A)| \geq|A|$ for every $A \subseteq X$.

We need the following two lemmas; the first lemma can be proved easily.
Lemma 2.2. Let $M$ (respectively, $M^{\prime}$ ) be a maximal (respectively, maximum) matching in a graph $G$. Then $|M| \geq \frac{1}{2}\left|M^{\prime}\right|$.

Lemma 2.3. Let $H=(X \cup Y, E)$ be a bipartite graph such that (i) $d(x) \geq 1$ for all $x \in X$ and (ii) the inequality $d(x) \geq d(y)$ holds for every edge $(x, y)$ of $H$. Then $H$ has a matching that matches all vertices of $X$.

Proof. We show that $H$ satisfies the sufficiency part of the Hall theorem. We use induction on $|A|$, where $A \subseteq X$. Since $d(x) \geq 1$ for all $x \in X$, the basis case, $|A|=1$, follows. Consider now the case that $|A|=k$, where $k \geq 2$. We need to prove that $|N(A)| \geq k$. Assume the contrary, namely that $|N(A)|<k$. Pick any vertex $z \in A$ and put $A^{\prime}=A-z$. By induction, $\left|N\left(A^{\prime}\right)\right| \geq k-1$. Since $N\left(A^{\prime}\right) \subseteq N(A)$, it follows $\left(A^{\prime}\right)=N(A)$ and $\left|N\left(A^{\prime}\right)\right|=|N(A)|=k-1$. Consider now the subgraph $H^{\prime}=\left(A^{\prime} \cup N\left(A^{\prime}\right), E^{\prime}\right)$ of $H$. By induction, $H^{\prime}$ satisfies the sufficiency condition of the Hall theorem and hence has a perfect matching. Let the edges of the perfect matching be $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \ldots,\left(x_{k-1}, y_{k-1}\right)$. Using condition (ii) of the lemma, we obtain $\sum_{x \in A^{\prime}} d(x)=\sum_{i=1}^{k-1} d\left(x_{i}\right) \geq \sum_{i=1}^{k-1} d\left(y_{i}\right)=\sum_{y \in N\left(A^{\prime}\right)} d(y)$. Since $d(z) \geq 1$ and $N(A)=N\left(A^{\prime}\right)$, we have $\sum_{x \in A} d(x)>\sum_{y \in N(A)} d(y)$, which contradicts $\sum_{x \in A} d(x) \leq \sum_{y \in N(A)} d(y)$; the latter inequality holds for any bipartite graph because every edge incident to a vertex in $A$ contributes a 1 to both sides of the inequality. This completes the induction step and hence the lemma.
2.3. Digraphs. In a digraph $D=(V, E), E$ is the set of arcs (directed edges); the arc from $u$ to $v$ will be denoted by the ordered pair $(u, v)$. The indegree (respectively, outdegree) of a vertex $v$, denoted by $d_{D}^{-}(v)$ (respectively, $\left.d_{D}^{+}(v)\right)$, is the number of arcs into (respectively, from) $v$. Call $D$ symmetric if it has only symmetric arcs: $(u, v)$ is an arc if and only if $(v, u)$ is an arc. We will require the following lemma.

Lemma 2.4 (see [12]). Let $\tilde{D}=(V, \tilde{E})$ be a digraph such that indegree of each vertex $v$ equals its outdegree, i.e., $d_{\tilde{D}}^{-}(v)=d_{\tilde{D}}^{+}(v)=d(v)$, and that $\sum_{v \in V} d_{\tilde{D}}^{+}(v)$ is even. Then there exists a symmetric digraph $D=(V, E)$ such that $d_{D}^{-}(v)=d_{D}^{+}(v)=$ $d(v)$.

Proof. If $\tilde{D}$ is symmetric, then take $D:=\tilde{D}$. Assume that $\tilde{D}$ is not symmetric and let $\hat{D}=(V, \hat{E})$ be the "asymmetric part" of $\tilde{D}:(u, v) \in \hat{E}$ iff $(u, v) \in \tilde{E}$ and $(v, u) \notin \tilde{E}$. Observe that $d_{\hat{D}}^{-}(v)=d_{\hat{D}}^{+}(v)$ for all $v \in V$. Define a trail to be a sequence of (not necessarily distinct) vertices $v_{1}, \ldots, v_{k}, v_{1}$ such that $\left(v_{1}, v_{2}\right),\left(v_{2}, v_{3}\right), \ldots,\left(v_{k-1}, v_{k}\right),\left(v_{k}, v_{1}\right)$ are distinct arcs of $\hat{D}$. Call a trail even if it consists of an even number of edges, otherwise it is an odd trail.

Assume that $\hat{D}$ has an even trail, say $v_{1}, v_{2}, \ldots, v_{2 k}, v_{1}$. Change $\tilde{D}$ as follows: delete the $\operatorname{arcs}\left(v_{2}, v_{3}\right),\left(v_{4}, v_{5}\right), \ldots,\left(v_{2 k-2}, v_{2 k-1}\right),\left(v_{2 k}, v_{1}\right)$ and add the $\operatorname{arcs}\left(v_{2}, v_{1}\right)$, $\left(v_{4}, v_{3}\right), \ldots,\left(v_{2 k-2}, v_{2 k-3}\right),\left(v_{2 k}, v_{2 k-1}\right)$. Notice that this process does not create any multiple arcs or self-loops in $\tilde{D}$. Further, the hypothesis of the lemma is maintained. We repeat the above-mentioned process until $\hat{D}$ contains no even trails. Then, it follows that $\sum_{v \in V} d_{\hat{D}}^{+}(v)$ is even as $\sum_{v \in V} d_{\tilde{D}}^{+}(v)$ is even. Further, using $d_{\hat{D}}^{-}(v)=d_{\hat{D}}^{+}(v)$ for $v \in V$, we can decompose the arcs of $\hat{D}$ into odd directed cycles. There are an even number of such cycles. Moreover, any two such cycles must be vertex-disjoint, otherwise they create an even trail. Let $u_{0}, u_{1}, \ldots, u_{2 k}, u_{0}$ and $v_{0}, v_{1}, \ldots, v_{2 \ell}, v_{0}$ be any two odd cycles in $\hat{G}$. The fact that ( $u_{0}, v_{0}$ ) $\notin \hat{D}$ implies that either both $\left(u_{0}, v_{0}\right)$ and $\left(v_{0}, u_{0}\right)$ are arcs in $\tilde{D}$ or none is an arc in $\tilde{D}$. We distinguish between these two cases.

Case 1. Both $\left(u_{0}, v_{0}\right)$ and $\left(v_{0}, u_{0}\right)$ are arcs in $\tilde{D}$. Change $\tilde{D}$ as follows: delete the $\operatorname{arcs}\left(u_{0}, v_{0}\right),\left(v_{0}, u_{0}\right),\left(u_{1}, u_{2}\right),\left(u_{3}, u_{4}\right), \ldots,\left(u_{2 k-1}, u_{2 k}\right)$ and $\left(v_{1}, v_{2}\right),\left(v_{3}, v_{4}\right), \ldots$, $\left(v_{2 \ell-1}, v_{2 \ell}\right)$; add the $\operatorname{arcs}\left(u_{2}, u_{1}\right),\left(u_{4}, u_{3}\right), \ldots,\left(u_{2 k}, u_{2 k-1}\right)$ and $\left(v_{2}, v_{1}\right),\left(v_{4}, v_{3}\right), \ldots$, $\left(v_{2 \ell}, v_{2 \ell-1}\right)$.

Case 2. None of $\left(u_{0}, v_{0}\right)$ and $\left(v_{0}, u_{0}\right)$ is an arc in $\tilde{D}$. Change $\tilde{D}$ as follows: delete the $\operatorname{arcs}\left(u_{0}, u_{1}\right),\left(u_{2}, u_{3}\right), \ldots,\left(u_{2 k}, u_{0}\right)$, and $\left(v_{0}, v_{1}\right),\left(v_{2}, v_{3}\right), \ldots,\left(v_{2 \ell}, v_{0}\right)$; add the $\operatorname{arcs}\left(u_{0}, v_{0}\right),\left(v_{0}, u_{0}\right),\left(u_{2}, u_{1}\right),\left(u_{4}, u_{3}\right), \ldots,\left(u_{2 k}, u_{2 k-1}\right)$ and $\left(v_{2}, v_{1}\right),\left(v_{4}, v_{3}\right), \ldots$, $\left(v_{2 \ell}, v_{2 \ell-1}\right)$.

In each case no multiple arcs or self-loops are created, and the number of odd cycles in $\tilde{D}$ decreases. Eventually, $\tilde{D}$ contains no odd cycles and, hence, it becomes symmetric. The proof is completed by taking $D:=\tilde{D}$.
2.4. Parallel techniques. The complexity results of this paper are with respect to the PRAM. This is the synchronous parallel model in which all processors share a common memory. In this paper, we need the following techniques previously developed in parallel computing: Euler tour in a graph [5], merging and cross-ranking [14], sorting [8], and maximal matching in a graph [17]. For other techniques such as parallel prefix and list ranking, see $[18,19]$.

Consider a sequence of $n$ elements $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ drawn from a set $S$ with a binary associative operation $*$. The prefix sums of this sequence are the $n$ partial sums (or products) defined by $s_{i}=x_{1} * x_{2} * \ldots x_{i}, 1 \leq i \leq n$. Consider a linked list $L$ of $n$ nodes whose order is specified by an array $S$ such that $S(i)$ contains a pointer to the node following node $i$ on $L$ for $1 \leq i \leq n$. We assume $S(i)=0$ when $i$ is the end of the list. The list ranking problem is to determine the distance of each node $i$ from the end of the list. The rank of an element $x$ in a given sequence $X$ is the number of elements of $X$ that are less than or equal to $x$. Let $A$ and $B$ be two sorted sequences. The cross-ranking problem is to find the rank of each element of $A$ in $B$ and vice-versa.

## 3. Characterizations and algorithmic aspects.

3.1. Multigraphs. Realizability problems, in general, tend to be simpler if multiple edges are allowed. We show that this is the case in parallel computation too. We first discuss realizing degree sequences of bipartite multigraphs and then show how to reduce the general case to the bipartite case. Recall that in a multigraph, multiple edges may exist between a pair of vertices but self-loops are not allowed.

Let $(r, s)$ be a pair of sequences where $r=\left(r_{1}, \ldots, r_{m}\right)$ and $s=\left(s_{1}, \ldots, s_{n}\right)$. Our problem is to compute a bipartite multigraph $H=(X \cup Y, E)$ satisfying the degree constraints $r$ and $s$. It is easy to prove that $H$ exists iff $\sum_{i=1}^{m} r_{i}=\sum_{j=1}^{n} s_{j}$. To
realize $(r, s)$ in parallel, test if $\sum_{i=1}^{m} r_{i}=\sum_{j=1}^{n} s_{j}$ and stop if the test fails. Then, compute the prefix sums of $r$ and $s$ and store them in the arrays $R$ and $S$, respectively. Cross-rank $S$ in $R$ using the algorithm of [14]. Connect $y_{j}$ to all the corresponding $x_{i}$ 's using the required number of multiple edges.

We now discuss the general case. Given a sequence $d$, the problem is to compute a multigraph with degree sequence $d$. The following lemma characterizes $d[6,15,21]$. The proof given below results in a simple parallel algorithm.

Lemma 3.1. The sequence $d=\left(d_{1}, \ldots, d_{n}\right)$, where $d_{1}=\max (d)$, is the degree sequence of a multigraph if and only if $\sum_{i=1}^{n} d_{i}$ is even and $d_{1} \leq \sum_{i=2}^{n} d_{i}$.

Proof. We prove the sufficiency part, the other part being trivial. Sort the sequence $d$ into nonincreasing order; i.e., let $d_{1} \geq d_{2} \geq \cdots \geq d_{n}$. Let $v_{1}, v_{2}, \ldots, v_{n}$ be the vertices of the multigraph $G$ to be computed. Put $m=\frac{1}{2} \sum_{i=1}^{n} d_{i}$ and let $p$ be the index such that $\sum_{i=1}^{p} d_{i} \leq m<\sum_{i=p+1}^{n} d_{i}$. We distinguish between two cases.

Case 1. $\sum_{i=1}^{p} d_{i}=m$. Define sequences $r$ and $s$ by $r=\left(d_{1}, d_{2}, \ldots, d_{p}\right)$ and $s=\left(d_{p+1}, \ldots, d_{n}\right)$. Then $r$ and $s$ have the same component sum and thus $(r, s)$ can be realized, using the procedure given above, as a bipartite multigraph $G=(X \cup Y, E)$, where $X=\left\{v_{1}, \ldots, v_{p}\right\}$ and $Y=\left\{v_{p+1}, \ldots, v_{n}\right\}$.

Case 2. $\sum_{i=1}^{p} d_{i}<m$. Put $k=\sum_{i=p+1}^{n} d_{i}-m$ and define sequences $r$ and $s$ as follows: $r=\left(d_{1}-k, d_{2}, \ldots, d_{p}, d_{p+1}-k\right)$ and $s=\left(d_{p+2}, \ldots, d_{n}\right)$. Then $r$ and $s$ have the same component sum $(=m-k)$ and thus $(r, s)$ can be realized, using the procedure given above, as a bipartite multigraph $H=(X \cup Y, E)$, where $X=\left\{v_{1}, \ldots, v_{p+1}\right\}$ and $Y=\left\{v_{p+2}, \ldots, v_{n}\right\}$. By adding $k$ multiple edges between $v_{1}$ and $v_{p+1}$ in $H$ we get the required multigraph $G$.
3.2. Trees. We now discuss the degree sequences of trees. The following characterization of such sequences is well known $[6,15,21]$. We will present a proof that leads to a simple parallel algorithm to realize these sequences.

Lemma 3.2. The sequence $d=\left(d_{1}, \ldots, d_{n}\right)$ is the degree sequence of a tree iff all $d_{i}$ 's are positive and $\sum_{i=1}^{n} d_{i}=2 n-2$.

Proof. The necessity part is trivial and we prove the other part. Sort the sequence $d$ into nonincreasing order; denote the resulting sequence also by $d$. Let $v_{1}, v_{2}, \ldots, v_{n}$ be the vertices of the tree $G$ to be computed. If $d_{1}=2$ then $G$ is a path and we are done. So assume that $d_{1} \geq 3$ and let $k$ be the largest index such that $d_{k} \geq 3$. Put $m=\sum_{i=1}^{k}\left(d_{i}-2\right)$. Let $A$ be the set of $d_{i}$ 's that are equal to 1 . The following claim will be proved after we describe the computation of $G$.

Claim. $|A|=m+2$.
First we compute a path consisting of vertices $v_{n-1}, v_{1}, v_{2}, \ldots, v_{n-m-2}, v_{n} .{ }^{1}$ Delete $v_{n}$ and $v_{n-1}$ from $A$. Then we compute "stars" using $A$ and $v_{1}, v_{2}, \ldots, v_{k}$ as follows: connect the first $d_{1}-2$ vertices of $A$ to $v_{1}$, connect the next $d_{2}-2$ vertices of $A$ to $v_{2}, \ldots$, and connect the remaining $d_{k}-2$ vertices of $A$ to $v_{k}$. This completes the computation of $G$.

We now prove the above claim. Observe that $\sum_{i=1}^{k} d_{i}=m+2 k$ and that there are $n-k-|A| d_{i}$ 's that are equal to 2 . So $2 n-2=\sum_{i=1}^{n} d_{i}=m+2 k+2(n-k-|A|)+|A|$. The claim follows by rearranging the terms.
3.3. Graphs. We now discuss degree sequences of graphs. Let $d$ be an integer sequence of length $n$, where $n>d_{1} \geq d_{2} \geq \cdots \geq d_{n} \geq 0$. The proofs of the following results may be found, e.g., in [ $6,15,21$ ].

[^30]The Erdős-Gallai inequalities (EGI). The sequence $d$ is realizable if and only if $\sum_{i=1}^{n} d_{i}$ is even and $\sum_{i=1}^{k} d_{i} \leq k(k-1)+\sum_{i=k+1}^{n} \min \left(d_{i}, k\right)$ for $k=1,2, \ldots, n$.

The Havel-Hakimi characterization. The sequence $d$ is realizable iff the numbers $d_{2}-1, d_{3}-1, \ldots, d_{d_{1}+1}-1, d_{d_{1}+2}, \ldots, d_{n}$ are realizable.

Using EGI, we can test in linear time if $d$ is realizable. We can use the second characterization to derive an efficient sequential algorithm to compute a realization of $d$.

In parallel computation, the inequalities of EGI can be tested optimally, and this implies an optimal parallel algorithm to test if $d$ is a degree sequence. As for the problem of computing a realization of $d$, a proof of the EGI using network flows is given in [12] and this proof results in a randomized parallel algorithm. The proof consists of two steps.

Step 1. Define a network with edge capacities in unary and solve the maximum flow problem on this network; then, construct a digraph $D$.

Step 2. Obtain a symmetric digraph from $D$.
Results of [20] imply a randomized parallel algorithm for Step 1. Based on the proof of Lemma 2.4, Step 2 can be performed in NC.
4. Degree sequences and bipartite sequences. We study in this section a relation between degree sequences and bipartite sequences. The main result of this section is a new proof of a theorem given in [25]. The proof presented in [25] is via a cycle of eight implications and results in an inherently sequential algorithm to compute realizations of degree sequences, whereas our proof is simple and helps us to design a parallel algorithm.

Throughout this section, $d$ denotes an integer sequence of length $n$, where $n>$ $d_{1} \geq d_{2} \geq \cdots \geq d_{n} \geq 0$. Let $\mu=\max \left\{k: d_{k} \geq k\right\}$. Define a new sequence $c=\left(c_{1}, \ldots, c_{n}\right)$, where

$$
c_{i}= \begin{cases}d_{i}+1 & \text { if } i \leq \mu, \\ d_{i} & \text { otherwise }\end{cases}
$$

Observe that $c_{i}=d_{i}+1 \geq \mu+1$ for $1 \leq i \leq \mu$ and $c_{j}=d_{j} \leq \mu$ for $\mu+1 \leq j \leq n$.
Theorem 4.1. The sequence $d$ is a degree sequence iff $(c, c)$ is a bipartite sequence.

Before we prove this theorem, we remark that the " +1 " is required in the definition of $c$, since there are sequences $d$ such that $(d, d)$ is a bipartite sequence but $d$ is not a degree sequence; for example, take $d=(4,2,2,2)$. The proof is based on the following lemmas.

Lemma 4.2. If $d$ is a degree sequence then $(c, c)$ is a bipartite degree sequence.
Proof. Let $G=(V, E)$ be a realization of $d$. We obtain a bipartite realization $H=\left(X \cup Y, E^{\prime}\right)$ of $(c, c)$ as follows: $X$ and $Y$ are two copies of $V$; if $\left(v_{i}, v_{j}\right) \in G$ then $\left(x_{i}, y_{j}\right),\left(x_{j}, y_{i}\right) \in H$; further, $\left(x_{i}, y_{i}\right) \in H$ for all $1 \leq i \leq \mu$.

We need a few definitions before presenting the next lemmas. Let $H=(X \cup Y, E)$ be a realization of $(c, c)$. A vertex $x_{i}$ (or $y_{i}$ ) is called a high-degree vertex if $1 \leq i \leq \mu$, otherwise it is a low-degree vertex. An edge $\left(x_{i}, y_{i}\right)$ is called a high-degree edge if $1 \leq i \leq \mu$. Similarly, an edge $\left(x_{j}, y_{j}\right)$ is called a low-degree edge if $\mu+1 \leq j \leq n$. Edges of the form ( $x_{i}, y_{j}$ ), where $i \neq j$, are neither high-degree edges nor low-degree edges. High-degree and low-degree edges play a very important role in our algorithms.

A pair of edges $\left(x_{\alpha}, y_{\beta}\right)$ and $\left(x_{\gamma}, y_{\delta}\right)$ form an exchange pair if $\left(x_{\alpha}, y_{\delta}\right),\left(x_{\gamma}, y_{\beta}\right) \notin H$ (see Figure 1). An exchange on the edges ( $x_{\alpha}, y_{\beta}$ ) and ( $x_{\gamma}, y_{\delta}$ ) consists of deleting $\left(x_{\alpha}, y_{\beta}\right)$ and $\left(x_{\gamma}, y_{\delta}\right)$ and inserting $\left(x_{\alpha}, y_{\delta}\right)$ and $\left(x_{\gamma}, y_{\beta}\right)$. The following two lemmas
imply that, given any realization $H$ of $(c, c)$, we can always obtain another realization $H^{\prime}$ such that $H^{\prime}$ contains all high-degree edges and no low-degree edges.


Fig. 1. An exchange operation. A solid line indicates the presence of an edge and a dashed line its absence.

Lemma 4.3. Let $H$ be a realization of $(c, c)$ such that $\left(x_{i}, y_{i}\right) \notin H$ for some $1 \leq i \leq \mu$. Then there exist $k$ and $\ell$ such that $\left(x_{i}, y_{k}\right)$ and ( $x_{\ell}, y_{i}$ ) form an exchange pair, where $k>\mu$ and $k \neq \ell$.

Proof. Since $c_{i} \geq \mu+1$ there exists a $k$ such that $k>\mu$ and $\left(x_{i}, y_{k}\right) \in H$. Further, $c_{k} \leq \mu$ and $c_{i} \geq \mu+1$ imply that there exists an $\ell \neq k$ such that $\left(x_{\ell}, y_{i}\right) \in H$ and $\left(x_{\ell}, y_{k}\right) \notin H$.

Lemma 4.4. Let $H$ be any realization of $(c, c)$ such that $\left(x_{j}, y_{j}\right) \in H$ for some $j>\mu$. Then there exist $k$ and $\ell$ such that $\left(x_{j}, y_{j}\right)$ and $\left(x_{\ell}, y_{k}\right)$ form an exchange pair, where $k \leq \mu$ and $k \neq \ell$.

Proof. Since $c_{j} \leq \mu$ there exists a $k$ such that $k \leq \mu$ and $\left(x_{j}, y_{k}\right) \notin H$. Further, $c_{k} \geq \mu+1$ implies that there exists an $\ell \neq k$ such that $\left(x_{\ell}, y_{k}\right) \in H$ and $\left(x_{\ell}, y_{j}\right) \notin H$.

Lemma 4.5. If $(c, c)$ is a bipartite degree sequence, then $d$ is a degree sequence.
Proof. Let $H$ be any realization of $(c, c)$. Assume that $\left(x_{i}, y_{i}\right) \notin H$ for some $1 \leq i \leq \mu$. Let $k$ and $\ell$ be as defined in Lemma 4.3. Perform an exchange, by deleting the edges $\left(x_{i}, y_{k}\right)$ and ( $x_{\ell}, y_{i}$ ) and adding the edges $\left(x_{i}, y_{i}\right)$ and ( $x_{\ell}, y_{k}$ ). Observe that this process does not destroy any existing high-degree edges in $H$. We repeat this process until $H$ contains all high-degree edges. Assume now that $H$ contains a low-degree edge, say ( $x_{j}, y_{j}$ ) for some $j>\mu$. Let $k$ and $\ell$ be as defined in Lemma 4.4. Delete the edges $\left(x_{j}, y_{j}\right)$ and $\left(x_{\ell}, y_{k}\right)$ and add the edges $\left(x_{j}, y_{k}\right)$ and $\left(x_{\ell}, y_{j}\right)$. Observe that this process does not destroy any existing high-degree edges and does not create any new low-degree edges in $H$. We repeat this process until $H$ contains no low-degree edges.

Define a digraph $\tilde{D}=(V, \tilde{E})$ on the vertex set $V=\left\{v_{1}, \ldots, v_{n}\right\}$, where $\left(v_{i}, v_{j}\right) \in$ $\tilde{D}$ iff $\left(x_{i}, y_{j}\right) \in H$ and $\left(x_{j}, y_{i}\right) \notin H$. Then $d_{\tilde{D}}^{-}\left(v_{i}\right)=d_{\tilde{D}}^{+}\left(v_{i}\right)=d_{i}$ for all $1 \leq i \leq n$. By Lemma 2.4, we obtain a symmetric digraph $D=(V, E)$ such that $d_{D}^{-}\left(v_{i}\right)=d_{D}^{+}\left(v_{i}\right)=$ $d_{i}$ for all $i$. Obtain an undirected graph $G$ from $D$ by replacing the two symmetric $\operatorname{arcs}\left(v_{i}, v_{j}\right)$ and $\left(v_{j}, v_{i}\right)$ with the edge $\left(v_{i}, v_{j}\right)$. Then $G$ is a realization of $d$.

Lemmas 4.2 and 4.5 imply Theorem 4.1. It is fairly easy to see that the proof of Lemma 4.5 implies a simple sequential algorithm to realize $d$ from any realization of $(c, c)$. In $\S 7$, parallel algorithms to achieve the same objective will be presented.
5. Majorization and unit transformations. Throughout this section, let $a=$ $\left(a_{1}, \ldots, a_{n}\right)$ and $b=\left(b_{1}, \ldots, b_{n}\right)$ be sequences of length $n$, where $a_{1} \geq a_{2} \geq \cdots \geq$ $a_{n} \geq 0$ and $b_{1} \geq b_{2} \geq \cdots \geq b_{n} \geq 0$.
5.1. Majorization. Majorization has been studied, over several decades, in the theory of inequalities [22,16]. It captures the intuitive notion that the components of a vector are "less nearly equal" than are the components of another vector. Formally, we say that $a$ majorizes $b$, denoted by $a \succeq b$, if $\sum_{i=1}^{k} a_{i} \geq \sum_{i=1}^{k} b_{i}$ for $k=1, \ldots, n$, with equality for $k=n$. For example, $(4,2,1,0) \succeq(2,2,2,1)$.

Majorization was used by economists in measuring inequality of incomes and in studying the principle of transfers (cf. [22]). If $a_{i} \geq a_{j}+2$ for some $i$ and $j$, we say that the sequence $c=\left(c_{1}, \ldots, c_{n}\right)$, defined by $c_{i}=a_{i}-1, c_{j}=a_{j}+1$, and $c_{k}=a_{k}$ for $k \neq i, j$, is obtained from $a$ by a unit transformation from $i$ to $j$. Clearly, $a \succeq c$. A classical result, known as the Muirhead lemma (cf. [22]), states that the converse is also true: if $a \succeq b$ then $a$ can be transformed to $b$ by performing a finite number of (successive) unit transformations on $a$. The following lemma presents the details.

Lemma 5.1. Suppose that $a \succeq b$. Define a sequence $\delta=\left(\delta_{1}, \ldots, \delta_{n}\right)$ by $\delta_{i}=$ $\max \left\{0,\left(a_{i}-b_{i}\right)\right\}$, and define $\Delta(a, b)=\sum_{i=1}^{n} \delta_{i}$. Then a can be transformed to $b$ by performing $\Delta(a, b)$ unit transformations. Further, $\Delta(a, b)$ equals the minimum number of unit transformations required to transform a to $b$.

Proof. If $a=b$ then $\Delta(a, b)=0$. Assume that $a \neq b$ and let $i$ be the smallest index such that $a_{i} \neq b_{i}$. Observe that $a_{i}>b_{i}$, since $a \succeq b$. Let $j>i$ be the smallest index such that $a_{j}<b_{j}$. Define $c$ to be the sequence obtained from $a$ by performing a unit transformation from $i$ to $j$. Clearly, $a \succeq c \succeq b$. By repeating this process on the sequence $c$, we can obtain $b$.

To prove the second part of the lemma, observe that if $c$ is any sequence obtained from $a$ by a unit transformation, then $\Delta(c, b) \geq \Delta(a, b)-1$.
5.2. An algorithm for computing unit transformations. In this subsection, we discuss the computation of unit transformations that are required to transform $a$ to $b$. The basic idea is to compute the numbers $t(i, j)$, for $1 \leq i, j \leq n$, so that $a$ can be transformed to $b$ by performing $t(i, j)$ unit transformations from position $i$ to position $j$. We give an example to illustrate the idea.

Example 1. Let $a=(15,12,9,8,5,4,4,0)$ and $b=(11,10,9,9,9,3,3,3)$. Put $c=a-b=(4,2,0,-1,-4,1,1,-3)$ and define an array $P$ (respectively, $M$ ) whose components are given by $P_{i}=\max \left\{0, c_{i}\right\}$ (respectively, $M_{i}=\max \left\{0,-c_{i}\right\}$ ) for $1 \leq i \leq 8$; i.e., $P=(4,2,0,0,0,1,1,0)$ and $M=(0,0,0,1,4,0,0,3)$. Now, $P_{1}$ and $M_{4}$ are the left-most positive components of $P$ and $M$, respectively. As $M_{4}=1<P_{1}$, we subtract 1 from $P_{1}$ and $M_{4}$ and add 1 to $t(1,4)$. Then $P$ and $M$ become ( $3,2,0,0,0,1,1$ ) and ( $0,0,0,0,4,0,0,3$ ), respectively. Now $P_{1}$ and $M_{5}$ are the left-most positive components of $P$ and $M$ and, as $P_{1}=3<M_{5}$, we subtract 3 from $P_{1}$ and $M_{5}$ and add 3 to $t(1,5)$. Then $P$ and $M$ become ( $0,2,0,0,0,1,1$ ) and ( $0,0,0,0,1,0,0,3$ ), respectively. We continue this process until all the components of $P$ and $M$ become 0 's, and we get $t(1,4)=1, t(1,5)=3, t(2,5)=t(2,8)=t(6,8)=t(7,8)=1$.

A simple linear-time sequential algorithm, based on the procedure explained in the above example, for computing unit transformations is as follows. Compute the arrays $P$ and $M$ and then scan both the arrays from left to right, starting at the position $i=1$ in $P$ and $j=1$ in $M$. In each step compute the appropriate $t(i, j)$ and either increment $i$ or $j$. Since the arrays $P$ and $M$ are scanned only once and the number of reported $t(i, j)$ 's is linear, the algorithm runs in linear time.

A parallel implementation of this algorithm is presented in Algorithm 1. In step 2 of the algorithm, $P^{\prime}[i]:=\sum_{k=1}^{i} P[i]$ for $1 \leq i \leq n$. Moreover, the arrays $P^{\prime}$ and $M^{\prime}$ are obtained in the sorted order. After cross-ranking the elements of $P^{\prime}$ in $M^{\prime}$ and vice-versa, we know precisely the appropriate $t(i, j)$ 's for each value of $i$ and $j$. For each value of $i$ we can store the $t(i, j)$ 's in an array, with respect to increasing $j$. Alternatively, we can store the $t(i, j)$ 's in an $n * n$ matrix, without initializing the matrix, by a standard method (see [1]).

1. Compute $c_{i}:=a_{i}-b_{i}$ for $1 \leq i \leq n$ and the arrays $P$ and $M$.
2. Compute prefix sums of $P$ and $M$ and store them in the arrays $P^{\prime}$ and $M^{\prime}$, respectively.
3. Cross-rank the arrays $P^{\prime}$ and $M^{\prime}$ by the algorithm of [14] and then compute $t(i, j)$ 's.

Algorithm 1. An algorithm for computing unit transformations.
Theorem 5.2. Let $a$ and $b$ be sequences of length $n$ such that $a \succeq b$. Algorithm 1 computes the numbers $t(i, j)$, for $1 \leq i, j \leq n$, such that a can be transformed to $b$ by performing $t(i, j)$ unit transformations from the position $i$ to $j$ in $a$. The algorithm runs in $O(\log n)$ time using $O(n / \log n)$ EREW PRAM processors.

Proof. The proof of correctness is straightforward. To analyze the complexity, note that the prefix sums and the cross-ranking of two sorted arrays can be computed in $O(\log n)$ time using $O(n / \log n)$ processors.
5.3. Properties of unit transformations. In this subsection we present properties of the numbers $t(i, j)$ computed by Algorithm 1. These properties will be used to design a parallel algorithm for realizing bipartite sequences.

Observe $t(i, j)=0$ whenever $i \geq j$ or $a_{j} \geq b_{j}$. We need a few definitions to state additional properties of $t(i, j)$ 's. For $1 \leq i \leq n$, define $A(i)$ to be the set of all $j$ such that Algorithm 1 reports a unit transformation from $i$ to $j$; i.e., $A(i)=\{j: t(i, j) \neq 0\}$ (see Example 2). Observe that $A(i)=\emptyset$ if and only if $a_{i} \leq b_{i}$. Similarly, define $B(j)=\{i: t(i, j) \neq 0\}$, and note that $B(j)=\emptyset$ iff $a_{j} \geq b_{j}$. Furthermore, if $k \in A(i)$ (respectively, $B(j)$ ), then $k>i$ (respectively, $k<j$ ) and $a_{k}<b_{k}$ (respectively, $\left.a_{k}>b_{k}\right)$. The elements of $A(i)$ and $B(j)$ will always be listed in the increasing order.

Example 2. In Example 1,

$$
\begin{aligned}
& A(1)=\{4,5\}, A(2)=\{5,8\}, A(6)=A(7)=\{8\} ; \\
& B(4)=\{1\}, B(5)=\{1,2\}, B(8)=\{2,6,7\} ; \\
& \text { all other } A(i) \text { 's and } B(j) \text { 's are } \emptyset .
\end{aligned}
$$

Lemma 5.3.

1. If $A(i) \neq \emptyset$, then $a_{i}=b_{i}+\sum_{j \in A(i)} t(i, j)$.
2. If $B(j) \neq \emptyset$, then $b_{j}=a_{j}+\sum_{i \in B(j)} t(i, j)$.

Proof. The proof follows from the definition of $t(i, j)$ 's in Algorithm 1.
Let $\alpha(i)=\min \{A(i)\} .{ }^{2}$ For $1 \leq i, j \leq n$, define (see Example 3)

$$
\beta(i, j)= \begin{cases}0 & \text { if } i>j \text { or } a_{j} \geq b_{j}, \\ a_{j}+\sum_{k \in B(j), k \geq i+1} t(k, j) & \text { otherwise. }\end{cases}
$$

For $1 \leq i \leq n$, define

$$
\gamma(i)= \begin{cases}\beta(i+1, \alpha(i)) & \text { if } A(i) \neq \emptyset \\ 0 & \text { otherwise }\end{cases}
$$

[^31]Example 3. In Example 2,

$$
\begin{aligned}
& \alpha(1)=4, \alpha(2)=5, \alpha(6)=\alpha(7)=8 \\
& \beta(3,5)=\beta(4,5)=\beta(5,5)=a_{5}=5, \beta(1,5)=a_{5}+t(2,5)=5+1=6 \\
& \gamma(1)=\beta(2, \alpha(1))=\beta(2,4)=\beta(3,4)=\beta(4,4)=a_{4}=8
\end{aligned}
$$

Lemma 5.4. Let $j$ be an integer such that the elements of $B(j)$ are $i_{1}, i_{2}, \ldots, i_{k}$, where $k \geq 2$. Then $A\left(i_{q}\right)=\{j\}$ for all $2 \leq q \leq k-1$, and $\alpha\left(i_{p}\right)=j$ for all $2 \leq p \leq k$.

Proof. The proof follows from definitions.
LEmmA 5.5. Let $j$ be an integer such that the elements of $B(j)$ are $i_{1}, i_{2}, \ldots, i_{k}$, where $k \geq 2$. Then $\gamma\left(i_{k}\right)=a_{j}$ and $\gamma\left(i_{p}\right)=a_{j}+\sum_{q=p+1}^{k} t\left(i_{q}, j\right)$ for all $2 \leq p \leq k-1$. Furthermore, if $\alpha\left(i_{1}\right)=j$, then $\gamma\left(i_{1}\right)=\gamma\left(i_{2}\right)+t\left(i_{2}, j\right)$.

Proof. By Lemma 5.4, $\gamma\left(i_{k}\right)=j$. So $\left.\gamma\left(i_{k}\right)=\beta\left(i_{k}+1, j\right)\right)=a_{j}$; the second equality follows from the fact that $t(\ell, j)=0$ for $\ell \geq i_{k}+1$. Consider now any $p$ such that $2 \leq p \leq k-1$. We have

$$
\begin{align*}
\gamma\left(i_{p}\right) & =\beta\left(i_{p+1}+1, \alpha\left(i_{p}\right)\right) \\
& =\beta\left(i_{p+1}+1, j\right) \quad(\text { by Lemma } 5.4)  \tag{byLemma5.4}\\
& =a_{j}+\sum_{q=i_{p+1}}^{k} t\left(i_{q}, j\right) .
\end{align*}
$$

The proof of the remaining part is similar.
6. Realizing bipartite sequences. We present in this section a parallel algorithm for computing a bipartite graph that realizes a given pair of sequences. Throughout this section, $X=\left\{x_{1}, x_{2}, \ldots, x_{m}\right\}, Y=\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}$, and $r$ and $s$ denote two nonnegative integer sequences, where $n \geq r_{1} \geq r_{2} \geq \cdots \geq r_{m} \geq 0$ and $m \geq s_{1} \geq s_{2} \geq \cdots \geq s_{n} \geq 0$. Given the pair ( $r, s$ ), the problem is to compute a bipartite graph $H=(X, Y, E)$, if it exists, such that $d\left(x_{i}\right)=r_{i}$ and $d\left(y_{j}\right)=s_{j}$.
6.1. The characterization. The following theorem, known as the Gale-Ryser theorem, characterizes bipartite sequences [13, 24, 11, 22]. Before stating the theorem, we require a definition. The conjugate sequence of $r$, denoted by $r^{\star}=\left(r_{1}^{\star}, \ldots, r_{n}^{\star}\right)$, is defined as $r_{k}^{\star}=\left|\left\{i: r_{i} \geq k\right\}\right|$ for $k=1, \ldots, n$. Both $r$ and $r^{\star}$ may be visualized by means of a ( 0,1 )-matrix of size $m \times n$ in which the $i$ th row contains $r_{i} 1$ 's left-justified; then $r_{k}^{\star}$ is the number of 1 's in the $k$ th column.

Theorem 6.1 (the Gale-Ryser theorem). The pair $(r, s)$ is a bipartite sequence iff $r^{\star} \succeq s$.

Theorem 6.1 suggests a simple parallel algorithm to decide if $(r, s)$ is a bipartite sequence. Moreover, a network-flow based proof of this theorem (cf. [11]), combined with the results of [20], leads to a randomized parallel algorithm to realize $(r, s)$.
6.2. An algorithm. We present in this section a parallel algorithm for computing a bipartite graph $H=(X \cup Y, E)$ that realizes the pair $(r, s)$. It follows from the Gale-Ryser theorem that the pair $\left(r, r^{\star}\right)$ is a bipartite sequence. In the corresponding realization $F=\left(X, Y, E^{\prime}\right)$, the neighbors of $y_{j}$ are $x_{1}, \ldots, x_{p}$, where $p=r_{j}^{\star}$. Represent $N_{F}\left(y_{j}\right)$ by the interval $[1, \ldots, p]$ of integers. Our algorithm is based on the following lemma.

Lemma 6.2. Suppose that $(r, s)$ is a bipartite sequence. If the sequence $t$ is obtained from $s$ by a unit transformation, then ( $r, t$ ) is also a bipartite sequence.

Proof. Let $H=(X, Y, E)$ be a realization of $(r, s)$ and $t$ be obtained from $s$ by a unit transformation from $i$ to $j$. Since $s_{i} \geq s_{j}+2$, there exists a neighbor, say $x_{k}$,
of $y_{i}$ that is not a neighbor of $y_{j}$. Let $H^{\prime}$ be obtained from $H$ by deleting the edge $\left(x_{k}, y_{i}\right)$ and adding the edge $\left(x_{k}, y_{j}\right)$. Then $H^{\prime}$ is a realization of $(r, t)$.

We say that the graph $H^{\prime}$ constructed in the above proof is obtained from $H$ by a transfer of a neighbor between $x_{i}$ and $x_{j}$. The main steps in our algorithm for computing a realization of $(r, s)$ are the following steps.

Step 1. Compute $r^{\star}$. Test if $r^{\star} \succeq s$. If not, declare that $(r, s)$ is not a bipartite sequence and stop.

Step 2. Obtain the realization $F=\left(X, Y, E^{\prime}\right)$ of $\left(r, r^{\star}\right)$ by computing $N_{F}\left(y_{j}\right)=$ $\left[1, \ldots, r_{j}^{\star}\right]$.

Step 3. Transfer appropriate neighbors among the vertices of $Y$ in $F$ to obtain $H$.
The parallel implementation of Step 3, which is the difficult step, is based on the properties of the unit transformations ( $\S 5.3$ ) required to transform the sequence $r^{\star}$ to $s$. For convenience of notation, we use the sequences $a$ and $b$ in place of $r^{\star}$ and $s$, respectively. Apply Algorithm 1 to the pair $(a, b)$ and let $t(i, j), 1 \leq i, j \leq n$, be the unit transformations computed by the algorithm. Recall from $\S 5.3$ the definitions of $A(i), B(j), \alpha(i), \beta(i, j)$, and $\gamma(i)$. Consider an $i$ such that $A(i) \neq \emptyset$. We define intervals $T(i, j)$, where $j \in A(i)$, as follows. In the realization $F$ of $(r, a)$, all vertices $x_{p}$ such that $p \in T(i, j)$ will be "transferred" from $y_{i}$ to $y_{j}$ to obtain the required bipartite graph $H$. Let the elements of $A(i)$ (in the increasing order) be $j_{1}=\alpha(i), j_{2}, \ldots, j_{k}$. See Figure 2 and define

$$
\begin{gathered}
T\left(i, j_{1}\right)=\left[\gamma(i)+1, \ldots, \gamma(i)+t\left(i, j_{1}\right)\right] \text { and } \\
T\left(i, j_{p}\right)=\left[a_{i}-\sum_{q=2}^{p} t\left(i, j_{q}\right)+1, \ldots, a_{i}-\sum_{q=2}^{p-1} t\left(i, j_{q}\right)\right] \text { for } 2 \leq p \leq k .
\end{gathered}
$$

Observe that $\left|T\left(i, j_{p}\right)\right|=t\left(i, j_{p}\right)$ for all $1 \leq p \leq k$. We state in Algorithm 2 the procedure for realizing $(r, s)$.

Input: A pair $(r, s)$ of sequences.
Output: A bipartite graph $H=(X, Y, E)$, if it exists. $H$ is specified implicitly by the neighborhoods of vertices in $Y$.

1. Compute $r^{\star}$. Test if $r^{\star} \succeq s$. If the test fails, then declare that $(r, s)$ is not a bipartite sequence and STOP.
2. Set $(a, b):=\left(r^{\star}, s\right)$ and apply Algorithm 1 to compute the unit transformations $t(i, j)$ for $1 \leq i, j \leq n$.
3. Compute the bipartite graph $F$ which realizes $(r, a)$. $F$ is represented implicitly: for each $1 \leq j \leq n$, compute the set of neighbors of $y_{j}$, namely $N_{F}\left(y_{j}\right)=\left[1, \ldots, a_{j}\right]$.
4. Compute $A(i)$ and $B(j)$ for $1 \leq i, j \leq n$.
5. Compute $\beta(i, j)$ for all $i$ and $j$ such that $t(i, j) \neq 0$; compute $\gamma(i)$ for $1 \leq i \leq n$.
6. Compute the intervals $T(i, j)$ for $1 \leq i \leq n$ and $j \in A(i)$.
7. For all $i$ such that $a_{i}>b_{i}$, compute $N_{H}\left(y_{i}\right):=N_{F}\left(y_{i}\right)-\bigcup_{j \in A(i)} T(i, j)$.
8. For all $j$ such that $a_{j}<b_{j}$, compute $N_{H}\left(y_{j}\right):=N_{F}\left(y_{j}\right) \cup\left(\bigcup_{i \in B(j)} T(i, j)\right)$.
9. For all $i$ such that $a_{i}=b_{i}$, set $N_{H}\left(y_{i}\right):=N_{F}\left(y_{i}\right)$.

Algorithm 2. Algorithm for computing a bipartite graph.


FIG. 2. Defining $T(i, j)$. For example, $T\left(i, j_{p}\right)$ is the set of elements $a_{i}-\sum_{q=2}^{p} t\left(i, j_{q}\right)+1, a_{i}-$ $\sum_{q=2}^{p} t\left(i, j_{q}\right)+2, \ldots, a_{i}-\sum_{q=2}^{p-1} t\left(i, j_{q}\right)$.

Example 4. Let $r=(4,3,3,2,2,2,1)$ and $b=s=(4,3,3,3,2,2)$. Then

$$
X=\left\{x_{1}, \ldots, x_{7}\right\}, Y=\left\{y_{1}, \ldots, y_{6}\right\}, \text { and } a=r^{*}=(7,6,3,1,0,0)
$$

Applying Algorithm 1 to the pair $(a, b)$ we get

$$
\begin{aligned}
& t(1,4)=2, t(1,5)=1, t(2,5)=1, t(2,6)=2 \\
& A(1)=\{4,5\}, A(2)=\{5,6\} \\
& B(4)=\{1\}, B(5)=\{1,2\}, B(6)=\{2\} \\
& \alpha(1)=4, \alpha(2)=5, \gamma(2)=a_{5}=0, \gamma(1)=a_{4}=1
\end{aligned}
$$

The realization $F$ of $(r, a)$ has the following implicit representation. Recall that $\left(x_{k}, y_{i}\right) \in F$ iff $k \in N_{F}\left(y_{i}\right)$, and $N_{F}\left(y_{i}\right)=\left[1, a_{i}\right]$ is represented by its endpoints. We set

$$
\begin{aligned}
& N_{F}\left(y_{1}\right)=[1,7], N_{F}\left(y_{2}\right)=[1,6], N_{F}\left(y_{3}\right)=[1,3], \\
& N_{F}\left(y_{4}\right)=[1,1], N_{F}\left(y_{5}\right)=N_{F}\left(y_{6}\right)=\emptyset, \\
& T(1,4)=[\gamma(1)+1, \gamma(1)+t(1,4)]=[2,3], \\
& T(1,5)=\left[a_{1}-t(1,5)+1, a_{1}\right]=[7,7],
\end{aligned}
$$

$$
\begin{aligned}
& T(2,5)=[\gamma(2)+1, \gamma(2)+t(2,5)]=[1,1], \\
& T(2,6)=\left[a_{2}-t(2,6)+1, a_{2}\right]=[5,6] .
\end{aligned}
$$

The desired realization $H$ of $(r, s)$ has the following implicit representation:

$$
\begin{aligned}
& N_{H}\left(y_{1}\right)=N_{F}\left(y_{1}\right)-(T(1,4) \cup T(1,5))=[1,1] \cup[4,6], \\
& N_{H}\left(y_{2}\right)=N_{F}\left(y_{2}\right)-(T(2,5) \cup T(2,6))=[2,4], \\
& N_{H}\left(y_{3}\right)=N_{F}\left(y_{3}\right)=[1,3], \\
& N_{H}\left(y_{4}\right)=N_{F}\left(y_{4}\right) \cup T(1,4)=[1,3], \\
& N_{H}\left(y_{5}\right)=N_{F}\left(y_{5}\right) \cup(T(1,5) \cup T(2,5))=[1,1] \cup[7,7], \\
& N_{H}\left(y_{6}\right)=N_{F}\left(y_{6}\right) \cup T(2,6)=[5,6] .
\end{aligned}
$$

Lemma 6.3. The bipartite multigraph $H=(X \cup Y, E)$ computed in Algorithm 2 is a simple bipartite graph.

Proof. It suffices to show that there are no multiple edges in $H$ that are incident to any vertex $y_{j}$. This is equivalent to proving that $N_{H}\left(y_{j}\right)$ is a set (i.e., it has no duplicate elements). If $a_{j} \geq b_{j}, N_{H}\left(y_{j}\right)$ is a set as $N_{F}\left(y_{j}\right)$ is one. Consider now the case that $a_{j}<b_{j}$. Then $N_{H}\left(y_{j}\right)=N_{F}\left(y_{j}\right) \cup J$, where $J=\bigcup_{i \in B(j)} T(i, j)$. We prove that $N_{H}\left(y_{j}\right)$ has no duplicates by showing that $J$ has no duplicates and that $N_{F}\left(y_{j}\right) \cap J=\emptyset$. Recall that $N_{F}\left(y_{j}\right)=\left[1, \ldots, a_{j}\right]$.

Let the elements of $B(j)$ (in the increasing order) be $i_{1}, \ldots, i_{k}$. Since $j \in A\left(i_{1}\right)$, we have $\alpha\left(i_{1}\right) \leq j$. First consider the case $\alpha\left(i_{1}\right)=j$.

Case 1. $k=1$. Then $J=T\left(i_{1}, j\right)=\left[\gamma\left(i_{1}\right)+1, \ldots, \gamma\left(i_{1}\right)+t\left(i_{1}, j\right)\right]=\left[a_{j}+\right.$ $\left.1, \ldots, a_{j}+t\left(i_{1}, j\right)\right]$. Thus $J$ is a set and $N_{F}\left(y_{j}\right) \cap J=\emptyset$.

Case 2. $k \geq 2$. By Lemma 5.4, $\alpha\left(i_{q}\right)=j$ for $2 \leq q \leq k$. By definition, $T\left(i_{q}, j\right)=$ $\left[\gamma\left(i_{q}\right)+1, \ldots, \gamma\left(i_{q}\right)+t\left(i_{q}, j\right)\right]$ for $1 \leq q \leq k$. Then, by Lemma 5.5, $T\left(i_{q}, j\right)=\left[\gamma\left(i_{q}\right)+\right.$ $\left.1, \ldots, \gamma\left(i_{q-1}\right)\right]$ for $2 \leq q \leq k$ and $T\left(i_{1}, j\right)=\left[\gamma\left(i_{1}\right)+1, \ldots, \gamma\left(i_{1}\right)+t\left(i_{1}, j\right)\right]$. Hence, for distinct $p$ and $q$ such that $1 \leq p, q \leq k$, we obtain $T\left(i_{p}, j\right) \cap T\left(i_{q}, j\right)=\emptyset$ and thus $J$ has no duplicates. Further, $J=\cup_{p=1}^{k} T\left(i_{p}, j\right)=\left[\gamma\left(i_{k}\right)+1, \ldots, \gamma\left(i_{k}\right)+\sum_{p=1}^{k} t\left(i_{p}, j\right)\right]$, and so $\min (J)=\gamma\left(i_{k}\right)$. We now obtain $N_{F}\left(y_{j}\right) \cap J=\emptyset$, as $\max \left(N_{F}(j)\right)=a_{j}=$ $\gamma\left(i_{k}\right)=\min (J)-1$ (the second equality follows from Lemma 5.5).

Now consider the other case, namely $\alpha\left(i_{1}\right)<j$. Let $j_{1}=\alpha\left(i_{1}\right), j_{2}, \ldots, j_{p}=j$ be the elements of $A\left(i_{1}\right)$ that are $\leq j$. By definition

$$
T\left(i_{1}, j\right)=\left[a_{i_{1}}-\sum_{q=2}^{p} t\left(i_{1}, j_{q}\right)+1, \ldots, a_{i_{1}}-\sum_{q=2}^{p-1} t\left(i_{1}, j_{q}\right)\right] .
$$

Case 1. $k=1$. Then $J=T\left(i_{1}, j\right)$ and

$$
\begin{aligned}
\max \left(N_{F}(j)\right) & =a_{j} \\
& <b_{j} \\
& \leq b_{i_{1}} \quad\left(\text { as } i_{1} \leq j \text { and } b\right. \text { is nonincreasing) } \\
& =a_{i_{1}}-\sum_{u \in A\left(i_{1}\right)} t\left(i_{1}, u\right) \quad(\text { by Lemma } 5.3) \\
& <a_{i_{1}}-\sum_{q=2}^{p} t\left(i_{1}, j_{q}\right) \\
& =\min (J)-1 .
\end{aligned}
$$

Hence, $N_{H}\left(y_{j}\right) \cap J=\emptyset$.
Case 2. $k \geq 2$. Put $I=\bigcup_{p=2}^{k} T\left(i_{p}, j\right)$; then $J=T\left(i_{1}, j\right) \cup I$. We claim that $I$ is a set. By Lemma 5.4, $\alpha\left(i_{p}\right)=j$ for all $2 \leq p \leq k$. By Lemma 5.5, $T\left(i_{p}, j\right)=$
$\left[\gamma\left(i_{p}\right)+1, \ldots, \gamma\left(i_{p-1}\right)\right]$ for $3 \leq p \leq k$, and $T\left(i_{2}, j\right)=\left[\gamma\left(i_{2}\right)+1, \ldots, \gamma\left(i_{2}\right)+t\left(i_{2}, j\right)\right]$. Using $\gamma\left(i_{k}\right)=a_{j}$, we obtain $I=\left[a_{j}+1, \ldots, \gamma\left(i_{2}\right)+t\left(i_{2}, j\right)\right]$, completing the claim. Now,

$$
\begin{aligned}
\max (I) & =\gamma\left(i_{2}\right)+t\left(i_{2}, j\right) \\
& =a_{j}+\sum_{q=3}^{k} t\left(i_{q}, j\right)+t\left(i_{2}, j\right) \quad \text { (by Lemma 5.5) } \\
& <a_{j}+\sum_{u \in B(j)} t(u, j) \\
& =b_{j} \quad \quad(\text { by Lemma } 5.3) \\
& \leq b_{i_{1}} \quad\left(\text { as } i_{1} \leq j \text { and } b\right. \text { is nonincreasing) } \\
& =a_{i_{1}}-\sum_{u \in A\left(i_{1}\right)} t\left(i_{1}, u\right) \quad \text { (by Lemma 5.3) } \\
& <a_{i_{1}}-\sum_{q=2}^{p} t\left(i_{1}, j_{q}\right) \\
& =\min \left(T\left(i_{1}, j\right)\right)-1 .
\end{aligned}
$$

Hence $T\left(i_{1}, j\right) \cap I=\emptyset$, implying that $J$ has no duplicates. Finally, $\max \left(N_{F}\left(y_{j}\right)\right)=$ $a_{j}=\min (I)-1=\min (J)-1$ and, hence, $N_{F}\left(y_{j}\right) \cap J=\emptyset$.

Lemma 6.4. In the graph $H=(X \cup Y, E)$ computed by Algorithm $2, d_{H}\left(x_{i}\right)=r_{i}$ and $d_{H}\left(y_{j}\right)=b_{j}\left(=s_{j}\right)$.

Proof. Clearly, $d_{H}\left(x_{i}\right)=d_{F}\left(x_{i}\right)=r_{i}$. If $a_{j}=b_{j}$ then $d_{H}\left(y_{j}\right)=b_{j}$, since $N_{H}\left(y_{j}\right)=N_{F}\left(y_{j}\right)$ and $d_{F}\left(y_{j}\right)=a_{j}$. Suppose next that $a_{j}<b_{j}$. Then

$$
\begin{aligned}
d_{H}\left(y_{j}\right) & =\left|N_{F}\left(y_{j}\right)\right| \\
& =\left|N_{F}\left(y_{j}\right)\right|+\sum_{i \in B(j)}|T(i, j)| \\
& =a_{j}+\sum_{i \in B(j)} t(i, j) \\
& =b_{j} .
\end{aligned}
$$

Now consider the remaining case: $a_{j}>b_{j}$. Let $i=j$ for convenience and put $I=\sum_{u \in A(i)} T(i, u)$. Then $N_{H}\left(y_{i}\right)=N_{F}\left(y_{i}\right)-I$. Let the elements of $A(i)$ be $j_{i}=j, j_{2}, \ldots, j_{k}$. Now

$$
\begin{aligned}
\gamma(i)+t\left(i, j_{1}\right) & \leq a_{j_{1}}+\sum_{q \in B\left(j_{1}\right)} t\left(q, j_{1}\right) \\
& =b_{j_{1}} \\
& \leq b_{i} \\
& =a_{i}-\sum_{q=1}^{k} t\left(i, j_{q}\right) \\
& <a_{i}-\sum_{q=2}^{k} t\left(i, j_{q}\right) .
\end{aligned}
$$

Thus $I=\left[\gamma(i)+1, \ldots, \gamma(i)+t\left(i, j_{1}\right)\right] \cup\left[a_{i}-1, \ldots, a_{i}-\sum_{q=2}^{k} t\left(i, j_{q}\right)\right]$ and, hence, $I \subseteq N_{F}\left(y_{i}\right)$. Now

$$
\begin{aligned}
|I| & =t\left(i, j_{1}\right)+\sum_{q=2}^{k} t\left(i, j_{q}\right) \\
& =\sum_{u \in A(i)} t(i, u) \\
& =a_{i}-b_{i}
\end{aligned}
$$

Finally, $d_{H}\left(y_{i}\right)=\left|N_{H}\left(y_{i}\right)\right|=\left|N_{F}\left(y_{i}\right)\right|-|I|=a_{i}-\left(a_{i}-b_{i}\right)=b_{i}$.
We now outline the parallel complexity of Algorithm 2. As mentioned in $\S 1$, the graphs computed by our algorithms possess implicit representations: the graphs can be stored in $O(n)$ space. For ease of notation, we assume that $n$ denotes the total number of components of $r$ and $s$ (i.e., $n:=n+m$ ). To analyze step 1 , we first sort the sequences $r$ and $s$ using the algorithm of [8] and store the sorted sequences in the arrays $R$ and $S$, respectively. Sorting can be performed in $O(\log n)$ time using $O(n)$ EREW PRAM processors. We show how to perform all other steps in $O(\log n)$ time using $O(n / \log n)$ EREW PRAM processors. $r^{\star}$ can be computed by cross-ranking [14] the array $R$ with the array $(1,2, \ldots, n)$. Step 2 can be performed by using Algorithm 1. It reports $t(i, j)$ 's in a lexicographic order. Steps 4,5 , and 6 can be implemented by performing the appropriate prefix sums. In step 7 , observe that $\bigcup_{j \in A(i)} T(i, j)$ is union of at most three intervals, and hence can be computed within the same resource bounds. Therefore, Algorithm 2 can be implemented in $O(\log n)$ time using $O(n)$ EREW PRAM processors. We summarize the result in the following.

Theorem 6.5. Given a pair ( $r, s$ ) of noǹnegative integer sequences, a bipartite graph that realizes $(r, s)$ can be computed in $O(\log n)$ time using $O(n)$ EREW PRAM processors, where $n$ is the total number of components of $r$ and $s$. Moreover, if the sequences $r$ and $s$ are given as sorted sequences, then the graph can be computed in $O(\log n)$ time using $O(n / \log n)$ EREW PRAM processors.
7. Realizing degree sequences. Let $d=\left(d_{1}, \ldots, d_{n}\right)$ be a nonnegative integer sequence, where $n>d_{1} \geq d_{2} \geq \cdots \geq d_{n} \geq 0$. In this section we present parallel algorithms to compute a graph $G=(V, E)$ on the vertex set $V=\left\{v_{1}, \ldots, v_{n}\right\}$ that realizes $d$. Our parallel algorithms are based on the proof of Theorem 4.1 and these are the main steps.

Step 1. From $d$, compute the sequence $(c, c)$ and a realization $H=(X, Y, E)$ of $(c, c)$. From $H$ compute another realization $H^{\prime}$ of $(c, c)$ such that $\left(x_{i}, y_{i}\right) \in H^{\prime}$ iff $1 \leq i \leq \mu$.

Step 2. Compute from $H^{\prime}$ a symmetric digraph $D=(V, E)$ such that $d_{D}^{-}\left(v_{i}\right)=$ $d_{D}^{+}\left(v_{i}\right)=d_{i}$. Then compute $G$.

We first discuss the parallel implementation of Step 2; the essential ideas are described in the proof of Lemma 2.4. Compute the digraph $\tilde{D}=(V, \tilde{E})$ on the vertex set $V=\left\{v_{1}, \ldots, v_{n}\right\}$, where $\left(v_{i}, v_{j}\right) \in \tilde{D}$ iff $\left(x_{i}, y_{j}\right) \in H^{\prime}$ and $\left(x_{j}, y_{i}\right) \notin H^{\prime}$. Then, the indegree of each vertex in $\tilde{D}$ is same as its outdegree. Compute Eulerian tours in $\tilde{D}$ using the algorithm of [5]; this algorithm computes an Eulerian tour for each connected component of $\tilde{D}$. Each trail is stored in an array. Using parallel list ranking, compute the number of edges in each trail. Consider first the even trails. Using the array representation of the trails, delete alternate arcs and insert the appropriate arcs as stated in the proof of Lemma 2.4. After this step, we are left with an even number of
odd trails and we group them in pairs. For each pair, determine if it belongs to Case 1 or Case 2 in the proof of Lemma 2.4. In either case, delete and insert appropriate arcs. We now have the required symmetric digraph $D=(V, E)$. Compute an undirected graph $G$ from $D$ by replacing the two symmetric $\operatorname{arcs}\left(v_{i}, v_{j}\right)$ and $\left(v_{j}, v_{i}\right)$ with the edge ( $v_{i}, v_{j}$ ). Then $G$ is the desired realization of $d$.

We now analyze the complexity of step 2 . The graph $H^{\prime}$ is represented in terms of adjacency lists: for each $y \in Y$, we maintain $N_{H^{\prime}}(y)$ as a list. Let $m$ denote the number of edges of $G$. The digraph $\tilde{D}$ can be computed in $O(\log n)$ time using $O(m)$ CRCW processors as follows. For each vertex, sort the vertices adjacent to it by the algorithm of $[8]$ and test in $O(\log n)$ time if $\left(x_{j}, y_{i}\right) \in H$. The algorithm of [5] computes Eulerian tours in $\tilde{D}$ in $O(\log n)$ time using $O(m)$ CRCW PRAM processors. Parallel list ranking requires $O(\log n)$ time using $O(m)$ processors and the lists can be represented as consecutive elements in an array. Once we have the array representation, all other steps can be performed within the claimed complexity bounds. Hence the overall complexity of performing step 2 is $O(\log n)$ time using $O(m)$ CRCW PRAM processors.

In the remainder of this section, we discuss the parallel implementation of step 1. Recall from $\S 4$ the definitions of high-degree and low-degree edges. In step 1, we wish to compute a realization of $(c, c)$ which has all high-degree edges and no low-degree edges. The main steps involved in obtaining such a realization are (i) compute a bipartite realization $H$ of ( $c, c$ ) using, for example, Algorithm 2; (ii) compute appropriate exchange pairs in $H$ to obtain all high-degree edges; and (iii) compute appropriate exchange pairs in the resulting graph to remove the low-degree edges.

We provide two alternate parallel algorithms for implementing step 1 . The first algorithm is simple and intuitive and is based on several interesting lemmas. It has high complexity, since it proceeds by reducing the computation to that of recursively computing maximal matchings. On the other hand, the second algorithm is efficient, though involved: it is based on the implicit structure of $H$ computed by Algorithm 2. We present the first algorithm in $\S 7.1$ and the second one in $\S 7.2$.
7.1. The first algorithm. Recall that $H$ is a realization of $(c, c)$. If there are missing high-degree edges in $H$, then we execute the procedure described in §7.1.1. This is followed by executing the procedure for low-degree edges, as described in §7.1.2. After performing these two steps, we are left with a bipartite realization $H^{\prime}$ of $H$, which has all high-degree edges and no low-degree edges. This gives the outline of the first algorithm and we summarize the result in the following.

Theorem 7.1. Given an integer sequence d, a realization of d can be computed in $O\left(\log ^{4} n\right)$ time using $O\left(n^{3}\right) C R C W$ PRAM processors.

Proof. The proof and the complexity analysis follow from Lemmas 2.4, 7.4, and 7.5.
7.1.1. Procedure for high-degree edges. In this subsection, we present a parallel algorithm to compute appropriate exchange pairs in the realization $H$, so that by performing the corresponding exchanges (see Figure 1) we obtain another realization of $(c, c)$ having all high-degree edges. The procedure has two phases.

In the first phase, we restrict ourselves to the subgraph of $H$ induced by the highdegree vertices. Compute a maximal number of exchange pairs in this subgraph as follows. Define a graph $G^{\prime}$ on the vertex set $\{1,2, \ldots, \mu\}$. There is an edge between $i$ and $j$ in $G^{\prime}$ iff $\left(x_{i}, y_{i}\right),\left(x_{j}, y_{j}\right) \notin H$, and the edges $\left(x_{i}, y_{j}\right)$ and $\left(x_{j}, y_{i}\right)$ form an exchange pair. Compute a maximal matching $M$ in $G^{\prime}$ and then perform the corresponding
exchanges in $H$. For notational simplicity, let $H$ be the resulting bipartite graph after performing these exchanges.

In the second phase, we obtain the rest of the missing high-degree edges in $H$. Define as follows a bipartite graph $\mathcal{H}=(\mathcal{P}, \mathcal{Q}, \mathcal{E})$ over the missing high-degree edges and the corresponding exchange pairs in $H . \mathcal{P}=\left\{p_{i}:\left(x_{i}, y_{i}\right) \notin H, 1 \leq i \leq \mu\right\}$ and $\mathcal{Q}=\left\{q_{l k}:\left(x_{l}, y_{k}\right) \notin H, l \neq k\right.$ and $\left.n \geq k>\mu\right\}$. Further, $\left(p_{i}, q_{l k}\right) \in \mathcal{E}$ iff the edges ( $x_{i}, y_{k}$ ) and ( $x_{l}, y_{i}$ ) form an exchange pair in $H$. The following lemma establishes an important property of the bipartite graph $\mathcal{H}$.

Lemma 7.2. Suppose that there is at least one high-degree edge missing in $H$ and let the bipartite graph $\mathcal{H}=(\mathcal{P}, \mathcal{Q}, \mathcal{E})$ be as defined above. Then (i) $d\left(p_{i}\right) \geq 1$ for all $i$ and (ii) if $\left(p_{i}, q_{l k}\right) \in \mathcal{E}$, then $d\left(p_{i}\right) \geq d\left(q_{l k}\right)$, where $d(z)$ is the degree of vertex $z$ in $\mathcal{H}$.

Proof. Part (i) follows from Lemma 4.3. We say a vertex $x_{i}$ is a high-degree neighbor of $y_{k}$, if $\left(x_{i}, y_{k}\right) \in H$ and $1 \leq i \leq \mu$. Let $A_{1}$ be the set of high-degree neighbors of $y_{k}$, which are not neighbors of $y_{i}$ in $H$. Let $A_{2}$ be the set of high-degree neighbors of $y_{k}$ which are also neighbors of $y_{i}$ in $H$. Observe that $d\left(q_{l k}\right) \leq\left|A_{1}\right|+\left|A_{2}\right|$. To prove part (ii) of the lemma, we show that $d\left(p_{i}\right) \geq\left|A_{1}\right|+\left|A_{2}\right|$. This is achieved by proving that $N_{\mathcal{H}}\left(p_{i}\right) \supseteq B_{1} \cup B_{2}$, where $\left|B_{1}\right| \geq\left|A_{1}\right|,\left|B_{2}\right| \geq\left|A_{2}\right|$, and $B_{1} \cap B_{2}=\emptyset$. Recall that $c_{i}$ is the degree of $y_{i}$ in $H$ and that $c_{i}>\mu \geq c_{k}($ as $i \leq \mu$ and $k>\mu)$. This implies that $\left|A_{1}^{\prime}\right| \geq\left|A_{1}\right|$, where $A_{1}^{\prime}=\left\{\alpha: x_{\alpha} \in N_{H}\left(y_{i}\right)-N_{H}\left(y_{k}\right), \alpha \neq k\right\}$. The edges $\left(x_{i}, y_{k}\right)$ and ( $x_{\alpha}, y_{i}$ ) form an exchange pair for every $\alpha \in A_{1}$ and we define $B_{1}=\left\{q_{\alpha k}: \alpha \in A_{1}^{\prime}\right\}$. Observe that $B_{1} \subseteq N_{\mathcal{H}}\left(p_{i}\right)$. We define $B_{2}$ now. If $\left(x_{j}, y_{i}\right) \in H$ for some $1 \leq j \leq \mu$ and $\left(x_{j}, y_{j}\right) \notin H$, then $\left(x_{i}, y_{j}\right) \notin H$ by the fact that a maximal matching is found in Phase 1 of Algorithm 3. Hence $\left|A_{2}^{\prime}\right| \geq\left|A_{2}\right|$, where $A_{2}^{\prime}=\left\{\beta:\left(x_{i}, y_{\beta}\right) \in H, \beta>\mu, \beta \neq k\right\}$. For every $\beta \in A_{2}^{\prime}$, there exists a vertex, say $x_{\beta^{\prime}}$, such that $\beta^{\prime} \neq \beta$ and $\left(x_{i}, y_{\beta}\right)$ and ( $x_{\beta^{\prime}}, y_{i}$ ) form an exchange pair in $H$. Define $B_{2}=\left\{q_{\beta^{\prime} \beta}: \beta \in A_{2}^{\prime}\right\}$ and note that $B_{2} \subseteq N_{\mathcal{H}}\left(p_{i}\right)$. To complete the proof, observe that $B_{1} \cap B_{2}=\emptyset$.

Corollary 7.3. In $\mathcal{H}=(\mathcal{P}, \mathcal{Q}, \mathcal{E})$, there exists a matching that matches all vertices of $\mathcal{P}$.

Proof. The proof follows from Lemmas 2.3 and 7.2. $\square$
We discuss some algorithmic aspects of Lemma 7.2. We compute the bipartite graph $\mathcal{H}=(\mathcal{P}, \mathcal{Q}, \mathcal{E})$ from $H$. From Corollary 7.3 , we know that any maximum matching in $\mathcal{H}$ matches all vertices in $\mathcal{P}$. By finding a maximum matching in $\mathcal{H}$, we can compute the corresponding exchange pairs in $H$ and hence obtain all the missing high-degree edges. Unfortunately, only randomized parallel algorithms are known for computing a maximum matching [19]. In order to solve our problem deterministically, we resort to the special structure of $\mathcal{H}$ stated in Lemma 7.2 and Corollary 7.3. The solution is presented in Algorithm 3.

Lemma 7.4. Algorithm 3 computes a bipartite realization of $(c, c)$ having all high-degree edges. It runs in $O\left(\log ^{4} n\right)$ time using $O\left(n^{3}\right) C R C W$ PRAM processors.

Proof. We first show the correctness of the algorithm. In every step, observe that $(c, c)$ is the degree sequence of the bipartite graph $H$. Consider an iteration of the while loop. The correctness of Phase 1 is obvious. Assume that $H$ has some high-degree edges missing after Phase 1 and let $\mathcal{H}$ be as defined in Phase 2. Then $\mathcal{E}$ is not empty by condition (i) of Lemma 7.2. Thus $H$ has more high-degree edges at the end of Phase 2 than it had in the beginning.

We now discuss the complexity of the algorithm. By Lemma 2.2 and Corollary 7.3, the maximal matching computed in step 2 of Phase 2 has size at least $\frac{1}{2}|\mathcal{P}|$. Thus in each iteration of the while loop, the number of missing high-degree edges in $H$

While there are missing high-degree edges in $H$ do begin
Phase 1:

1. Compute a graph $G^{\prime}$ on the vertex set $\{1,2, \ldots, \mu\}$; there is an edge between $i$ and $j$ if and only if $\left(x_{i}, y_{j}\right)$ and $\left(x_{j}, y_{i}\right)$ form an exchange pair.
2. Compute a maximal matching $M$ in $G^{\prime}$ using the algorithm of [17].
3. From $M$, compute the exchange pairs in $H$ and perform exchanges to obtain the corresponding high-degree edges; let the resulting graph be $H$.
Phase 2:
4. Compute a bipartite graph $\mathcal{H}=(\mathcal{P}, \mathcal{Q}, \mathcal{E})$ from $H$, where $\mathcal{P}=\left\{p_{i}:\left(x_{i}, y_{i}\right) \notin\right.$ $H, 1 \leq i \leq \mu\}, \mathcal{Q}=\left\{q_{l k}:\left(x_{l}, y_{k}\right) \notin H, l \neq k\right.$ and $\left.n \geq k>\mu\right\}$, and $\left(p_{i}, q_{l k}\right) \in \mathcal{E}$ if and only if the edges $\left(x_{i}, y_{k}\right)$ and $\left(x_{l}, y_{i}\right)$ form an exchange pair in $H$.
5. Compute a maximal matching $M$ in $\mathcal{H}$ using the algorithm of [17].
6. From $M$, compute the exchange pairs in $H$ and perform exchanges to obtain the corresponding high-degree edges; let the resulting graph be $H$.
end.
Algorithm 3. A parallel algorithm to obtain the missing high-degree edges in $H$.
drops down by at least a factor of 2 , which implies that the while loop is executed for at most $O(\log n)$ times. In each iteration, the graph $G^{\prime}$ can be computed in $O(1)$ time using $O\left(n^{2}\right)$ processors and the graph $\mathcal{H}$ in $O(1)$ time using $O\left(n^{3}\right)$ processors. Computing maximal matchings in $G^{\prime}$ and $\mathcal{H}$ takes $O\left(\log ^{3} n\right)$ time using $O\left(n^{3}\right)$ CRCW PRAM processors. Hence the overall complexity is as stated in the lemma.
7.1.2. Procedure for low-degree edges. Let $H$ be the bipartite graph computed by Algorithm 3; $H$ has all high-degree edges and possibly some low-degree edges. Our aim in this subsection is to transform $H$ into another bipartite realization $H^{\prime}$ of $(c, c)$ such that $H^{\prime}$ has all high-degree edges and no low-degree edges. Our algorithm for achieving this is similar to Algorithm 3, and we present below the necessary modifications.

As before, there are two phases. In the first phase, we restrict ourselves to the subgraph of $H$ induced by the low-degree vertices. Define a graph $G^{\prime}$ on the vertex set $\{\mu+1, \ldots, n\}$. There is an edge between $i$ and $j$ in $G^{\prime}$ iff the edges ( $x_{i}, y_{i}$ ) and ( $x_{j}, y_{j}$ ) form an exchange pair. In the second phase, define as follows a bipartite graph $\mathcal{H}=(\mathcal{P}, \mathcal{Q}, \mathcal{E})$ over the low-degree edges and the corresponding exchange pairs in $H$. $\mathcal{P}=\left\{p_{i}:\left(x_{i}, y_{i}\right) \in H, \mu<i \leq n\right\}$, and $\mathcal{Q}=\left\{q_{l k}:\left(x_{l}, y_{k}\right) \in H, l \neq k\right.$ and $\left.1 \leq k \leq \mu\right\}$. Further, $\left(p_{i}, q_{l k}\right) \in \mathcal{E}$ iff the edges $\left(x_{i}, y_{i}\right)$ and $\left(x_{l}, y_{k}\right)$ form an exchange pair in $H$. The results of Lemma 7.4 hold with this definition of $\mathcal{H}$ also. The rest of the discussion is similar to that of previous subsection. We conclude with the following.

Lemma 7.5. A bipartite realization of ( $c, c$ ) having all high-degree edges and no low-degree edges can be computed in $O\left(\log ^{4} n\right)$ time using $O\left(n^{3}\right) C R C W$ PRAM processors.
7.2. An efficient algorithm. We present an efficient computation of the bipartite graph $H^{\prime}$ introduced at the beginning of this section. The computation is based on the structure of the bipartite graph computed by Algorithm 2.

The main result of this section is the following.
Theorem 7.6. Given an integer sequence d of length n, a graph that realizes $d$ can be computed in $O(\log n)$ time using $O(n+m) C R C W$ PRAM processors, where
$m$ is the number of edges in the realization.
7.2.1. The structure. We present in this section the structure of the bipartite graphs $F$ and $H$ computed by Algorithm 2.

Both graphs $F$ and $H$ (defined on the vertex set $X \cup Y$ ) are specified by giving the neighbors of the vertices in $Y$. For $y_{i} \in Y, N_{F}\left(y_{i}\right)$ is an interval of vertices, namely $N_{F}\left(y_{i}\right)=\left\{x_{k}: 1 \leq k \leq a_{i}\right\}$, and we denote $N_{F}\left(y_{i}\right)$ by the interval $\left[1, \ldots, a_{i}\right] . N_{H}\left(y_{i}\right)$ is a union of at most two disjoint intervals of vertices (cf. the proof of Lemma 6.3): $N_{H}\left(y_{i}\right)=\left\{x_{k}: k \in\left(L_{i} \cup M_{i}\right)\right\}$, where $L_{i}$ and $M_{i}$ are defined below; we denote $N_{H}\left(y_{i}\right)$ by $L_{i} \cup M_{i}$. Recall the definitions of $t(i, j), A(i), B(j), \alpha(i), \beta(i, j), \gamma(i)$, and $T(i, j)$ from $\S 6$. To define $L_{i}$ and $M_{i}$, we distinguish between the following cases.

Case 1. $a_{i}=b_{i}$. Then $L_{i}=\left[1, \ldots, a_{i}\right]$ and $M_{i}=\emptyset$.
Case 2. $a_{i}>b_{i}$. Let the elements of $A(i)$ be $j_{1}, \ldots, j_{k}$. Then $L_{i}=[1, \ldots, \gamma(i)]$, and $M_{i}=\left[\gamma(i)+t\left(i, j_{1}\right)+1, \ldots, a_{i}-\sum_{q=2}^{k} t\left(i, j_{q}\right)\right]$.

Case 3. $a_{i}<b_{i}$. Put $j=i$ and let the elements of $B(j)$ be $i_{1}, \ldots, i_{k}$.
Case 3.1. $\alpha\left(i_{1}\right)=j$. Then $L_{j}=\left[1, \ldots, a_{j}+\sum_{q=1}^{k} t\left(i_{q}, j\right)\right]$ and $M_{j}=\emptyset$.
Case 3.2. $\alpha\left(i_{1}\right)<j$. Let $j_{1}=\alpha\left(i_{1}\right), j_{2}, \ldots, j_{p}=j$ be the elements of $A\left(i_{1}\right)$ that are $\leq j$. Then $L_{j}=\left[1, \ldots, a_{j}+\sum_{q=2}^{k} t\left(i_{q}, j\right)\right]$ and $M_{i}=\left[a_{i_{1}}-\sum_{q=2}^{p} t\left(i_{1}, j_{q}\right)+\right.$ $\left.1, \ldots, a_{i_{1}}-\sum_{q=2}^{p-1} t\left(i_{1}, j_{q}\right)\right]$.

Example 5. In Example 4, $L_{1}=[1,1], M_{1}=[4,6] ; L_{2}=\emptyset, M_{2}=[2,4] ; L_{3}=[1,3]$, $M_{3}=\emptyset ; L_{4}=[1,3], M_{4}=\emptyset ; L_{5}=[1,1], M_{5}=[7,7] ; L_{6}=\emptyset, M_{6}=[5,6]$.

Lemma 7.7. For all $1 \leq i \leq n$, $\max \left(L_{i}\right)<\min \left(M_{i}\right)$.
Proof. The neighborhoods $N_{H}\left(y_{i}\right)$ are defined in the proof of Lemma 6.3. It is routine to verify that $\max \left(L_{i}\right)<\min \left(M_{i}\right)$ holds in all the cases considered in that proof.
7.2.2. The algorithm. Our algorithm computes four bipartite graphs, namely $H_{0}, H_{1}, H_{2}, H_{3}=H^{\prime}$, on the same vertex set $X \cup Y$. These graphs are represented implicitly using the neighborhoods of vertices in $Y$. Throughout, $N_{i}(y)$ denotes the set of neighbors of $y \in Y$ in $H_{i}$, where $i \in\{0,1,2,3\}$.

Algorithm 4 has three steps. In the first step, we compute $H_{0}$ and $H_{1}$; they are the realizations of $\left(c, c^{\star}\right)$ and $(c, c)$, respectively.

In the second step, we compute $H_{2}$ that has all high-degree edges, i.e., $\left(x_{i}, y_{i}\right) \in$ $H_{2}$ for all $1 \leq i \leq \mu$; no new low-degree edges are created in this step. Suppose the high-degree edge $\left(x_{i}, y_{i}\right)$ is absent in $H_{1}$. To create the edge ( $x_{i}, y_{i}$ ) by performing an exchange, we need to find vertices $x_{l}, y_{k}$ such that $\left(x_{i}, y_{k}\right)$ and $\left(x_{l}, y_{i}\right)$ form an exchange pair. To make sure that no multiple edges are created when parallel exchanges are done, we select $k=\alpha(i)$ (see Lemma 7.11). Further, we impose the condition $l \neq k$ in order to avoid creating any low-degree edges. More precisely, we choose $l=\theta(i)=\min \left\{\ell: \ell \neq \alpha(i), x_{\ell} \in N_{1}\left(y_{i}\right)-N_{1}\left(y_{\alpha(i)}\right)\right\}$. See step 2 of Algorithm 4.

In the last step, we compute $H_{3}$ by deleting from $H_{2}$ all low-degree edges without destroying the high-degree edges. Suppose the low-degree edge ( $x_{j}, y_{j}$ ) is present in $H_{2}$. To destroy the edge ( $x_{j}, y_{j}$ ) by performing an exchange, we need to find vertices $x_{l}, y_{k}$ such that $\left(x_{j}, y_{j}\right)$ and $\left(x_{l}, y_{k}\right)$ form an exchange pair. To make sure that no multiple edges are created when parallel exchanges are done, we select $k=\tau(j)=i$, where $j \in T(i, j)$ (see Lemma 7.14). Further, we impose the condition $l \neq k$ in order to avoid destroying the high-degree edges. More precisely, we choose $l=\psi(j)=$ $\min \left\{\ell: \ell \neq \tau(j), x_{\ell} \in N_{2}\left(y_{\tau(j)}\right)-N_{2}\left(y_{j}\right)\right\}$. See step 3 of Algorithm 4.

The rest of this section is devoted to proving the following important result.

1. Let $H_{0}$ and $H_{1}$, respectively, be the realizations of $\left(c, c^{\star}\right)$ and $(c, c)$ computed by Algorithm 2.
2. Compute $I=\left\{i: i \leq \mu,\left(x_{i}, y_{i}\right) \notin H_{1}\right\}$. Compute a new bipartite graph $H_{2}$ from $H_{1}$ by doing in parallel the following for all $i \in I$ : Delete the edges $\left(x_{i}, y_{\alpha(i)}\right)$ and $\left(x_{\theta(i)}, y_{i}\right)$ and add the edges $\left(x_{i}, y_{i}\right)$ and $\left(x_{\theta(i)}, y_{\alpha(i)}\right)$.
3. Compute $J=\left\{j: j>\mu,\left(x_{j}, y_{j}\right) \in H_{2}\right\}$. Compute a new bipartite graph $H_{3}$ from $H_{2}$ by doing in parallel the following for all $j \in J$ : Delete the edges $\left(x_{j}, y_{j}\right)$ and $\left(x_{\psi(j)}, y_{\tau(j)}\right)$ and add the edges $\left(x_{\psi(j)}, y_{j}\right)$ and $\left(x_{j}, y_{\tau(j)}\right)$.
4. Output $H_{3}$.

Algorithm 4. An efficient algorithm.

Lemma 7.8. Algorithm 4 computes a realization of $(c, c)$ that has all high-degree edges and no low-degree edges. It runs in $O(\log n)$ time using $O(n) E R E W$ PRAM processors.

For ease of notation, we let $a=c^{\star}$ and $b=c$. Recall from $\S 6$ that the condition $k \in T(i, j)$ means: " $y_{j}$ gets $x_{k}$ from $y_{i}$ in $H_{0}$;" i.e., $\left(x_{k}, y_{i}\right) \in H_{0}-H_{1}$ and $\left(x_{k}, y_{j}\right) \in$ $H_{1}-H_{0}$.

The following two lemmas are used to prove the correctness of step 2 of Algorithm 4.

Lemma 7.9. Let $i \leq \mu$ be such that $\left(x_{i}, y_{i}\right) \notin H_{1}$. Then there exists a unique $j$ such that $i \in T(i, j)$. Furthermore, $j=\alpha(i)$ and $j>\mu$.

Proof. The condition $i \leq \mu$ implies that $a_{i} \geq \mu$, and thus $\left(x_{i}, y_{i}\right) \in H_{0}$. Further, the condition $\left(x_{i}, y_{i}\right) \notin H_{1}$ implies that $a_{i}>b_{i}$ as $N_{1}\left(y_{i}\right) \subseteq N_{0}\left(y_{i}\right)$ otherwise. Let the elements of $A(i)$ be $j_{1}, \ldots, j_{k}$. The condition $\left(x_{i}, y_{i}\right) \notin H_{1}$ implies that there exists a $j_{\ell}$ such that $i \in T\left(i, j_{\ell}\right)$. From the definition of $T(i, j)$ it follows that $j_{\ell}$ is unique. We now show that $j_{\ell}$ satisfies the other properties of $j$ stated in the lemma. Suppose for contradiction that $j_{\ell} \neq \alpha(i)$, i.e., $j_{\ell}>\alpha(i)$. Then $T\left(i, j_{\ell}\right)=$ $\left[a_{i}-\sum_{q=2}^{\ell} t\left(i, j_{q}\right)+1, \ldots, a_{i}-\sum_{q=2}^{\ell-1} t\left(i, j_{q}\right)\right]$, and

$$
\begin{aligned}
b_{i} & =\left|N_{1}\left(y_{i}\right)\right| \\
& =\left|L_{i}\right|+\left|M_{i}\right| \\
& \leq \max \left(M_{i}\right) \quad \text { (by Lemma 7.7) } \\
& =a_{i}-\sum_{q=2}^{k} t\left(i, j_{q}\right) \\
& \leq a_{i}-\sum_{q=2}^{\ell} t\left(i, j_{q}\right) \\
& <\min \left(T\left(i, j_{\ell}\right)\right) \\
& \leq i \quad\left(\text { as } i \in T\left(i, j_{\ell}\right)\right) \\
& \leq \mu,
\end{aligned}
$$

which contradicts $b_{i} \geq \mu+1$. To prove the remaining part, observe that $\gamma(i) \geq a_{j_{\ell}}$ and that $i$ belongs to $T\left(i, j_{\ell}\right)$ only if $\gamma(i)<i$; the last inequality is possible only if $j_{\ell}>\mu\left(\right.$ as $a_{j_{\ell}} \geq \mu+1$ if $\left.j_{\ell} \leq \mu\right)$.

Lemma 7.10. Let $\mu<j \leq n$. There exists at most one $i$ such that $i \in T(i, j)$. In that case, $i \leq \mu$ and $\alpha(i)=j$.

Proof. That there exists at most one $i$ is clear from the definition of $T(i, j)$
(cf. Figure 2). Observe that $i$ belongs to $T(i, j)$ only if $i \leq \mu$. Then $\alpha(i)=j$ by Lemma 7.9.

Lemma 7.11. The bipartite multigraph $H_{2}$ computed in step 2 of Algorithm 4 is a simple bipartite graph that realizes $(c, c)$. Moreover, $\left(x_{i}, y_{i}\right) \in H_{2}$ if $1 \leq i \leq \mu$.

Proof. Let the set $I$ be as defined in step 2 of the algorithm. Then, for distinct $i$ and $i^{\prime}$ in $I$ we obtain $\alpha(i) \neq \alpha\left(i^{\prime}\right)$ using Lemmas 7.9 and 7.10. Thus no multiple edges are created when new edges are added in step 2 , and hence $H_{2}$ is a simple graph. The proof of the remaining part of the lemma is obvious.

The following two lemmas are needed to prove the correctness of step 3 of Algorithm 4.

Lemma 7.12. Suppose $\left(x_{j}, y_{j}\right) \in H_{2}$ for some $j>\mu$. Then $\left(x_{j}, y_{j}\right) \in H_{1}$. Further, there exists a unique $i$ such that $j \in T(i, j), \alpha(i)<j$, and $i \leq \mu$.

Proof. Recall that $\theta(i) \neq \alpha(i)$ in step 2 of Algorithm 4. So no new "low-degree edges" are created in $H_{2}$; i.e., no edge of the form $\left(x_{k}, y_{k}\right)$, where $k \geq \mu+1$, is introduced into $H_{2}$. Thus $\left(x_{j}, y_{j}\right) \in H_{1}$. The rest of the proof is similar to the proof of Lemma 7.9.

Lemma 7.13. Let $i \leq \mu$. There exists at most one $j$ such that $j \in T(i, j)$. In that case, $j>\alpha(i)$ and $j>\mu$.

Proof. The proof is similar to the proof of Lemma 7.10.
Lemma 7.14. The bipartite multigraph $H_{3}$ computed in step 3 of Algorithm 4 is a simple bipartite graph that realizes $(c, c)$. Moreover, $\left(x_{i}, y_{i}\right) \in H_{3}$ iff $1 \leq i \leq \mu$.

Proof. Let $J, \tau(j)$ and $\psi(j)$ be as in step 3 of the algorithm. For distinct $j$ and $j^{\prime}$ in $J$ we obtain $\tau(j) \neq \tau\left(j^{\prime}\right)$ using Lemmas 7.12 and 7.13. Thus no multiple edges are created when new edges are added in step 3 and hence $H_{3}$ is a simple graph. Clearly, $H_{3}$ is a realization of $(c, c)$ and $\left(x_{j}, y_{j}\right) \notin H_{3}$ for all $\mu+1 \leq j \leq n$. By Lemma 7.11, $\left(x_{i}, y_{i}\right) \in H_{2}$ for all $1 \leq i \leq \mu$. The fact that $\psi(j) \neq \tau(j)$ implies that no such edge (high-degree edge) of $H_{2}$ is destroyed when some edges are deleted in step 3.

Proof of Lemma 7.8. The correctness of the algorithm follows from Lemma 7.14. Recall that the graphs $H_{0}, H_{1}, H_{2}, H_{3}$ are represented implicitly using the neighborhoods of vertices in $Y$. The complexity bounds for step 1 follow from Theorem 6.5.

Suppose the neighborhood of some vertex $y_{k}$ changes in step 2. Then one of the following must hold: $k \in I$ or $k=\alpha(i)$ for some $i \in I$. The following claim states that the neighborhood of $y_{k}$ changes by exactly one vertex.

Claim 1. $\left|N_{2}\left(y_{k}\right)-N_{1}\left(y_{k}\right)\right|=1$.
Consider first the case $k \in I$. Lemma 7.9 implies that $\alpha(i) \geq \mu+1$ for all $i \in I$. Since $k \leq \mu, k \neq \alpha(i)$ for any $i \in I$. Consider now the case $k=\alpha(i)$ for some $i \in I$. Then $i$ is unique by Lemmas 7.9 and 7.10, completing the proof of the claim. Since $N_{1}(y)$ is a union of at most two disjoint intervals of vertices for all $y \in Y$, we can compute all $\theta(i)$ 's in constant time using $O(n)$ processors. Further, the graph $H_{2}$ in step 2 can be computed in constant time using $O(n)$ processors.

Suppose the neighborhood of some vertex $y_{k}$ changes in step 3. Then one of the following must hold: $k \in J$ or $k=\tau(j)$ for some $j \in J$. The following claim states that the neighborhood of $y_{k}$ changes by exactly one vertex.

Claim 2. $\left|N_{3}\left(y_{k}\right)-N_{2}\left(y_{k}\right)\right|=1$.
Consider first the case $k \in J$. Lemma 7.12 implies that $\tau(j) \leq \mu$ for all $j \in J$. Since $k \geq \mu+1, k \neq \tau(j)$ for any $j \in J$. Consider now the case $k=\tau(j)$ for some $j \in J$. Then $j$ is unique by Lemmas 7.12 and 7.13, completing the proof of the claim. All $\tau(j)$ 's can be computed in constant time using $O(n)$ processors. Claim 1 implies that $N_{2}(y)$ is a union of at most three disjoint intervals of vertices for all $y \in Y$.

Hence all $\psi(j)$ 's can be computed in constant time using $O(n)$ processors. Further, the graph $H_{3}$ in step 3 can be computed in constant time using $O(n)$ processors.
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# THE TOTAL INTERVAL NUMBER OF A GRAPH II: TREES AND COMPLEXITY* 
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#### Abstract

A multiple-interval representation of a simple graph $G$ assigns each vertex a union of disjoint real intervals so that vertices are adjacent if and only if their assigned sets intersect. The total interval number $I(G)$ is the minimum of the total number of intervals used in such a representation of $G$. For triangle-free graphs, $I(G)=|E(G)|+t(G)$, where $t(G)$ is the minimum number of pairwise edge-disjoint trails that together contain an endpoint of each edge. This yields the NP-completeness of testing $I(G)=|E(G)|+1$ (even for triangle-free 3-regular planar graphs) and an alternative proof that HAMILTONIAN CYCLE is NP-complete for line graphs. It also yields a linear-time algorithm to compute $I(G)$ for trees and a characterization of the trees requiring $|E(G)|+t$ intervals for fixed $t$. Further corollaries include the Aigner-Andreae bound of $I(G) \leq\lfloor(5 n-3) / 4\rfloor$ for $n$-vertex trees (achieved by subdividing every edge of a star), a characterization of the extremal trees, and a shorter proof of the extremal bound $\lfloor(5 m+2) / 4\rfloor$ for connected graphs.
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1. Introduction. An intersection representation of a graph $G$ assigns each vertex $v$ a set $f(v)$ such that $u, v$ are adjacent if and only if $f(u) \cap f(v) \neq \emptyset$. Conversely, the graph is the intersection graph of the sets in the representation. The most wellstudied class of intersection graphs are the interval graphs, which are the intersection graphs obtainable by assigning each vertex a single interval on the real line. More generally, an intersection representation $f$ that assigns each vertex a union of intervals on the real line is a multiple-interval representation of $G$. Let $|f(v)|$ denote the number of (pairwise disjoint) intervals whose union is $f(v)$. If $|f(v)|=k$, then we say that $f(v)$ consists of $k$ intervals or that $v$ is assigned $k$ intervals.

In two natural ways, multiple-interval representations can measure how far a graph is from being an interval graph. The interval number of $G$ is $i(G)=$ $\min _{f} \max _{v \in V(G)}|f(v)|$, where the minimum is taken over all multiple-interval representations of $G$. The total interval number of $G$ is $I(G)=\min _{f} \sum_{v \in V(G)}|f(v)|$, which can be viewed as minimizing the average number of intervals assigned per vertex instead of the maximum number. Always $I(G) \leq n i(G)$ for $n$-vertex graphs; the interval graphs without isolated vertices have interval number 1 and total interval number $n$.

Interval number has been studied for many years, beginning with [10] and [4]. Although introduced in [4], total interval number was not studied until Aigner and Andreae [1] obtained the maximum value of $I(G)$ for several classes of graphs on $n$ vertices, including trees $(\lfloor(5 n-3) / 4\rfloor), 2$-connected outerplanar graphs $(\lfloor 3 n / 2-1\rfloor)$, triangle-free planar graphs $(2 n-3)$, and triangle-free graphs $\left(\left\lceil\left(n^{2}+1\right) / 4\right\rceil\right)$. For the latter three classes, they conjectured that the upper bounds would still hold when the "2-connected" or "triangle-free" restrictions were removed. In [7], we proved these conjectures for outerplanar and general graphs on $n$ vertices, and we also proved the Aigner-Andreae conjecture that $\max I(G)=\lfloor(5 m+2) / 4\rfloor$ if $G$ is a connected graph

[^32]with $m$ edges. The proof of their conjecture for planar graphs is quite lengthy and will appear in a later paper in this series. Other papers will study the maximum total interval number for cacti or Husimi trees on $n$ vertices and for connected graphs with $m$ edges having lower bounds on minimum vertex degree, connectivity, or edgeconnectivity. Most of this work appeared in the dissertation of the first author, which was accepted in 1987 [6].

In this paper, we present a linear-time algorithm to compute the total interval number of a tree (§3). This is based on the equality $I(G)=m+t$ for a triangle-free graph with $m$ edges, where $t$ is the minimum number of edge-disjoint trails needed to touch every edge of the graph (§2). From this characterization, we also obtain the NP-completeness of testing $I(G)=m+1$ even for triangle-free 3-regular planar graphs and an alternative proof of the NP-completeness of HAMILTONIAN CYCLE for line graphs. A closer examination of the algorithm for trees yields a characterization of the trees requiring $m+t$ intervals for fixed $t(\S 4)$. This in turn yields short proofs of the Aigner-Andreae extremal bound for trees and the extremal bound in [7] for connected graphs ( $\S 5$ ).
2. Trail covers and complexity. We use $n$ for the number of vertices of a graph $G, m$ for the number of edges, $N(v)$ for the set of neighbors of $v$, and $x \leftrightarrow y$ for " $x$ is adjacent to $y$."

In studying $I(G)$, we allow $f(v)=\emptyset$, so that isolated vertices contribute nothing to the count of intervals. As in the study of $i(G)$, it is natural to define the depth of a representation to be the maximum number of vertices to which a single point is assigned; the depth-r total interval number $I_{r}(G)$ is the minimum of $\sum|f(v)|$ over all representations of $G$ with depth at most $r$. An interval in $f(v)$ is displayed if some portion of it intersects no other interval of $f$.

A vertex cover of $G$ is a set of vertices that contains an endpoint of every edge of $G$. A collection of pairwise edge-disjoint trails whose vertices together form a vertex cover is a trail cover. The trail cover number $t(G)$ is the minimum number of trails in a trail cover of $G$. Traversed from left to right, a depth-2 representation can establish at most one edge for each interval after the first, so $I_{2}(G) \geq m+1$, and this bound can be achieved only if there are no "gaps" in the representation. Lemma 2.1 extends this observation. This lemma appears in [7], but we repeat its proof here because the transformation to trail cover number is essential for computing $I(G)$ for trees. Algorithm 3.1 constructs a minimum trail cover.

Lemma 2.1. For a graph $G$ with $m$ edges, $I_{2}(G)=m+t(G)$, and hence $I(G)=$ $m+t(G)$ if $G$ is triangle-free.

Proof. For triangle-free graphs, $I(G)=I_{2}(G)$. First we prove $I_{2}(G) \leq m+t(G)$. Let $\left\{Z_{j}\right\}$ be an optimal trail cover. For each trail $Z_{j}=\left(v_{1}, \ldots, v_{r}\right)$, choose $r$ intervals in $(j-1, j)$ such that the $i$ th interval intersects only the $i-1$ th and $i+1$ th intervals (for $2 \leq i \leq r-1$ ), and add the $i$ th of these intervals to $f\left(v_{i}\right)$. Vertices may appear repeatedly in trails, and all these intervals are displayed. For each edge not in these trails, assign an interval for one endpoint within the displayed portion of its neighbor in $\cup V\left(Z_{j}\right)$. For each trail, the number of intervals used is one more than the number of intervals represented, so we have represented $G$ with $m+t(G)$ intervals.

Conversely, given an optimal depth-2 representation, we obtain a trail cover consisting of $I_{2}(G)-m$ edge-disjoint trails. Because no more than two intervals intersect at any point, we can eliminate any intersection of intervals by shortening or deleting one interval without affecting any other intersection. Therefore, we may assume that every edge is represented exactly once. Removal of each nondisplayed interval from an optimal representation leaves a representation of edge-disjoint trails as described


Fig. 1. Transformation at each vertex.
above, having deleted one edge for each interval deleted. Furthermore, the vertices of the resulting trails touch all edges of the original graph. If we now shrink each trail to a single vertex by deleting one interval and edge at a time, we have deleted every edge of $G$ and one interval for each edge. There remain $I_{2}(G)-m$ intervals, one from each trail in the trail cover.

Corollary 2.2. The decision problem $I(G) \leq m+1$ is $N P$-complete, even when restricted to the class of planar, 3-regular, triangle-free graphs.

Proof. The problem is in NP, because it is easy to check whether an assignment of $m+1$ intervals is a representation. For triangle-free graphs, the problem is equivalent to testing whether $G$ has a single covering trail. It is well known that testing for a Hamiltonian path in a 3-regular planar graph is NP-complete [3]. Given an arbitrary 3 -regular planar graph $G$, we replace each vertex by a 7 -vertex subgraph as indicated in Figure 1. The resulting graph $G^{\prime}$ is 3 -regular, planar, and triangle-free. It suffices to show that $G$ has a Hamiltonian path if and only if $G^{\prime}$ has a covering trail. (This transformation was used in [9] to prove the NP-completeness of testing $i(G) \leq 2$.)

Given $v \in V(G)$, let $H(v)$ be the subgraph induced by the seven vertices that replace $v$ in $G^{\prime}$. Because $H(v)$ contains edges not incident to vertices of any other $H(w)$, a covering trail must enter every $H(v)$. Since only three edges enter each $H(v)$, a trail can enter and/or exit $H(v)$ only once. Therefore, contracting each $H(v)$ to a single vertex $v$ turns $G^{\prime}$ into $G$ and a covering trail of $G^{\prime}$ into a Hamiltonian path or cycle in $G$.

Conversely, if $G$ has a Hamiltonian path $P$, then we can replace each internal vertex $v$ of the path by a Hamiltonian path in $H(v)$ between the two-valent vertices of $H(v)$ that correspond to the edges incident to $v$ in $P$. If $v$ is an end of $P$, we use a Hamiltonian path in $H(v)$ ending at the central vertex of $H(v)$. The result is a Hamiltonian path of $G^{\prime}$, which is certainly a covering trail.

From HAMILTONIAN CYCLE in 3-regular planar graphs, the same transformation proves that it is NP-hard to test whether a graph has a single closed covering trail. By combining this with known results about line graphs, we obtain a short alternative proof of the known result that testing for Hamiltonian cycles is NP-hard even when the input is restricted to line graphs. The existence of a Hamiltonian cycle in a line graph $L(H)$ is not equivalent to the existence of an Eulerian circuit in $H$.

Corollary 2.3 (see Bertossi [2]). HAMILTONIAN CYCLE is NP-hard on line graphs.

Proof. Given a line graph $G$ with at least four vertices, we can retrieve the unique graph $H$ such that $G=L(H)$ in linear time (Lehot [8]). We also know that $G$ is Hamiltonian if and only if $H$ has a closed covering trail (Harary and Nash-Williams [5]). As observed above, this is NP-hard.
3. Trail covers of trees. Our recursive algorithm for computing the trail cover number of a tree computes additional information about the tree. We use $(T, x)$ to denote a tree $T$ with a vertex $x$ distinguished as its root. Suppose $v \in V(T)$ and $\mathbf{C}$ is a trail cover of $T$. We say that $\mathbf{C}$ visits $v$ if $v$ is a vertex of a trail in $\mathbf{C}$, that $\mathbf{C}$ ends at
$v$ if $v$ is an endpoint of a trail in $\mathbf{C}$, and that $\mathbf{C}$ isolates $v$ if $v$ is a trail of length 0 in $\mathbf{C}$ (a degenerate trail). Isolating $v$ implies ending at $v$, which in turn implies visiting $v$. Given a tree $T$ rooted at $x$, the code $c(T, x)$ indicates the most restrictive of these conditions at the root that can be satisfied by a minimum trail cover. See Table 1.

Table 1.

| $c(T, x)$ | Condition |
| :---: | :--- |
| 0 | no minimum cover visits $x$ |
| 1 | some minimum cover visits $x$ but none ends at $x$ |
| 2 | some minimum cover ends at $x$ but none isolates $x$ |
| 3 | some minimum cover isolates $x$ |

We will prove that the following recursive algorithm computes the trail cover number and code of a rooted tree.

Algorithm 3.1. Input $(T, x)$. Output trail cover number $t$, code $c$, and trail cover $\mathbf{C}$ establishing $t$ and $c$.

If $n(T)=1$, set $t=0, c=0$, and $\mathbf{C}=\emptyset$. Otherwise, let $x_{1}, \ldots, x_{k}$ be the neighbors of $x$, designated as roots of the components $T_{1}, \ldots, T_{k}$ of $T-x$. Let $t_{i}, c_{i}, \mathbf{C}_{i}$ be the output of the algorithm for $T_{i}$ rooted at $x_{i}$. For $0 \leq j \leq 3$, let $k_{j}=\left|\left\{i: c_{i}=j\right\}\right|$. Note that $\sum k_{i}=k>0$.

If $k_{2}+k_{3}=0$ and $k_{1}=k$, then set $\mathbf{C}=\cup \mathbf{C}_{i}, t=\sum t_{i}$, and $c=0$.
If $k_{2}+k_{3}=0$ and $k_{1}<k$, then set $\mathbf{C}=\left(\cup \mathbf{C}_{i}\right) \cup\{(x)\}, t=1+\sum t_{i}$, and $c=3$.
If $k_{2}+k_{3}>0$, then form $\mathbf{C}$ by beginning with $\cup \mathbf{C}_{i}$ and iteratively joining pairs of trails that end in $\left\{x_{i}: c_{i} \geq 2\right\}$ by edges from those roots to $x$. Set $t=\sum t_{i}-$ $\left\lfloor\left(k_{2}+k_{3}\right) / 2\right\rfloor$, and set $c=1$ if $k_{2}+k_{3}$ is even and $c=2$ if $k_{2}+k_{3}$ is odd.

Since the computation of $c$ and $t$ uses only $\left\{c_{i}\right\}$ and $\left\{t_{i}\right\}$, the algorithm can be used to compute the trail cover number without storing trails. It can be implemented to build the computation up from leaves and thus run in linear time and space.

The intuition behind the algorithm is that deleting a vertex from a minimum trail cover should leave minimum trail covers of the resulting subtrees. The code $c(T, x)$ computed in the algorithm takes care of the fact that this is not true for arbitrary minimum trail covers. This is illustrated by the tree $T$ on the left in Figure 2.

There are several ways to cover the edges of this tree with three trails; Figure 2 shows one of them in solid edges. Deleting $x$ leaves two subtrees that can be covered with one trail each. The only minimum covering of $T$ that turns into minimum coverings of the subtrees when $x$ is deleted is the one in which $x$ is a degenerate trail. In the algorithm, this corresponds to the case $k_{1}=k_{2}=k_{3}=0$. This example suggests that a minimum covering in which the root is a degenerate trail is desirable if one exists. We say that a minimum trail cover $\mathbf{C}$ of a tree $T$ with root $x$ is weakly optimal if $\mathbf{C}$ ends at $x$ or no minimum cover ends at $x$. Furthermore, $\mathbf{C}$ is strongly optimal if (a) $\mathbf{C}$ is weakly optimal and (b) $\mathbf{C}$ isolates $x$ or no minimum cover isolates $x$. The statements "no minimum cover ends at $x$ " and "no minimum cover isolates $x$ " are equivalent to $c(T, x) \leq 1$ and $c(T, x) \leq 2$, respectively. The empty trail cover is a strongly optimal trail cover of the 1 -vertex tree. The next theorem is a precise version of the intuition suggested above and is the main result needed to prove the correctness of the algorithm.

Theorem 3.2. If $\mathbf{C}$ is a strongly optimal trail cover of ( $T, x$ ), then the trails in $T-x$ obtained by deleting $x$ from any trail containing it in $\mathbf{C}$ form weakly optimal trail covers of the components of $T-x$ rooted at the neighbors of $x$.


Fig. 2. Insufficient variants of optimality.
Proof. Let $\left\{x_{i}\right\}$ be the neighbors of $x,\left\{T_{i}\right\}$ the subtrees, and $\left\{\mathbf{C}_{i}\right\}$ the resulting sets of trails. Suppose $\mathbf{C}_{i}$ is not weakly optimal, and let $\mathbf{D}_{i}$ be a weakly optimal trail cover of ( $T_{i}, x_{i}$ ). In all cases, we construct a trail cover of $(T, x)$ that contradicts the strong optimality of $\mathbf{C}$.

Case 1. $\mathbf{C}$ does not use the edge $x x_{i}$. In this case, all the trails of $\mathbf{C}_{i}$ are trails of C. If $\left|\mathbf{D}_{i}\right|<\left|\mathbf{C}_{i}\right|$, let $\mathbf{D}^{\prime}=\mathbf{C}-\mathbf{C}_{i}+\mathbf{D}_{i}$. Since $\left|\mathbf{D}^{\prime}\right|<|\mathbf{C}|$ and $\mathbf{C}$ is strongly optimal, $\mathbf{D}^{\prime}$ is not a trail cover, so it fails to touch some edge. The only edge that $\mathbf{D}^{\prime}$ can miss is $x x_{i}$; if $\mathbf{D}^{\prime}$ misses $x x_{i}$, then $\mathbf{C}$ does not visit $x$. If this happens, then $\mathbf{D}=\mathbf{D}^{\prime} \cup\{(x)\}$ is a trail cover with $|\mathbf{D}| \leq|\mathbf{C}|$ that isolates $x$. This contradicts the strong optimality of $\mathbf{C}$, because $\mathbf{C}$ does not visit $x$.

Hence we may assume that $\left|\mathbf{D}_{i}\right|=\left|\mathbf{C}_{i}\right|$. Since we assumed that $\mathbf{C}_{i}$ is not weakly optimal, the weak optimality of $\mathbf{D}_{i}$ implies that $\mathbf{D}_{i}$ ends at $x_{i}$ and $\mathbf{C}_{i}$ does not. Let $D$ be the trail in $\mathbf{D}_{i}$ that ends at $x_{i}$, and let $\mathbf{D}_{i}^{\prime}$ be the collection of trails obtained from $\mathbf{D}_{i}$ by extending $D$ to include $x_{i} x$. Let $\mathbf{D}=\mathbf{C}-\mathbf{C}_{i}+\mathbf{D}_{i}^{\prime}$; note that $|\mathbf{D}|=|\mathbf{C}|$. If $\mathbf{C}$ ends at $x$, then $\mathbf{D}$ has two trails ending at $x$ that can be concatenated to obtain a trail cover smaller than $\mathbf{C}$. If $\mathbf{C}$ does not end at $x$, then $\mathbf{D}$ is a trail cover of the same size that ends at $x$. Each possibility contradicts the strong optimality of $\mathbf{C}$.

Case 2. $\mathbf{C}$ uses the edge $x x_{i}$ on some trail $C$. In this case $\mathbf{C}_{i}$ ends at $x_{i}$. Since $\mathbf{C}_{i}$ is not weakly optimal, this implies $\left|\mathbf{D}_{i}\right|<\left|\mathbf{C}_{i}\right|$. Let $\mathbf{D}$ be the collection of trails obtained from $\mathbf{C}$ by deleting $x x_{i}$ from $C$ and replacing the resulting $\mathbf{C}_{i}$ by $\mathbf{D}_{i}$. Note that $\mathbf{D}$ ends at $x$, that $|\mathbf{D}| \leq|\mathbf{C}|$, and that $\mathbf{D}$ is a trail cover of $T$.

If $C$ ends at $x$, then $\mathbf{D}$ isolates $x$ but $\mathbf{C}$ does not, which contradicts the strong optimality of $\mathbf{C}$. If $C$ does not end at $x$, then we consider two possibilities, as in the second half of Case 1. If $\mathbf{C}$ ends at $x$, then $\mathbf{D}$ has two trails ending at $x$ that can be concatenated to obtain a smaller trail cover than $\mathbf{C}$. If $\mathbf{C}$ does not end at $x$, then $\mathbf{D}$ is a trail cover of at most the same size that ends at $x$. Each possibility contradicts the strong optimality of $\mathbf{C}$.

The trees in Figure 2 show that both types of optimality are needed. The trail cover given by solid edges for the tree on the left shows that deletion of the root from a weakly optimal trail cover need not leave minimum trail covers for the subtrees. The trail cover given for the tree on the right shows that deletion of the root from a strongly optimal trail cover need not leave strongly optimal covers for the subtrees.

If $\mathbf{C}$ is a strongly optimal trail cover of ( $T, x$ ), then applying Algorithm 3.1 to the resulting covers $\left\{\mathbf{C}_{i}\right\}$ of the subtrees reconstructs $\mathbf{C}$ or constructs another trail cover with the same number and placement of trail ends as $\mathbf{C}$. To prove the correctness of the algorithm, we will show that applying the algorithm to arbitrary weakly optimal trail covers of the rooted subtrees generates a strongly optimal trail cover of $(T, x)$.

Lemma 3.3. If some weakly optimal trail cover $\mathbf{C}$ of a rooted tree ( $T, x$ ) visits $x$ but does not end at $x$, then every minimum trail cover of $(T, x)$ is strongly optimal.

Proof. In this situation the definition of weakly optimal implies that $c(T, x)=1$ and that no minimum trail cover ends at $x$. Hence every weakly optimal trail cover is strongly optimal. A minimum trail cover $\mathbf{C}^{\prime}$ can fail to be strongly optimal only if it does not visit $x$. Since $x$ does not appear, $\mathbf{C}^{\prime}$ consists of $\left|\mathbf{C}^{\prime}\right|=|\mathbf{C}|$ trails covering $T-x$. If we delete $x$ from $\mathbf{C}$, we obtain at least $|\mathbf{C}|+1$ trails, since $\mathbf{C}$ does not end at $x$. This implies that at least one of the components of $T-x$ does not receive a
minimum trail cover, which contradicts Theorem 3.2.
In the application of the recursive step, Algorithm 3.1 treats subtrees with code 2 or 3 exactly the same. Hence it will behave the same and produce the same code and size of trail cover for the root as long as the trail covers of the subtrees are any weakly optimal trail covers. Phrasing the recursive step of the algorithm in terms of the trail cover alone, it (1) forms the union of $\left\{\mathbf{C}_{i}\right\}$, (2) extends to $x$ any trail ending at a neighbor $x_{i}$, (3) concatenates pairs of trails extended to $x$ until at most one remains, and (4) adds ( $x$ ) as a trail of length 0 if no trail extended to $x$ and some neighbor $x_{i}$ is not visited by its weakly optimal $\mathbf{C}_{i}$. To complete the proof that the algorithm works, it suffices to show that the resulting $\mathbf{C}$ is strongly optimal.

Theorem 3.4. If $(T, x)$ is a rooted tree with neighbors $\left\{x_{i}\right\}$ of the root, and $\left\{\mathbf{C}_{i}\right\}$ are weakly optimal trail covers of the rooted subtrees $\left\{\left(T_{i}, x_{i}\right)\right\}$ of $T-x$, then application of the recursive step of Algorithm 3.1 to $\left\{\mathbf{C}_{i}\right\}$ produces a strongly optimal trail cover $\mathbf{C}$ of $(T, x)$.

Proof. Suppose that $\mathbf{D}$ is a strongly optimal trail cover of $(T, x)$ and that $\left\{\mathbf{D}_{i}\right\}$ for $\left\{\left(T_{i}, x_{i}\right)\right\}$ are obtained from $\mathbf{D}$ by deleting all appearances of $x$. By Theorem 3.2, $\mathbf{D}_{i}$ is a weakly optimal trail cover of $\left(T_{i}, x_{i}\right)$. By the definition of weak optimality, $\mathbf{D}_{i}$ ends at $x_{i}$ if and only if $\mathbf{C}_{i}$ ends at $x_{i}$. Hence applying the algorithm to $\left\{\mathbf{C}_{i}\right\}$ produces the same number of extensions to $x$ as applying the algorithm to $\left\{\mathbf{D}_{i}\right\}$ to obtain $\mathbf{D}$. As a result, $\mathbf{C}$ and $\mathbf{D}$ have the same size and associated code, except possibly when there are no extensions to $x$.

In this final case, for each $i$ neither $\mathbf{D}_{i}$ nor $\mathbf{C}_{i}$ ends at $x_{i}$. We still have identical size and code for $\mathbf{C}$ and $\mathbf{D}$ unless one of them visits all $\left\{x_{i}\right\}$ and the other does not. This possibility is forbidden by Lemma 3.3.
4. Critical trees. To characterize the trees with interval number $m+t$, we characterize the trees that just barely require $t$ trails in a trail cover. The graph obtained by contracting an edge $e$ of $G$ is denoted $G \cdot e$. An edge $e$ is contractible if $t(G \cdot e)=t(G)$, and a tree is critical if it has no contractible edge. We seek to characterize the $k$-critical trees, which are the critical trees with trail cover number $k$.

By applying Algorithm 3.1 to $(G, x)$ for arbitrary $x \in V(G)$, we obtain a unique code for any vertex of a tree $G$. We say that a tree vertex $v$ is essential if $c(G, v)=3$, useful if $c(G, v)=2$, not useful if $c(G, v)<2$, and at least useful if $c(G, v) \geq 2$. The terminology is chosen to suggest that the critical trees are those in which every vertex is at least useful. A penultimate vertex of a tree is a nonleaf vertex that has at most one nonleaf neighbor. We refer to a vertex of degree 2 as a bivalent vertex and an edge incident to a leaf as a pendant edge.

Lemma 4.1. In a tree $G$, (1) every penultimate vertex is at least useful, (2) the nonleaf neighbor of a penultimate vertex is not essential, and (3) if $G$ is critical, then every penultimate vertex is bivalent.

Proof. Let $u$ be a penultimate vertex, and let $v$ be its nonleaf neighbor. (1) We can modify any minimum trail cover so that it touches the pendant edges incident to $u$ via a trail ending at $u$ by moving a degenerate trail from a leaf to $u$ or deleting the leaf from a trail containing $u$. (2) If $\mathbf{C}$ is a minimum trail cover isolating $v$, then some other trail must touch the edges from $u$ to its leaf neighbors. As above, we may assume this trail ends at $u$. Extending this trail to $v$ produces a smaller trail cover. (3) If $u$ is not bivalent, let $G^{\prime}$ be the tree obtained by contracting all but one pendant edge incident to $u$. Since $u$ is penultimate in $G^{\prime}, G^{\prime}$ has a minimum trail cover that ends at $u$. This is also a trail cover of $G$, so $G$ was not critical.

Next we describe how to grow the critical trees. Suppose that $G$ is a tree with a vertex partition into two sets $U$ and $W$. Let $P$ be a 5 -vertex path with central vertex


Fig. 3. The sets $\mathbf{H}_{1}, \mathbf{H}_{2}$, and $\mathbf{H}_{3}$.
$u$ partitioned so that $U=\{u\}$ and $W=V(P)-\{u\}$. Then the augmentation of $G$ at $v$ is the tree $G^{\prime}$ obtained from $G \cup P$ by (1) adding the edge $u v$ if $v \in W$ or (2) identifying $u, v$ if $v \in U$ (the combined vertex remains in $U$ ). Let $\mathbf{H}_{1}=\left\{K_{2}\right\}$ with both vertices in $W$, and let $\mathbf{H}_{k}$ be the collection of all augmentations of trees in $\mathbf{H}_{k-1}$. The graphs in $\mathbf{H}_{1}, \mathbf{H}_{2}$, and $\mathbf{H}_{3}$ appear in Figure 3, with the vertices of $U$ indicated by open dots and those of $W$ by closed dots. The graph in $\mathbf{H}_{2}$ is the unique forbidden subtree for trees that are interval graphs [10]. The three graphs of $\mathbf{H}_{3}$ correspond to augmentations at the three isomorphism classes of vertices of the graph in $\mathbf{H}_{2}$.

We need one more concept describing the relationship between vertices and trail covers: we say that a trail cover $\mathbf{C}$ swallows $v$ if $v$ is an internal vertex of some trail in C. Note that a minimum trail cover may end at $v$ and swallow $v$, but it cannot isolate $v$ and swallow $v$.

Theorem 4.2. If $G \in \mathbf{H}_{k}$, with $V(G)=U \cup W$ as described in the construction of $\mathbf{H}_{k}$, then $G$ is $k$-critical, the set of essential vertices in $G$ is $W$, and the set of useful vertices in $G$ is $U$. Furthermore, every minimum trail cover of $G$ swallows every vertex of $U$.

Proof. This is proved by induction on $k$. The claim holds by inspection for $k=1$. Suppose that $k>1$ and that $G$ is the augmentation of $G^{\prime} \in \mathbf{H}_{k-1}$ at $v$. We will apply Algorithm 3.1 to ( $G, u$ ), where $u=v$ if $v \in U$ and $u$ is the new neighbor of $v$ (on $P$ ) if $v \in W$.

Case 1. $v \in W$. In this case, $u$ has exactly three neighbors. The subtrees for the algorithm are $\left(G^{\prime}, v\right)$ and two copies of $K_{2}$. By the induction hypothesis, $v$ is essential in $G^{\prime}$, so $c\left(G^{\prime}, v\right)=3$. The code for any vertex of $K_{2}$ is also 3 . The algorithm therefore yields $t(G)=1+t\left(G^{\prime}\right)=k$ and $c(G, u)=2$. Hence $u \in U$, and trails in the subtrees can be extended or shifted in such a way that a degenerate trail is left at any other vertex of $P$ to prove $V(P)-\{u\} \subset W$. Furthermore, if some minimum trail cover does not swallow $u$, then the pendant edges of $P$ require two trails wholly contained in $P$, forcing an impossible trail cover of $G^{\prime}$ with size $k-2$.

The induction hypothesis guarantees that vertices of $U$ in $G^{\prime}$ are at least useful in $G^{\prime}$ and vertices of $W$ in $G^{\prime}$ are essential in $G^{\prime}$. A minimum trail cover establishing this for a particular vertex of $G^{\prime}$ can be combined with $P$ to obtain a minimum trail cover establishing the same condition for this vertex in $G$. Similarly, for any edge $e$ in $G^{\prime}$, we can combine a minimum trail cover of $G^{\prime} \cdot e$ with $P$ to show that $e$ is not contractible in $G$. If we contract any edge of $P$, then the algorithm applied at $u$ will use only $k-1$ trails, since one of the subtrees becomes $K_{1}$. If we contract the edge $u v$, then we can replace the degenerate trail $(v)$ by the trail $P$ in some minimum trail cover of $G^{\prime}$ to obtain $k-1$ disjoint trails covering $G \cdot u v$.

We have shown that $G$ is $k$-critical; it remains only to show that a vertex $w \in$ $U \cap V\left(G^{\prime}\right)$ is not essential in $G$ and is swallowed by any minimum trail cover. By the induction hypothesis, a trail cover $\mathbf{C}^{\prime}$ of $G^{\prime}$ that isolates $w$ or does not swallow $w$ has at least $k$ trails. If $\mathbf{C}$ is a minimum trail cover of $G$ that isolates $w$ or does not swallow $w$, then restricting these trails to $G^{\prime}$ creates such a trail cover $\mathbf{C}^{\prime}$ of $G^{\prime}$. However, the pendant edges of $P$ require $\mathbf{C}$ to have a trail that contains no vertex of $G^{\prime}$. Hence $|\mathbf{C}| \geq k+1$, and the assumption on $\mathbf{C}$ and $w$ was impossible.

Case 2. $v \in U$. In this case $u=v$. The subtrees for applying the algorithm to ( $G, u$ ) are the same as for applying it to ( $G^{\prime}, v$ ), plus two copies of $K_{2}$. If $\beta$ is the value of $k_{2}+k_{3}$ for $(G, u)$ and $\beta^{\prime}$ is its value for $\left(G^{\prime}, u\right)$, then $\beta=\beta^{\prime}+2$, since vertices of $K_{2}$ have code 3. By the induction hypothesis, $v$ is useful in $G^{\prime}$, so $c\left(G^{\prime}, v\right)=2$. The algorithm therefore yields $t(G)=1+t\left(G^{\prime}\right)=k$ and $c(G, u)=2$. Hence $u \in U$, and again trails in the subtrees can be extended or shifted in such a way that a degenerate trail is left at any other vertex of $P$ to prove $V(P)-\{u\} \subset W$. Furthermore, if some minimum trail cover does not swallow $u$, then the pendant edges of $P$ require two trails wholly contained in $P$. This leaves a trail cover of $G^{\prime}$ of size $k-2$ unless one of the trails in $P$ ends at $u$, in which case we have a trail cover of $G^{\prime}$ of size $k-1$ that isolates $v$; both cases are forbidden by the induction hypothesis.

The remainder of the proof for this case is identical to the last two paragraphs of the proof for Case 1, except that the last sentence of the first paragraph (on contracting the edge $u v$ ) is unnecessary and should be deleted, the second paragraph applies only to $w \in\left(U \cap V\left(G^{\prime}\right)-\{v\}\right.$, and the last two sentences of the second paragraph should be replaced by the following: "However, the pendant edges of $P$ require $\mathbf{C}$ to have a trail that contains no vertex of $G^{\prime}$ except possibly $v$. This forces $|\mathbf{C}|>\left|\mathbf{C}^{\prime}\right|$ unless $v$ is a degenerate trail in $\left|\mathbf{C}^{\prime}\right|$, in which case $\left|\mathbf{C}^{\prime}\right| \geq k$ because $c\left(G^{\prime}, v\right)=2$. In either case we have $|\mathbf{C}|>k$, and the assumption on $\mathbf{C}$ and $w$ was impossible."

To complete the characterization of the critical trees, we need only show that every critical tree arises in this way.

Theorem 4.3. For each $k \geq 1$, the set of $k$-critical trees is $\mathbf{H}_{k}$.
Proof. We need only show that every $k$-critical tree is in $\mathbf{H}_{k}$; we use induction on $k$. The claim is immediate for $k=1$; suppose $k>1$ and $G$ is $k$-critical. Let $P$ be a longest path in $G$. Since penultimate vertices in critical trees are bivalent, a critical tree with longest path having fewer than five vertices is only a path. Hence we may assume $P=(u, v, w, x, \ldots, z)$. We have $d(v)=2$. If $d(w)=2$, then $u v$ is contractible. If $w$ is incident to a pendant edge $e($ not in $P$ ), then $e$ is contractible. Hence $d(w) \geq 3$ and every neighbor of $w$ except (possibly) $x$ is penultimate (since $P$ is a longest path).

Let $r=d(w)-1$, let $v_{1}, \ldots, v_{r}$ be the neighbors of $w$ other than $x$, and let $u_{1}, \ldots, u_{r}$ be the leaves adjacent to them. When using Algorithm 3.1 on $(G, x)$, we build a minimum covering of the subtree rooted at $w$ by concatenating trails from the $v_{i}$ in pairs. In particular, the path $Q=\left(v_{1}, w, v_{2}\right)$ is a trail in some minimum covering $\mathbf{C}$ of $G$. Let $G^{\prime}=G-\left\{u_{1}, v_{1}, u_{2}, v_{2}\right\}$ if $r>2$, and let $G^{\prime}=G-\left\{u_{1}, v_{1}, u_{2}, v_{2}, w\right\}$ if $r=2$. Since $Q$ does not extend to $x$ when the algorithm is applied to $x, \mathbf{C}-\{Q\}$ is a minimum covering of $G^{\prime}$. The $k$-criticality of $G$ then implies that $G^{\prime}$ is ( $k-1$ )critical, which by the induction hypothesis implies $G^{\prime} \in \mathbf{H}_{k-1}$. To show that $G$ is an augmentation of $G^{\prime}$ and thus that $G \in \mathbf{H}_{k}$, we consider three cases for the value of $r$.

First, $r$ cannot be odd. In this case, the algorithm for ( $G, x$ ) builds a trail rising from $w$ to $x$. In $\left(G^{\prime} \cdot w x, x^{\prime}\right)$, where $x^{\prime}$ denotes the combined vertex, the same trail results, with the edge $w x$ contracted. Hence the trail cover number computed by the algorithm is the same for $G$ and $G \cdot w x$, contradicting the criticality of $G$.

If $r=2$, we show that $x \in V\left(G^{\prime}\right)$ is in $W$ in the canonical partition of $G^{\prime}$, and hence $G$ is the augmentation of $G^{\prime}$ at $x$. If $x \in U$, then by Theorem 4.2, $G^{\prime}$ has no


Fig 4. Trees with $f=1$.
trail cover of size $k-1$ that isolates $x$. This means that the trail ending at $x$ in a minimum trail cover of $G^{\prime}$ cannot be extended to touch both $u_{1} v_{1}$ and $u_{2} v_{2}$ in $G \cdot w x$. As a result, $t(G \cdot w x)=k$ and $w x$ is contractible, contradicting the criticality of $G$.

If $r$ is even and $r>2$, then $w$ has penultimate neighbors in $G^{\prime}$. By Lemma 4.1, $w$ cannot be essential in $G^{\prime}$. By Theorem 4.2, this implies $w \in U$ in the canonical partition of $G^{\prime}$, and hence $G$ is the augmentation of $G^{\prime}$ at $w$.
5. Applications. We close this paper by using our results for trees to give alternative proofs of two results that appeared earlier. These are the maximum value of $I(G)$ when $G$ is an $n$-vertex tree (Aigner and Andreae [1]) and the maximum value of $I(G)$ when $G$ is a connected graph with $m$ edges (Kratzke and West [7]). We use the notation and concepts of the earlier sections together with the auxiliary function $f(G)=n(G)-4 t(G)+1$.

Corollary 5.1. If $G$ is a tree with $n \geq 3$ vertices, then $I(G) \leq(5 n-3) / 4$.
Proof. It suffices to show that $f(G) \geq 0$ for every tree $G$. If not, let $G$ be a smallest tree such that $f(G)<0$. If the contraction of some edge does not decrease the trail cover number, then it decreases $f$ by one. Hence $G$ must be critical, which implies $G \in \cup \mathbf{H}_{k}$. Each such graph is obtained by a sequence of augmentations from $K_{2}$. An augmentation at a vertex of $U$ increases $f$ by one, and an augmentation at a vertex of $W$ leaves $f$ unchanged. Although $f\left(K_{2}\right)=-1$, the tree $K_{2}$ has no vertex in $W$, so the first augmentation changes $f$ to 0 , and thereafter $f \geq 0$ for each graph in $\cup \mathbf{H}_{k}$.

A closer look at this yields a "procedure" for computing $f$ and a description of the $n$-vertex trees with maximum total interval number equal to $\lfloor(5 n-3) / 4\rfloor$. Aigner and Andreae [1] presented trees achieving the bound. A tree $G$ achieves this value if and only if $f(G) \leq 3$. For $G \in \mathbf{H}_{k}$, the size of $U$ in the canonical partition of $G$ is the number of augmentations at black vertices in the construction of $G$ from $K_{2}$. Hence we can determine $f(G)$ for an arbitrary tree $G$ as follows: (0) Initialize $f=-1$. (1) While the remaining graph has a contractible edge, contract it and increase $f$ by 1. (2) When the remaining graph has no contractible edge, determine its canonical partition, increase $f$ by $|U|$, and terminate.

Reworded, this means that the trees with $f(G)=k$ are (1) the trees having a contractible edge $e$ such that $f(G \cdot e)=k-1$ and (2) the critical trees having a canonical partition $U, W$ with $k+1$ vertices in $U$. Using this and the fact that $K_{2}$ is the only tree with $f(G)=-1$, it is not hard to describe explicitly the trees with $f \leq 1$. The trees $\mathbf{F}$ with $f=0$ are obtained by subdividing every edge of a star that has an odd number of edges. (The first of these is $P_{3}$ and is not critical.) The trees with $f=1$ consist of those obtained by adding a pendant (contractible) edge to a tree with $f=0$ and those in the three families in Figure 4, where the dashed central edge on the left is contractible and the open circles indicate vertices of $U$.

In [7], we proved by ad hoc inductive methods that $I(G) \leq(5 m+2) / 4$ for every connected graph with $m$ edges. Our results for trees yield the bound more cleanly. Since $n(G)=m(G)+1$ when $G$ is a tree, we have $I(G)=(5 m+2) / 4$ when $G$ is a tree with $f(G)=0$. Here we prove that all other connected graphs with at least two edges have a smaller total interval number. In fact, we bound the depth- 2 total
interval number, again by using trail covers.
ThEOREM 5.2. The extremal trees are the unique connected graphs having the maximum total interval number in terms of size. In particular, if $G$ is a connected graph with $m \geq 2$ edges and $G \notin \mathbf{F}$, then $I(G) \leq I_{2}(G)<(5 m+2) / 4$.

Proof. We use induction on the number of cycles in $G$. If $G$ is a tree, then the result follows from the characterization of the trees with $f=0$. If $G$ has a cycle, we alter $G$ in a way that reduces the number of cycles without changing the number of edges or reducing the trail cover number.

Given distinct edges $u v$ and $v w$ in $G$, define snipping $u v$ to mean deleting $u v$ and subdividing $v w$. To see that snipping $u v$ does not reduce the trail cover number, let $x$ be the new vertex in the resulting graph $G^{\prime}$. A trail cover of $G^{\prime}$ can be turned into a trail cover of $G$ with the same size by contracting $v x$.

If $G$ has an edge $e$ that belongs to a cycle of $G$ but not to every cycle of $G$, then snipping $e$ leaves a graph $G^{\prime}$ that still has a cycle, and the induction hypothesis yields the result. Otherwise, $G$ has exactly one cycle, and snipping any edge of this cycle yields a tree $G^{\prime}$. If $f\left(G^{\prime}\right)>0$, then again we are finished. Hence we may assume that every snip of any edge on the unique cycle in $G$ yields the unique $m$-edge tree $G^{\prime}$ with $f\left(G^{\prime}\right)=0$. However, this is impossible; if snipping by deleting $u v$ and subdividing $v w$ yields the extremal graph, then snipping by deleting $v w$ and subdividing $u v$ does not.
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#### Abstract

We give a characterization of all the planar drawings of a triangular graph through a system of equations and inequalities relating its angles; we also discuss minimality properties of the characterization. The characterization can be used: (1) to decide in linear time whether a given distribution of angles between the edges of a planar triangular graph can result in a planar drawing; (2) to reduce the problem of maximizing the minimum angle in a planar straight-line drawing of a planar triangular graph to a nonlinear optimization problem purely on a space of angles; (3) to give a characterization of the planar drawings of a triconnected graph through a system of equations and inequalities relating its angles; (4) to give a characterization of Delaunay triangulations through a system of equations and inequalities relating its angles; (5) to give a characterization of all the planar drawings of a triangular graph through a system of equations and inequalities relating the lengths of its edges; in turn, this result allows us to give a new characterization of the disc-packing representations of planar triangular graphs.
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1. Introduction. Planar straight-line drawings of planar graphs are a classical topic of the graph drawing field (a survey on graph drawing can be found in [5]).

A classical result independently established by Steinitz and Rademacher [23], Wagner [27], Fary [9], and Stein [22] shows that every planar graph has a planar straight-line drawing.

A grid drawing is a drawing in which the vertices have integer coordinates. Independently, de Fraysseix, Pach, and Pollack [3] and Schnyder [20, 21] have shown that every $n$-vertex planar graph has a planar straight-line grid drawing with $O\left(n^{2}\right)$ area.

Planar straight-line drawings have also been studied with the constraint that all faces be represented by convex polygons (convex drawings). Tutte [24, 25] has shown that, for a triconnected graph, convex drawings can be constructed by solving a system of linear equations. Recently, Kant has shown an algorithm for constructing grid convex drawings with quadratic area [15, 16].

In the research on planar straight-line drawings a very special role is played by the angles between the segments that compose the drawing. In particular, Vijayan [26] has studied angle graphs. An angle graph is a planar embedded graph in which the angles between successive edges incident with each vertex is given. The problem of the existence of a planar straight-line drawing of an angle graph that preserves the angles is tackled and partial characterization results are shown.

[^33]In [10], Formann et al. have studied the problem of constructing straight-line drawings of graphs with large angles. It is shown that it is always possible to construct a drawing whose smallest angle between the edges incident with a vertex is $\Omega\left(1 / d^{2}\right)$, where $d$ is the maximum vertex degree of the graph. Other results are given for particular classes of graphs. For planar graphs the bound is improved to $\Omega(1 / d)$; however, in general, the obtained drawing is nonplanar.

Malitz and Papakostas [17] have shown that it is always possible to construct a planar straight-line drawing of a planar graph whose smallest angle is $\Omega\left(\alpha^{d}\right)$, where $0<\alpha<1$ is a constant. They exploit a disc-packing representation of the graph. In a disc-packing representation (1) each vertex is a disc, (2) two discs are tangent if and only if the vertices they represent are adjacent, and (3) the interiors of the discs are pairwise disjoint. No polynomial algorithm is known to construct a disc-packing representation. However, Brightwell and Scheinerman [2] have shown that, in general, it is not possible to construct a disc-packing representation with radii whose lengths are rational numbers. Recently, Mohar [18] has provided a polynomial time algorithm to approximate a disc-packing representation to any specified accuracy.

Garg and Tamassia [12] have shown that there exist planar graphs such that in any of their planar straight-line drawings the smallest angle is $O\left(\sqrt{\log d / d^{3}}\right)$.

Garg [11] has proved that testing the planarity of a consistent angle graph (an angle graph for which there exists a straight-line drawing preserving the angles) is an NP-complete problem.

An important tool for several algorithms and characterizations described above are planar triangular graphs. For instance the algorithm by de Fraysseix, Pach, and Pollack and the algorithm by Schnyder have an intermediate step in which the given planar graph is triangulated. Also, planar triangular graphs play a very special role in a number of problems arising in computational geometry. However, as far as we know, characterizing angles of planar triangular graphs has been an elusive goal for a long time. This paper can be summarized as follows.

We give a characterization of all the planar drawings of a triangular graph through a system of equations and inequalities relating its angles. The problem is mentioned as open in $[1,17,26]$. We also discuss minimality properties of the characterization.

The characterization above has several applications.
(i) It can be used to decide in linear time whether a given distribution of angles between the edges of a planar triangular graph can result in a planar drawing.
(ii) It reduces the problem of maximizing the minimum angle in a planar straightline drawing of a planar triangular graph to a nonlinear optimization problem purely on a space of angles.
(iii) It gives a characterization of the planar drawings of a triconnected graph through a system of equations and inequalities relating its angles.
(iv) It gives a characterization of Delaunay triangulations through a system of equations and inequalities relating its angles, solving a problem stated in [6]. Recently, the problem of deciding whether a plane triangular graph $G$ is Delaunay realizable, i.e., it is combinatorially equivalent to a Delaunay triangulation $(D T)$, has been tackled by Dillencourt and Rivin [8]. They have shown that if a linear system of equations and inequalities relating the angles of $G$ has a feasible solution, then $G$ is Delaunay realizable; in general, however, the angles of the DT differ from the angles obtained by solving the system.
(v) It can be exploited to give a characterization of all the planar drawings of a triangular graph through a system of equations and inequalities relating the lengths of its edges; in turn, this result allows us to give a new characterization of the disc-
packing representations of planar triangular graphs.
The rest of the paper is organized as follows. Preliminaries are in $\S 2$. Section 3 gives some basic results. Section 4 contains the characterization and some minimality results. Section 5 highlights some applications. Section 6 contains a discussion of open problems.
2. Preliminaries. We assume familiarity with planar graphs and with graph connectivity [19].

A drawing of a graph maps each vertex to a distinct point of the plane and each edge $(u, v)$ to a simple Jordan curve with end-points $u$ and $v$. A drawing is planar if no two edges intersect, except, possibly, at common end-points. A graph is planar if it has a planar drawing. A straight-line drawing is a drawing such that each edge is mapped to a straight-line segment.

Two planar drawings of a planar graph $G$ are equivalent if, for each vertex $v$, they have the same circular clockwise sequence of edges incident with $v$. Hence, the planar drawings of $G$ are partitioned into equivalence classes. Each of those classes is called an embedding of $G$. An embedded planar graph (also plane graph) is a planar graph with a prescribed embedding. A planar triconnected graph has a unique embedding, up to a reflection. A planar drawing divides the plane into topologically connected regions delimited by cycles; such cycles are called faces. The external face is the cycle delimiting the unbounded region. Two drawings with the same embedding have the same faces. Hence, one can refer to the faces of an embedding. We call internal angles of a drawing the angles formed by consecutive edges of internal faces.

A plane triangular graph is a plane triconnected graph with at least four vertices in which one face is chosen as external and all faces (except possibly the external one) consist of three edges.

A Delaunay drawing of a plane triangular graph $G$ is a planar straight-line drawing of $G$ that is a DT. Not all plane triangular graphs have a Delaunay drawing (see, e.g., $[6,7,13,14])$.
3. How to draw a wheel. A wheel $W_{d}$ is a plane triangular graph with $d+1$ $(d \geq 3)$ vertices $v, v_{1}, \ldots, v_{d}$ and $2 d$ edges: $v$ is connected to $v_{1}, \ldots, v_{d}$ and $v_{i}$ is connected to $v_{(i \bmod d)+1}$. Vertices $v_{1}, \ldots, v_{d}$ identify the external face. Vertex $v$ is called center of the wheel. A centered drawing of $W_{d}$ is a planar straight-line drawing in which $v$ is drawn in the region bounded by the polygon representing cycle $v_{1}, \ldots, v_{d}$. In a drawing of $W_{d}$ the angles of an internal face are denoted as follows: the angle at vertex $v$ is called the central angle and is followed, in clockwise order, by the left angle and by the right angle. See Fig. 1.

Lemma 3.1. Let $W_{d}$ be a wheel with center $v$ and suppose a set of positive values for the internal angles between the edges of $W_{d}$ is given. Wheel $W_{d}$ has a centered drawing $\Gamma$ with the given angles if and only if the following conditions hold (see Fig. 1(a)).

1. Let $\gamma_{1}, \ldots, \gamma_{d}$ be the central angles of $W_{d}$ :

$$
\sum_{i=1}^{d} \gamma_{i}=2 \pi
$$

2. For each internal face $f$ of $W_{d}$, let $\alpha, \beta, \gamma$ be the angles of $f$ :

$$
\alpha+\beta+\gamma=\pi .
$$



Fig. 1. (a) a centered drawing and (b) a noncentered drawing of a wheel.
3. Let $\alpha_{1}, \ldots, \alpha_{d}$ and $\beta_{1}, \ldots, \beta_{d}$ be the left and right angles of $W_{d}$, respectively:

$$
\prod_{i=1}^{d} \frac{\sin \alpha_{i}}{\sin \beta_{i}}=1
$$

Proof. This is proved only if conditions 1 and 2 are trivial. Let $\Gamma$ be a centered drawing of $W_{d}$ and let $r_{i}$ be the length of the edge $e_{i}$ between angles $\beta_{i}$ and $\alpha_{(i \bmod d)+1}$ in $\Gamma$. We have $\prod_{i=1}^{d} \frac{r_{(i \bmod d)+1}}{r_{i}}=1$. By the triangle sine law, $\frac{r_{(i \bmod d)+1}}{r_{i}}=\frac{\sin \alpha_{(i \bmod d)+1}}{\sin \beta_{(i \bmod d)+1}}$ $(i=1, \ldots, d)$; condition 3 follows.

If. In the proof we construct $\Gamma$. Let $r_{i}$ be the length of the edge $e_{i}$ between angles $\beta_{i}$ and $\alpha_{(i \bmod d)+1}$. First, we choose arbitrarily $r_{1}$; then, we compute $r_{i+1}$ from $r_{i}$ ( $i=1, \ldots, d-1$ ) by using the triangle sine law with the prescribed angles; namely, $r_{i+1}=r_{i} \cdot \frac{\sin \alpha_{i+1}}{\sin \beta_{i+1}}$. At each step, condition 2 allows the construction of a new triangle having edge $e_{i}$ in common with the previous one, and condition 1 guarantees that triangles do not overlap. We have $r_{d}=r_{1} \cdot \prod_{i=2}^{d} \frac{\sin \alpha_{i}}{\sin \beta_{i}}$. By using condition 3 we obtain $\frac{r_{1}}{r_{d}}=\frac{\sin \alpha_{1}}{\sin \beta_{1}}$; that is lengths $r_{1}$ and $r_{d}$ satisfy the sine law for the triangle with angles $\alpha_{1}, \beta_{1}$, and $\gamma_{1}$. Thus, we can complete $\Gamma$ by adding a segment between the end-vertices of $e_{1}$ and $e_{d}$ different from $v$.

From the construction above, it follows that $v$ is drawn inside the polygon identified by the other vertices. Further, the prescribed angles being positive, there is no overlapping between vertices and/or edges.
4. Characterizing the planar drawings of plane triangular graphs. In this section we give the main theorem (Theorem 4.6) of the paper. In order to prove this theorem, we give some preliminary lemmas.

In the following lemma, an external path of a graph $G$ is a proper subpath $p$ of the external face of $G$ such that (a) it contains at least one edge; (b) all its vertices are adjacent to a common internal vertex of $G$; (c) its vertices different from the endvertices are adjacent to no other internal vertex of $G$. To remove an external path $p$
from a graph $G$ means to remove from $G$ all the edges of $p$, all the vertices of $p$ except the end-vertices, and all the remaining dangling edges.

In Lemmas 4.1 and 4.4 our definition of plane triangular graph as a plane triconnected graph plays a crucial role.

Lemma 4.1. Let $G$ be a plane triangular graph. There exists an external path $p$ of $G$, such that the graph obtained by removing $p$ from $G$ is a plane triangular graph or the triangle graph.

Proof. Let $c$ be the external face of $G$. If $G$ is a wheel, then $p$ can be chosen as any subpath of $c$ containing all the edges of $c$ except one. The graph obtained by removing $p$ from $G$ is the triangle graph.

If $G$ is not a wheel, then we proceed as follows: we look for $p$ in a subpath (called candidate path) of $c$ with at least one edge. At the beginning of the search the candidate path is suitably chosen. At each step two cases are possible: (1) $p$ is immediately found as a subpath of the candidate path; (2) the candidate path is restricted to a proper subpath of itself.

For the candidate path the following invariant holds: let $u$ and $w$ be the endvertices of the candidate path; $u$ and $w$ are adjacent to a common internal vertex $v$, while all the other vertices of the candidate path, if any, are not adjacent to $v$; further, the graph delimited by $(v, u)$, by $(v, w)$, and by the candidate path has at least one internal vertex.

At the first step there exists at least one subpath of $c$ with the invariant property defined above, otherwise $G$ would be a wheel.

Let $e$ be an edge of the candidate path and let $v^{\prime}$ be the internal vertex opposite to $e$. Vertex $v^{\prime}$ is an internal vertex of the graph delimited by $(v, u)$, by $(v, w)$, and by the candidate path. As explained above, two cases are possible.


Fig. 2. Illustration of Case 1 in the proof of Lemma 4.1.
Case 1. The edges that connect $v^{\prime}$ to the vertices of the candidate path are consecutive in the adjacency list of $v^{\prime}$ (see Fig. 2). Then, $p$ is the subpath of the candidate path identified by the end-vertices, distinct from $v^{\prime}$, of such edges. Path
$p$ can be removed from $G$ without losing the triconnectivity property: in fact, no separation pair can be generated by the removal of $p$, because, by planarity, the only external vertices of $G$ adjacent to $v^{\prime}$ are those contained in $p$. Note that $p$ may consist of just $u, w$, and $e=(u, w)$.


Fig. 3. Illustration of Case 2 in the proof of Lemma 4.1.
Case 2. The edges that connect $v^{\prime}$ to the vertices of the candidate path are nonconsecutive in the adjacency list of $v^{\prime}$ (see Fig. 3). Let $A$ be the set of the edges connecting $v^{\prime}$ to the vertices of the candidate path. Consider an ordering for the vertices of the candidate path, say from $u$ to $w$; it induces an ordering for the edges of $A$. Let ( $v^{\prime}, u^{\prime}$ ) and ( $v^{\prime}, w^{\prime}$ ) be the first two consecutive edges in $A$ such that there exists at least one edge $\left(v^{\prime}, x\right)$ between them in the adjacency list of $v^{\prime}$. We consider, as the new candidate path, the proper subpath of the current one between $u^{\prime}$ and $w^{\prime}$. In fact, it satisfies the invariant of a candidate path: $u^{\prime}$ and $w^{\prime}$ are adjacent to the internal vertex $v^{\prime}$, the other vertices, if any, are not adjacent to $v^{\prime}$, and there exists at least one internal vertex $x$ in the graph delimited by $\left(v^{\prime}, u^{\prime}\right)$, by $\left(v^{\prime}, w^{\prime}\right)$, and by the new candidate path.

Note that if the candidate path contains just one edge, Case 1 applies.
Operation close-wheel with center $v$ is defined as follows. Let $u, v$, and $w$ be three consecutive vertices of the external face of a plane triangular graph $G$. Operation close-wheel adds $k$ new vertices and $2 k+1$ new edges ( $k \geq 0$ ) to $G$. If $k=0$ then close-wheel adds to $G$ edge $(u, w)$. If $k>0$ then close-wheel adds to $G$ vertices $v_{1}, \ldots, v_{k}$, edges $\left(u, v_{1}\right),\left(v_{1}, v_{2}\right), \ldots,\left(v_{k-1}, v_{k}\right),\left(v_{k}, w\right)$, and edges $\left(v, v_{1}\right), \ldots,\left(v, v_{k}\right)$.

Lemma 4.2. Let $G$ be a plane triangular graph with $n$ vertices. $G$ can be constructed, starting from the triangle graph, by a sequence of $O(n)$ close-wheel operations. Each intermediate graph is a plane triangular graph.

Proof. The lemma easily descends from the definition of operation close-wheel, from Lemma 4.1, and from the definition of external path. Further, each close-wheel adds at least one edge.

In the following corollary we define a new ordering of the vertices of a maximal
plane graph, called wheel ordering.
Corollary 4.3. Let $G$ be an n-vertex maximal plane graph, with external vertices $x, y$, and $z$. There exists an ordering of the vertices of $G$ such that

1. $v_{1}=x, v_{2}=y$;
2. $v_{3}$ is the internal vertex opposite to $(x, y)$;
3. for $k=4, \ldots, n-1$,
(i) subgraph $G_{k-1} \subset G$ formed by the union of the wheels with centers $v_{3}, \ldots, v_{k-1}$ is a plane triangular graph, and its exterior face is a cycle $C_{k-1}$ containing ( $x, y$ );
(ii) vertex $v_{k}$ is the vertex of $C_{k-1}$ center of the $k$ th close-wheel operation;
4. $v_{n}=z$.

A drawing $\Gamma$ of a plane graph $G$ is called embedding-preserving if, for each vertex $v$ of $G$, the edges incident with $v$ appear in $\Gamma$ in the same circular order they have in the adjacency list of $v$ in $G$. The external face of $G$ is drawn convex if it is represented as a (not necessarily simple) polygon $p$ such that, for each vertex $v$ that is found while walking around $p$, the angle on, say, the left side is greater than $\pi$ and all the edges incident with $v$ are on the right side.

Lemma 4.4. Let $G$ be a plane triangular graph and let $\Gamma$ be an embeddingpreserving straight-line drawing of $G$ such that the external face of $G$ is drawn convex. There exists an internal vertex $v$ of $G$ such that the wheel with center $v$ is drawn centered in $\Gamma$.

Proof. Let $v_{1}, \ldots, v_{d}$ be the vertices adjacent to $v$ in this circular order around $v$.
If $v$ is the only internal vertex (i.e., $G$ is a wheel) or $v$ is not the only internal vertex but the wheel with center $v$ is drawn centered in $\Gamma$, then the lemma is trivial.

Suppose now that $G$ is not a wheel and that the wheel with center $v$ is drawn noncentered in $\Gamma$; it follows that one of the angles around $v$, say the one between $\left(v, v_{1}\right)$ and $\left(v, v_{d}\right)$, is greater than $\pi$; see, e.g., Fig. 1(b).

If for each vertex $v_{i}(i=2, \ldots, d-1)$ the sum of the angle between $\left(v_{i}, v_{i-1}\right)$ and $\left(v_{i}, v\right)$ and the angle between $\left(v_{i}, v\right)$ and $\left(v_{i}, v_{i+1}\right)$ is less than $\pi$, then, by easy geometric considerations, vertex $v$ and vertices $v_{2}, \ldots, v_{d-1}$ are drawn in $\Gamma$ on different sides of edge $\left(v_{1}, v_{d}\right)$. This violates the embedding at vertices $v_{1}$ and $v_{d}$; thus, for at least one vertex $v_{i}(i=2, \ldots, d-1)$ the sum of the angle between $\left(v_{i}, v_{i-1}\right)$ and $\left(v_{i}, v\right)$ and the angle between $\left(v_{i}, v\right)$ and $\left(v_{i}, v_{i+1}\right)$ is greater than $\pi$. It follows that vertex $v_{i}$ is drawn in the (open) triangular area with vertices $v, v_{i-1}, v_{i+1}$. Hence, no angle around $v_{i}$ can be greater than $\pi$; it follows, by the convexity of the external face, that $v_{i}$ cannot be an external vertex and that the wheel with center $v_{i}$ is drawn centered in $\Gamma$.

Lemma 4.5. Let $G$ be a plane triangular graph and let $\Gamma$ be a straight-line drawing of $G$ such that the external face of $G$ is drawn convex. If $\Gamma$ is embedding-preserving then it is planar.

Proof. The proof is by induction on the number $n_{i}$ of internal vertices of $G$. If $n_{i}=1$, i.e., $G$ is a wheel, by Lemma $4.4 \Gamma$ is a centered drawing of $G$ and the planarity of $\Gamma$ easily follows from the embedding-preserving property. Assume that the lemma holds for graphs with $n_{i}-1$ internal vertices. Let $v$ be an internal vertex of $G$ such that the wheel $W_{d}$ with center $v$ is drawn centered in $\Gamma$ (see Lemma 4.4). We remove $v$ and its incident edges from $G$. Let $G^{\prime}$ be the new graph, and let $\Gamma^{\prime}$ be the straight-line drawing obtained from $\Gamma$ by removing the point and the segments representing $v$ and its incident edges. If $d \geq 4$, we triangulate the inside of the star-shaped polygon representing the external cycle of $W_{d}$ by adding new segments to $\Gamma^{\prime}$; let $\Gamma^{\prime \prime}$ be the new straight-line drawing. By adding the corresponding edges to $G^{\prime}$, we obtain a plane triangular graph $G^{\prime \prime}$ with $n_{i}-1$ internal vertices; $\Gamma^{\prime \prime}$ is its
embedding-preserving straight-line drawing (with the same external face of $\Gamma$ ). By using the inductive hypothesis, we argue that $\Gamma^{\prime \prime}$ is planar. It follows that $\Gamma^{\prime}$ is planar too and so is the union of $\Gamma^{\prime}$ and the centered drawing of $W_{d}$.

Theorem 4.6. Let $G$ be a plane triangular graph. Suppose a set of positive values for the internal angles between the edges of $G$ is given. $G$ has a planar straight-line drawing $\Gamma$ with the given angles and with the given external face drawn convex if and only if the following conditions hold.

1. For each internal vertex $v$ of $G$, let $\gamma_{1}, \ldots, \gamma_{d}$ be the angles around $v$, where $d$ is the degree of $v$ :

$$
\sum_{i=1}^{d} \gamma_{i}=2 \pi
$$

2. For each internal face $f$ of $G$, let $\alpha, \beta, \gamma$ be the angles of $f$ :

$$
\alpha+\beta+\gamma=\pi
$$

3. For each internal vertex $v$ of $G$, let $W_{d}$ be the wheel with center $v$ and let $\alpha_{1}, \ldots, \alpha_{d}$ and $\beta_{1}, \ldots, \beta_{d}$ be the left and right angles of $W_{d}$, respectively:

$$
\prod_{i=1}^{d} \frac{\sin \alpha_{i}}{\sin \beta_{i}}=1
$$

4. For each external vertex $v$ of $G$, the sum of the internal angles of $v$ is less than $\pi$.

Proof. This is proved only if condition 4 is trivial. Each internal vertex of $G$ forms a wheel with its adjacent vertices; hence, necessity of conditions 1,2 , and 3 follows from Lemma 3.1.

If. We give a constructive proof. Namely, starting from a triangle, we construct $\Gamma$ by means of a sequence of close-wheel operations, each one adding to $\Gamma$ at least one edge. The completeness of the approach is guaranteed by Lemma 4.2. Consider the operation close-wheel performed with center $v$; let $W_{d}$ be the wheel with center $v$; let $u$ and $w$ be the neighbors of $v$ on the external face of the part of $G$ drawn so far.

At each close-wheel operation we complete the drawing of $W_{d}$ as in the proof of Lemma 3.1.

Once $G$ has been completely drawn with the described above strategy, $\Gamma$ is a straight-line drawing with the prescribed angles. It remains to be proved that $\Gamma$ is planar. This is done by observing that

1. Each close-wheel operation preserves the circular orderings of the adjacency lists of $u, v$, and $w$, given by the embedding; this follows from conditions 1 and 4 .
2. The external face of $G$ is drawn convex; this follows from condition 4.

Hence, to prove planarity, we use Lemma 4.5.
Corollary 4.7. Let $G$ be a plane triangular graph with $n$ vertices. Suppose a set of positive values for the internal angles between the edges of $G$ is given. There exists an $O(n)$ time and space algorithm to test if $G$ has a planar straight-line drawing with the given angles and with the given external face drawn convex.

We now study the minimality of the characterization. Namely, we answer the question if some of the equations of condition 3 of Theorem 4.6 can be omitted without losing the correctness of the characterization. As shown in the following theorem, the answer is negative. In general, all the equations of condition 3 are needed.

Theorem 4.8. There exists a plane triangular graph $\bar{G}$, an internal vertex $v$ of $\bar{G}$, and a set of positive values for the internal angles between the edges of $\bar{G}$ such that (1) conditions 1,2 , and 4 of Theorem 4.6 hold and condition 3 holds for each internal vertex different from $v$; (2) no planar straight-line drawing of $\bar{G}$ exists with the given angles.

Proof. Let $\bar{G}$ be the graph of Fig. 4, where $v$ is the white vertex and the angles are those specified in the figure. Observe that conditions 1,2 , and 4 are satisfied, and that condition 3 does not hold for $v$ while it holds for any other internal vertex. Hence, the wheel with center $v$ cannot be drawn with the given angles.


FIG. 4. Graph $\bar{G}$ in the proof of Theorem 4.8.
5. Some applications. By applying Theorem 4.6, it is possible to set up a nonlinear optimization problem in order to maximize the minimum angle in a planar straight-line drawing of a given plane triangular graph. This can be done by declaring each variable representing an angle greater than or equal to a new variable $\alpha_{0}$ and by maximizing $\alpha_{0}[1]$.

Theorem 4.6 can be used to characterize the convex drawings of a triconnected graph. Namely, let $G$ be a plane triconnected graph; let $G^{\prime}$ be the graph obtained by inserting a dummy vertex $v$ inside each nontriangular internal face $f$ of $G$ and by connecting $v$ to the vertices of $f$. A characterization of the angles of the convex drawings of $G$ is easily obtained by applying the conditions of Theorem 4.6 on $G^{\prime}$ and by supplementing them with conditions that guarantee the convexity of the nontriangular faces.

Theorem 4.6 can also be used to characterize DTs.
Theorem 5.1. Let $G$ be a plane triangular graph. Suppose a set of positive values for the internal angles between the edges of $G$ is given. $G$ has a Delaunay drawing $\Gamma$ with the given angles and with the given external face if and only if conditions 1, 2, 3, and 4 of Theorem 4.6 and the following condition hold:
5. For each internal edge e of $G$, let $\epsilon_{1}$ and $\epsilon_{2}$ be the angles opposite to $e$ in the two triangular faces of $G$ incident with $e$ :

$$
\epsilon_{1}+\epsilon_{2}<\pi
$$

Proof. The theorem descends from Fact 2.1 of [7] (or from [4]) and from Theorem 4.6.

Another interesting aspect of Theorem 4.6 is that it can be exploited to characterize the planar drawings of plane triangular graphs through the lengths of their edges. The proof of the following theorem is analogous to the proof of Theorem 4.6 and makes use of the triangle cosine law.

Theorem 5.2. Let $G$ be a plane triangular graph. Suppose a set of positive values for the lengths of the edges of $G$ is given. $G$ has a planar straight-line drawing $\Gamma$ with the given lengths for the edges and with the given external face drawn convex if and only if the following conditions hold.

1. For each internal face $f$ of $G$, let $a, b, c$ be the lengths of the edges of $f$ : $a<b+c, b<c+a$, and $c<a+b$.
2. For each internal vertex $v$ of $G$, let $W_{d}$ be the wheel with center $v$. Let $c_{1}, \ldots, c_{d}$ be the lengths of the edges of the external cycle of $W_{d}$ and let $r_{1}, \ldots, r_{d}$ be the lengths of the other edges of $W_{d}$ :

$$
\begin{gathered}
0<\arccos \frac{r_{i}^{2}+r_{(i \bmod d)+1}^{2}-c_{i}^{2}}{2 r_{i} r_{(i \bmod d)+1}}<\pi, \quad i=1, \ldots, d \\
\sum_{i=1}^{d} \arccos \frac{r_{i}^{2}+r_{(i \bmod d)+1}^{2}-c_{i}^{2}}{2 r_{i} r_{(i \bmod d)+1}}=2 \pi
\end{gathered}
$$

3. For each external vertex $v$ of $G$, let $f_{1}, \ldots, f_{d-1}$ be the internal faces of $G$ sharing $v$. Consider face $f_{i}$, let $c_{i}$ be the length of the edge of $f_{i}$ opposite to $v$, and let $r_{i}, r_{i+1}$ be the lengths of the other two edges:

$$
\sum_{i=1}^{d-1} \arccos \frac{r_{i}^{2}+r_{i+1}^{2}-c_{i}^{2}}{2 r_{i} r_{i+1}}<\pi
$$

The disc-packing representations of a plane triangular graph $G$ are easily characterized by using a variable $x_{v}$ for each vertex $v$ of $G$, representing the length of the radius of the disc centered at $v$, and by adding, for each edge $(u, v)$ with length $l$, a new condition $x_{u}+x_{v}=l$ to the conditions of Theorem 5.2.
6. Open problems. The conditions of Theorem 4.6 are nonlinear. Is it possible to simplify some of them for particular classes of drawings and/or for particular classes of graphs?

Concerning the first possibility, there is a negative result. Namely, consider straight-line drawings such that for each internal edge the two opposite angles are equal. In such drawings condition 3 of Theorem 4.6 is always satisfied and hence can be omitted. Unfortunately, not all the plane triangular graphs admit one of such drawings.

Theorem 4.8 shows that, in general, it is necessary to use condition 3 of Theorem 4.6 for each internal vertex. Are there special classes of graphs that allow us to use condition 3 of Theorem 4.6 on a subset of internal vertices? For example, are there classes of graphs for which such subset is a point cover?

Another issue is to consider how to generalize Theorem 4.6 to nonplanar graphs or to nonconvex drawings of planar graphs (see also [26]).
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# CONSTRAINED EMBEDDING PROBABILITY FOR TWO BINARY STRINGS* 

JOVAN DJ. GOLIĆ ${ }^{\dagger}$


#### Abstract

An exponentially small upper bound on the probability that a given binary string of length $n$ can be embedded into a uniformly distributed random binary string of length $2 n$ by inserting at most one bit between any two successive bits and an arbitrary number of bits at the end is analytically derived. This probability is important for a cryptanalytic problem of the initial state reconstruction of a binary clock-controlled shift register that is clocked either once or twice per each output symbol, given a segment of its output sequence. The developed approach may also be interesting for other problems of sequence comparison as well, especially for the codes for correcting synchronization errors.
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1. Introduction. A cryptanalytic problem of the initial state reconstruction of a binary clock-controlled shift register that is clocked either once or twice per each output symbol is considered in [5], assuming that its output sequence is known. A more general case when the register is additively noised and the maximum number of consecutive clocks at a time is an arbitrary positive integer is examined in [3] using a generalization of the Levenshtein distance. In the zero-noise case the reconstruction is successful if the probability that a given binary string can be embedded into a random binary string of appropriate length decreases sufficiently fast with the string length. An exponentially decreasing upper bound on'the embedding probability derived in [5] shows that the required length of the output sequence is linear in the shift register length. The bound is obtained by direct counting based on some theoretical considerations. In this paper, the underlying combinatorial problem is solved analytically and an upper bound on the probability that a given binary string of length $n$ can be embedded into a random binary string of length $2 n$ by inserting at most one bit between any two successive bits and as many bits as needed at the end is thus derived. The bound is the tightest in the observed class and hence sharper than the one from [5]. The combinatorial problems of this kind are also relevant for the codes capable of correcting synchronization errors; see [1], [2], for example.
2. Preliminaries. Consider two binary strings $X=\left\{x_{i}\right\}_{i=1}^{n}$ and $Y=\left\{y_{i}\right\}_{i=1}^{m}$ of lengths $n$ and $m$, respectively. For an arbitrary binary string $X$ of length $n$, let $X_{i}$ denote its prefix of length $i, 1 \leq i \leq n$. Say that $X$ can be 1 -embedded into $Y$ if there exists a decimation sequence of integers $D=\left\{d_{i}\right\}_{i=1}^{n}$ such that $x_{i}=y_{d_{i}}$ for $1 \leq i \leq n$, with $d_{1}=1$ and $d_{i}-d_{i-1} \in\{1,2\}$ for $2 \leq i \leq n$. Equivalently, $X$ can be 1-embedded into $Y$ if $Y$ can be obtained from $X$ by inserting at most one bit between any two successive bits of $X$ and an arbitrary number of bits at the end. If in addition $m-d_{n} \in\{0,1\}$, then $X$ is said to strictly 1 -embed into $Y$, and in particular if $d_{n}=m$, then $X$ is said to 1-embed onto $Y$.
[^34]Our objective here is to determine the probability that a given binary string $X$ of length $n$ can be 1 -embedded into a uniformly distributed random binary string $Y$ of length $2 n$. As is shown in [5], this probability proves to be important for the cryptanalytic problem of reconstructing the initial state of a shift register given a segment of its decimated output sequence. Let $A_{n, k}(X), 0 \leq k \leq n$, denote the number of binary strings of length $n+k$ into which a binary string $X$ of length $n$ can be strictly 1-embedded. Also, let $A_{n, k}$ denote the maximum of $A_{n, k}(X)$ over all $X$ of length $n$ and let

$$
\begin{equation*}
A_{n}=\sum_{k=0}^{n} 2^{n-k} A_{n, k} \tag{1}
\end{equation*}
$$

Clearly, $A_{n}$ represents an upper bound on the number of binary strings of length $2 n$ into which any binary string of length $n$ can be 1 -embedded. This is just an upper bound because it is in general possible that a given binary string can be strictly 1 embedded into two binary strings of different lengths one of which is the prefix of the other. Therefore, the probability that an arbitrary binary string of length $n$ can be 1-embedded into a uniformly distributed random binary string of length $2 n$ is upper-bounded by

$$
\begin{equation*}
P_{n}=2^{-2 n} A_{n} \tag{2}
\end{equation*}
$$

In the next section, we will derive and solve a linear recurrence for $A_{n}$ and thus determine the upper bound $P_{n}$. To this end, we also introduce $A_{n, k, i}(X), i=0,1$, as the number of binary strings $Y$ of length $n+k$ such that a binary string $X$ of length $n$ can be 1-embedded onto the prefix $Y_{n+k-i}$ and not onto $Y_{n+k}=Y$ for $i=1$. Similarly, let $A_{n, k, i}$ denote the maximum of $A_{n, k, i}(X)$ over all $X$ of length $n$. Clearly, for every $X$,

$$
\begin{equation*}
A_{n, k}(X)=A_{n, k, 0}(X)+A_{n, k, 1}(X) \tag{3}
\end{equation*}
$$

3. Embedding probability. Our basic result is a recursive property of $A_{n, k, i}(X)$ established by the following theorem.

Theorem 3.1. For an arbitrary binary string $X$ of length $N$ and every $2 \leq n \leq N$ and $0 \leq k \leq n$ we have

$$
\begin{align*}
& A_{n, k, 0}\left(X_{n}\right)=A_{n-1, k, 0}\left(X_{n-1}\right)+A_{n-1, k, 1}\left(X_{n-1}\right),  \tag{4}\\
& A_{n, k, 1}\left(X_{n}\right) \leq A_{n, k-1,0}\left(X_{n}\right)+A_{n-1, k-1,1}\left(X_{n-1}\right),
\end{align*}
$$

with equality in (5) if $x_{n-1} \neq x_{n}$ and with the initial values, independent of $X_{1}$, $A_{1,0,0}\left(X_{1}\right)=1, A_{1,0,1}\left(X_{1}\right)=0, A_{1,1,0}\left(X_{1}\right)=0$, and $A_{1,1,1}\left(X_{1}\right)=2$. It is assumed that $A_{n, k, i}\left(X_{n}\right)=0$ if $k<0$ or $k>n$.

Proof. The initial conditions follow directly. By the definition of $A_{n, k, 0}\left(X_{n}\right)$, (4) is true because $X_{n}$ can be 1-embedded onto $Y_{n+k}$ if and only if $y_{n+k}=x_{n}$ and $X_{n-1}$ can be strictly 1 -embedded into $Y_{n+k-1}$.

On the other hand, a closer examination of $A_{n, k, 1}\left(X_{n}\right)$ reveals the following. If $y_{n+k} \neq x_{n}$, then $X_{n}$ can be 1-embedded onto $Y_{n+k-1}$ and not onto $Y_{n+k}$ if and only if $X_{n}$ can be 1-embedded onto $Y_{n+k-1}$, which accounts for the first term on the righthand side of (5). If $y_{n+k}=x_{n}$, then $X_{n}$ can be 1-embedded onto $Y_{n+k-1}$ and not
onto $Y_{n+k}$ only if $y_{n+k-1}=x_{n}$ and $X_{n-1}$ can be 1-embedded onto $Y_{n+k-3}$ and not onto $Y_{n+k-2}$. Namely, if $X_{n-1}$ could be 1-embedded onto $Y_{n+k-2}$, then in view of $y_{n+k}=x_{n}$ it follows that $X_{n}$ could be 1-embedded onto $Y_{n+k}$. This accounts for the second term on the right-hand side of (5), whereas the inequality is a consequence of the fact that the condition is necessary but in general not sufficient. Precisely, if $x_{n-1}=x_{n}$ and $X_{n-2}$ can be strictly 1-embedded into $Y_{n+k-2}$, then $X_{n}$ can be 1 -embedded onto $Y_{n+k}$, because $y_{n+k}=x_{n}$ and $y_{n+k-1}=x_{n}=x_{n-1}$. However, if $x_{n-1} \neq x_{n}$, this is not possible and the condition becomes sufficient, meaning that if $y_{n+k}=x_{n}$, then $X_{n}$ can be 1-embedded onto $Y_{n+k-1}$ and not onto $Y_{n+k}$ if and only if $y_{n+k-1}=x_{n}$ and $X_{n-1}$ can be 1-embedded onto $Y_{n+k-3}$ and not onto $Y_{n+k-2}$. Therefore, if $x_{n-1} \neq x_{n}$, then (5) holds with equality.

Corollary 3.1. If $X$ is a binary alternating string of length $N$, then (5) holds with equality for every $2 \leq n \leq N$ and $0 \leq k \leq n$.

Consequently, for alternating strings the system of recursive inequalities for $A_{n, k, i}\left(X_{n}\right)$ given in Theorem 3.1 becomes a system of two linear recurrences. Moreover, since the coefficients in (3)-(5) are positive and the initial values $A_{1, k, i}\left(X_{1}\right)$ are independent of $X_{1}$, we directly obtain the following corollary.

Corollary 3.2. For any $n \geq 1,0 \leq k \leq n$, and $i=0,1$, the maximum values $A_{n, k, i}$ and $A_{n, k}$ of $A_{n, k, i}\left(X_{n}\right)$ and $A_{n, k}\left(X_{n}\right)$ over all $X_{n}$ of length $n$ are both achieved if $X_{n}$ is alternating and are determined by the linear recurrences

$$
\begin{gather*}
A_{n, k, 0}=A_{n-1, k, 0}+A_{n-1, k, 1}  \tag{6}\\
A_{n, k, 1}=A_{n, k-1,0}+A_{n-1, k-1,1},
\end{gather*}
$$

for $n \geq 2$ and $0 \leq k \leq n$, with the initial values $A_{1,0,0}=1, A_{1,0,1}=0, A_{1,1,0}=0$, and $A_{1,1,1}=2$, assuming that $A_{n, k, i}=0$ if $k<0$ or $k>n$, along with the linear equation

$$
\begin{equation*}
A_{n, k}=A_{n, k, 0}+A_{n, k, 1} \tag{8}
\end{equation*}
$$

After certain manipulations with (6)-(8), it is not difficult to obtain a linear recurrence for $A_{n, k}$.

Corollary 3.3. For every $n \geq 3$ and $0 \leq k \leq n$ we have

$$
\begin{equation*}
A_{n, k}=A_{n-1, k}+2 A_{n-1, k-1}-A_{n-2, k-1} \tag{9}
\end{equation*}
$$

with the initial values $A_{1,0}=1, A_{1,1}=2, A_{2,0}=1, A_{2,1}=3$, and $A_{2,2}=4$, assuming that $A_{n, k}=0$ if $k<0$ or $k>n$.

Corollary 3.3 together with (1) results in a linear recurrence for $A_{n}$ which can be solved easily.

Corollary 3.4. For every $n \geq 3$ we have

$$
\begin{equation*}
A_{n}=4 A_{n-1}-2 A_{n-2} \tag{10}
\end{equation*}
$$

with the initial values $A_{1}=4$ and $A_{2}=14$. The solution to (10) is given by

$$
\begin{equation*}
A_{n}=\frac{\sqrt{2}+1}{2}(2+\sqrt{2})^{n}-\frac{\sqrt{2}-1}{2}(2-\sqrt{2})^{n}, \quad n \geq 1 \tag{11}
\end{equation*}
$$

Corollary 3.4 and (2) determine the desired upper bound $P_{n}$ on the constrained embedding probability. The bound is exponentially small for large $n$.

Corollary 3.5. We have that

$$
\begin{equation*}
P_{n}=\frac{\sqrt{2}+1}{2}\left(\frac{2+\sqrt{2}}{4}\right)^{n}-\frac{\sqrt{2}-1}{2}\left(\frac{2-\sqrt{2}}{4}\right)^{n}, \quad n \geq 1 \tag{12}
\end{equation*}
$$

We proceed now by discussing the upper bound from [5]. There it is shown that for any $1 \leq m \leq n$,

$$
\begin{equation*}
P_{n} \leq P_{m}^{\lfloor n / m\rfloor} \leq\left(\frac{A_{m}^{1 / m}}{4}\right)^{n-m+1} \tag{13}
\end{equation*}
$$

where $\lfloor x\rfloor$ denotes the integer part of $x$. Note that (13) is a simple consequence of (1) and the fact that any strict 1 -embedding of a concatenation of binary strings can be represented as a concatenation of strict 1 -embeddings of individual strings and vice versa. Interestingly enough, it follows that any $P_{m}<1$ results in an exponentially small upper bound on the constrained embedding probability. As is shown in [5] by direct counting, it turns out that $P_{m}$ is smaller than one for every $2 \leq m \leq 7$. The sharpest bound is obtained for $m=7$. Clearly our bound (12), which is based on the analytical expression (11) for $A_{n}$, is sharper.

Finally, it is not difficult to see that the upper bound $A_{n}$ can be further improved if instead of (1) we use

$$
\begin{equation*}
A_{n}^{\prime}=\sum_{k=0}^{n} 2^{n-k} A_{n, k, 1} \tag{14}
\end{equation*}
$$

which is equal to $A_{n}-2 A_{n-1}$, for $n \geq 2$, and $A_{1}^{\prime}=2$. In view of (11), the corresponding upper bound on the constrained embedding probability $P_{n}^{\prime}=2^{-2 n} A_{n}^{\prime}$ is then given by the following corollary.

Corollary 3.6. We have that

$$
\begin{equation*}
P_{n}^{\prime}=\frac{1}{2}\left(\frac{2+\sqrt{2}}{4}\right)^{n}+\frac{1}{2}\left(\frac{2-\sqrt{2}}{4}\right)^{n}, \quad n \geq 1 . \tag{15}
\end{equation*}
$$

4. Conclusion. In this paper, a counting combinatorial problem raised in [5] is analytically solved and an upper bound on the probability that a given binary string of length $n$ can be embedded into a uniformly distributed random binary string of length $2 n$ by inserting at most one bit between any two successive bits and an arbitrary number of bits at the end is thus determined. The solution is obtained by deriving suitable recursive characteristics of certain numbers of binary strings of a given length that satisfy appropriate embedding properties. The probability is important for the cryptanalytic problem [5], [3] of the initial state reconstruction of a binary clock-controlled shift register that is clocked at least once and at most twice per each output symbol, given a segment of its output sequence. The obtained bound is sharper than the one from [5] where the underlying combinatorial problem is treated by direct counting for small string lengths. Both the bounds are exponentially small for large string lengths which shows that the required length of the output sequence for the successful reconstruction is linear in the shift register length. The developed theoretical approach may also be useful for solving a more general constrained embedding problem with an arbitrary maximum number of consecutive insertions or a
modified embedding problem with permitted substitutions, both relevant for the general cryptanalytic problem pointed out in [3]. Apart from that, the result might also be interesting for other problems of sequence comparison [4] as well, especially for synchronization error-correcting codes; see [1], [2], for example.
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#### Abstract

A cutting plane algorithm is presented for solving combinatorial linear programsinteger programs with $0 / 1$ vertices represented by a separation oracle. The algorithm is a standard cutting plane method but uses a prescribed dual criterion for choosing a cut at each iteration. As a result, it is possible to demonstrate that for problems containing a ball whose size is polynomially bounded from below, there exists an algorithm polynomial in the running time of the separation oracle and pseudopolynomial in the size of the objective function. In particular, the cardinality versions of many combinatorial optimization problems are shown to be solvable in polynomial time using this generic algorithm.
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1. Introduction. Cutting plane algorithms for solving integer programs have received considerable attention in recent years. Much of the work has been performed on specific combinatorial optimization problems such as the traveling salesman problem (see, for example, [19] and [20]), but a great deal of work has also been devoted to general integer programs (see, for example, [7], [13], and [21]). Padberg coined the term "branch-and-cut" for branch-and-bound algorithms making extensive use of cutting planes at nodes of the search tree, and branch-and-cut algorithms form the basis for almost all of the recent work in exact algorithms for integer programs.

Yet, while cutting plane algorithms have been used with great frequency and success in practice, very little is known about their convergence properties apart from the fact that in many instances they are finite. In the case of Gomory cutting planes [10], [11], and Fenchel cutting planes [5], finiteness was at one time an issue in and of itself. Lift and project cutting plane procedures using ideas such as those found in [2], [17], and [23] are finite but depend upon an exponential function of the problem dimension. Standard polyhedral cutting plane algorithms commonly employ separation oracles for finding violated inequalities that generate facets of the underlying polyhedron, and in these instances the running time of the cutting plane algorithm is bounded by the number of facets. Unfortunately, in most instances where cutting plane algorithms are actually employed, the number of facets is exponential in the natural problem size. Even for problems that are known to have polynomial algorithms that are not based on cutting planes, such as the matching problem, the theoretical behavior of cutting plane algorithms remains unexplored. The importance of convergence properties is far from purely theoretical, since it is well recognized that cutting plane algorithms almost uniformly demonstrate significant "tailing off"substantial progress in early iterations with very little progress in latter iterations. While general observations can be made explaining this phenomenon, a better theoretical understanding of the convergence properties of cutting plane algorithms may lead to variants which at least partially overcome this difficulty.

[^35]An alternative to more standard cutting plane methods is the ellipsoid algorithm, the convergence properties of which are well studied and theoretically quite satisfactory. (See [4].) Like cutting plane algorithms, the ellipsoid algorithm does not require an explicit representation of the linear program being solved, instead requiring only the existence of a separation oracle. The polynomiality of the ellipsoid algorithm in the presence of a polynomial separation oracle was recognized early in the development of the ellipsoid algorithm, and is extensively elaborated upon in [12]. In fact, the unique theoretical properties of the ellipsoid algorithm are responsible for its continued significance in combinatorial optimization. Nonetheless, the algorithm performs so poorly in practice that it has been all but abandoned, and in problems where the underlying linear program is represented by a separation oracle more standard cutting plane algorithms continue to be used.

In light of the favored status of standard cutting plane algorithms in practice, their convergence properties remain compelling. In this paper we develop a cutting plane algorithm whose complexity is unrelated to the number of facets defining the underlying optimization polyhedron. The algorithm is a standard cutting plane method but uses a prescribed dual criterion for choosing a cut at each iteration. As a result, it is possible to demonstrate that for problems containing a ball whose size is polynomially bounded from below, there exists an algorithm polynomial in the running time of the separation oracle and pseudopolynomial in the size of the objective function. In particular, the cardinality versions of many combinatorial optimization problems are shown to be solvable in polynomial time using this generic cutting plane algorithm.

The optimization problem to be considered is

$$
\begin{array}{ll}
\max & c x \\
\text { s.t. } & x \in \mathcal{P} \tag{P}
\end{array}
$$

where $\mathcal{P}$ is a polyhedron. Rather than assuming $\mathcal{P}$ is represented by an explicit set of linear inequalities, we assume instead that it is represented by a separation algorithm, SEPARATE, defined as follows.

Separate. Given a point $\bar{x} \in \mathrm{R}^{n}$, find an inequality $\pi x \leq \delta$ satisfying $\pi \bar{x}>\delta$ and $\pi x \leq \delta$ for all $x \in \mathcal{P}$, or prove that no such inequality exists.

Polyhedra represented in this form commonly arise in the context of integer and mixed-integer programming, where $\mathcal{P}$ corresponds to the convex hull of feasible integer solutions for the underlying problem and an explicit inequality description is not typically known. We make the following assumptions.

Assumptions. 1. $\mathcal{P} \subseteq \mathrm{R}^{n}$ is full dimensional and contains the origin in its interior.
2. There exists a ball of radius $r \leq 1$ centered at the origin and contained in $\mathcal{P}$ and a ball of radius $R \geq 1$ centered at the origin which contains $\mathcal{P}$.
3. $c$ is integral and the absolute value of each element of $c$ is bounded by $C$.
4. The extreme points $\bar{x}$ of $\mathcal{P}$ can be expressed as $\bar{x} / M$, where $\bar{x}$ is integral and the absolute value of each element of $\bar{x}$ is bounded by $N$.

Translating $\mathcal{P}$ so that the origin is contained in its interior is primarily for expository purposes, since it allows 1-polar results to be applied without constant reference to a virtual origin. The 1-polar $\Pi_{1}$ of $\mathcal{P}$ is defined by

$$
\Pi_{1}=\left\{\pi \in \mathbf{R}^{n}: \pi x \leq 1 \text { is valid for } \mathcal{P}\right\} .
$$

With the origin contained in the interior of $\mathcal{P}$, every valid inequality for $\mathcal{P}$ is represented in $\Pi_{1}$ (up to scalar multiplication). The following proposition is used extensively and without explicit reference in the results to be presented [18].

Proposition 1.1. Suppose $\mathcal{P}$ is bounded and contains the origin in its interior. Then $\Pi_{1}$ is a polyhedron, and $x \pi \leq 1$ is a facet defining inequality of $\Pi_{1}$ if and only if $x$ is an extreme point of $\mathcal{P}$. Further, $\mathcal{P}$ is the 1-polar of $\Pi_{1}$.

The following results are easily verified and will prove useful in the exposition to follow. Throughout the paper, $\|\cdot\|$ will be used to denote the $\ell_{2}$ norm of a vector, and $\log$ will denote the base 2 logarithm unless otherwise indicated.

Proposition 1.2. Given a problem (P) satisfying assumptions 1 through 4, the following conditions are true.

1. Every extreme point solution of $\mathcal{P}$ has objective function value $p / M$ in $(\mathrm{P})$, where $p$ is an integer in the interval $[-N C n, N C n]$. In particular, the optimal value of $(\mathrm{P})$ is $p / M$, where $p \in[0, N C n]$.
2. For any $\pi \in \Pi_{1},\|\pi\| \leq 1 / r$.
3. Algorithm. Given a problem (P) as described in the previous section, a generic implementation of standard cutting plane methods proceeds as follows. The polyhedron $\mathcal{P}$ is first approximated by at least $n$ linearly independent constraints $\pi_{i} x \leq 1$ with the property that maximizing $c x$ subject to these constraints yields a finite solution $\hat{x}$. A separation oracle is then invoked to determine if $\hat{x} \in \mathcal{P}$, and if so the algorithm terminates with $\hat{x}$ optimal for ( P ). Otherwise, the separating hyperplane $\tilde{\pi} x \leq 1$ is included in the set of constraints approximating $\mathcal{P}$ and the process continues. An idealized version of this algorithm maintains exactly $n$ linearly independent constraints at each iteration, replacing one incumbent constraint with the cutting plane generated at each iteration.

The proposed algorithm varies from the standard framework in two regards. First, it maintains $n+1$ affinely independent constraints rather than $n$ constraints, and this is essential in proving the convergence properties of the algorithm. Second, the algorithm is based on solving a collection of validity problems rather than a single optimization problem, where each validity problem is solved using cutting planes. More specifically, the proposed algorithm proceeds in a sequence of major iterations indexed by $s$ where the optimal objective function value is assumed to be $v^{s}$. The algorithm then verifies or refutes this condition by determining whether or not the constraint $c^{s} x \leq 1, c^{s}=$ $c / v^{s}$, is valid for $\mathcal{P}$. The algorithm begins with the procedure MAIN shown in Fig. 1, which is primarily a binary search procedure. It calls VALIDITY to determine if the constraint $c^{s} x \leq 1$ is valid for $\mathcal{P}$ or not, and OPTIMAL to construct an optimal solution from a near optimal solution at the termination of the algorithm.

Input: A problem (P) satisfying assumptions 1 through 4.
Output: An optimal extreme point solution $x^{*}$ to $(\mathrm{P})$ and its optimal value $v^{*}$.
0. Initialize. Let $v_{L B}^{0}=0, v_{U B}^{0}=N C n / M$, and $\tilde{x}=0$. Let $s=0$.

1. Let $s=s+1, v^{s}=\left\lfloor M\left(v_{L B}^{s}+v_{U B}^{s}\right) / 2\right\rfloor / M$, and $c^{s}=c / v^{s}$. If $v^{s}=v_{L B}^{s}$ call $\operatorname{OPTIMAL}(\tilde{x})$, let $x^{*}$ be the value returned by this algorithm, let $v^{*}=v_{U B}^{s}$, and stop. Otherwise, continue with step 2.
2. If $\left\|c^{s}\right\|>1 / r, c^{s} x \leq 1$ is not valid for $\mathcal{P}$; go to step 3 . Otherwise, call VALIDITY $\left(c^{s}\right)$.
3. If VALIDITY determines that $c^{s} x \leq 1$ is valid for $\mathcal{P}$, let $v_{U B}^{s}=v^{s}$. Otherwise, let $v_{L B}^{s}=v^{s}$ and let $\tilde{x}$ be the value of $x$ returned by VALIDITY. Continue with step 1.

Fig. 1. Procedure MAIN.

Key to the operation of the overall algorithm is procedure VALIDITY. (See Fig. 2.) At iteration $t$, VALIDITY maintains a set $Q^{t}$ of $n+1$ affinely independent valid inequalities $\pi_{i} x \leq 1$ for $\mathcal{P}$ and makes use of procedures CLOSE and SEPSTEP. In each iteration, the procedure either demonstrates the validity or invalidity of the constraint $c^{s} x \leq 1$ or it determines a new set of valid inequalities $Q^{t}$ differing from the previous set by a single constraint. Validity is demonstrated by showing that $c^{s}$ is contained in or almost contained in $\operatorname{conv}\left(Q^{t}\right)$, and determining this condition is the purpose of CLOSE. Invalidity is determined by finding a point $\tilde{x} \in \mathcal{P}$ such that $c^{s} \tilde{x}>1$, which is the function of SEPSTEP. If neither validity nor invalidity of the constraint $c^{s} x \leq 1$ is determined during a particular iteration $t, Q^{t}$ is modified by excluding a constraint determined by CLOSE and including a constraint determined by SEPSTEP. Invalidity can also be determined by performing a fixed number of iterations of VALIDITY, and this is an extremely important consideration in bounding the work performed by the algorithm.

Input: A problem (P) satisfying assumptions 1 through 4 and a constraint $c^{s} x \leq 1$.
Output: A point $\tilde{x} \in \mathcal{P}$ satisfying $c^{s} \tilde{x}>1$ or a proof that no such $\tilde{x}$ exists.
0. Initialize. Let $t=0$. Determine a set of $n+1$ affinely independent valid inequalities $\pi_{i}^{t} x \leq 1$ for $\mathcal{P}$ and let $Q^{t}=\left\{\pi_{1}^{t}, \ldots, \pi_{n+1}^{t}\right\}$.

1. Call $\operatorname{CLOSE}\left(c^{s}, Q^{t}\right)$. If the returned value $\pi_{0}^{t} \in \operatorname{conv}\left(Q^{t}\right)$ satisfies $\left\|c^{s}-\pi_{0}^{t}\right\|<$ $(R N C n)^{-1}$, return; $c^{s} x \leq 1$ is valid for $\mathcal{P}$. Otherwise, let $\pi_{k}^{t}$ be the element of $Q^{t}$ returned by CLOSE.
2. Call $\operatorname{SEPSTEP}\left(c^{s}, \pi_{0}^{t}\right)$. If a value $\tilde{x}^{t} \in \mathcal{P}$ satisfying $c^{s} \tilde{x}^{t}>1$ is returned, return; $c^{s} x \leq 1$ is invalid for $\mathcal{P}$. Otherwise, let $Q^{t+1}=Q^{t} \cup\left\{\tilde{\pi}^{t}\right\}-\left\{\pi_{k}^{t}\right\}$, where $\tilde{\pi}^{t} x \leq 1$ is the separating hyperplane returned by SEPSTEP.
3. Let $t=t+1$. If

$$
t=2\left(\frac{4 R N C n}{r}\right)^{2}\left|\log _{e}\left(\frac{r}{2 R N C n}\right)\right|
$$

return; $c^{s} x \leq 1$ is valid for $\mathcal{P}$. Otherwise, go to step 1 .

## Fig. 2. Procedure VALIDITY.

CLOSE (see Fig. 3) takes as input the collection $Q^{t}$ of $n+1$ valid inequalities for $\mathcal{P}$ maintained by VALIDITY and seeks to determine if $c^{s}$ can be expressed as a convex combination of these vectors. It accomplishes this task by seeking the unique point $\pi_{0}^{t} \in \operatorname{conv}\left(Q^{t}\right)$ closest to $c^{s}$. If $\pi_{0}^{t}$ is sufficiently close to $c^{s}$, indicating that $c^{s}$ is either contained in or nearly contained in $\operatorname{conv}\left(Q^{t}\right)$, CLOSE returns only $\pi_{0}^{t}$ as an indicator of this fact. Otherwise, CLOSE returns both $\pi_{0}^{t}$ and a $\pi_{k}^{t} \in Q^{t}$ such that $\alpha_{k}=0$ in the expression $\pi_{0}^{t}=\sum_{Q^{t}} \alpha_{i} \pi_{i}^{t}$; that is, $\pi_{0}^{t}$ can be expressed as a convex combination of the vectors in $Q^{t}-\left\{\pi_{k}^{t}\right\}$.

SEPSTEP (see Fig. 4) takes as input the direction $d=\left(c^{s}-\pi_{0}^{t}\right) /\left\|c^{s}-\pi_{0}^{t}\right\|$ and seeks to determine how far it is possible to move in this direction from the origin while remaining in the polyhedron $\mathcal{P}$. More to the point, it conceptually seeks $\tilde{x}_{0}^{t}=\theta d$, $\theta>0$, on the boundary of $\mathcal{P}$ and a constraint $\tilde{\pi}_{0}^{t} x \leq 1$ defining the face of $\mathcal{P}$ in which $\tilde{x}_{0}^{t}$ resides. In actuality, it uses binary search to determine approximations $\tilde{x}^{t}$ of $\tilde{x}_{0}^{t}$ and $\tilde{\pi}^{t}$ of $\tilde{\pi}_{0}^{t}$ with $\tilde{x}^{t} \in \mathcal{P}$ and $\tilde{\pi}^{t} x \leq 1$ valid for $\mathcal{P}$. If $c^{s} \tilde{x}^{t}>1$ the procedure returns $\tilde{x}^{t}$ as proof that $c^{s} x \leq 1$ is not valid for $\mathcal{P}$; otherwise, it returns $\tilde{\pi}^{t} x \leq 1$ as a new valid inequality for $\mathcal{P}$, and this inequality is used to replace the inequality $\pi_{k}^{t} x \leq 1$

Input: A set of $n+1$ affinely independent vectors $\pi_{1}, \ldots, \pi_{n+1}$ and a distinguished point $c^{s}$.
Output: The unique point $\pi_{0}$ satisfying $\left\|c^{s}-\pi_{0}\right\| \leq\left\|c^{s}-\pi\right\|$ for all $\pi \in$ $\operatorname{conv}\left(\pi_{1}, \ldots, \pi_{n+1}\right)$, and if $c^{s} \notin \operatorname{conv}\left(\pi_{1}, \ldots, \pi_{n+1}\right)$ a value $\pi_{k}$ such that $\pi_{0} \in$ $\operatorname{conv}\left(\pi_{1}, \ldots, \pi_{k-1}, \pi_{k+1}, \ldots, \pi_{n+1}\right)$.
Procedure: Apply the algorithm of Kojima, Mizuno, and Yoshise [14] to solve the linear complementary problem

$$
\begin{aligned}
& {\left[\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3} \\
y_{4} \\
v_{1} \\
v_{2} \\
v_{3}
\end{array}\right]-\left[\begin{array}{rrrrrr} 
& & & & \Pi & -I \\
& & & & -\Pi & I \\
& -e^{T} & & -I \\
& & & & e^{T} & \\
& & & \\
-\Pi^{T} & \Pi^{T} & e & -e & & \\
I & -I & & & & I \\
-I & I & & & & -I \\
& & & & I
\end{array}\right]\left[\begin{array}{l}
u_{1} \\
u_{2} \\
u_{3} \\
u_{4} \\
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{r}
0 \\
0 \\
1 \\
-1 \\
0 \\
-c^{s} \\
c^{s}
\end{array}\right]} \\
& x_{i} v_{i}=0 \quad y_{i} u_{i}=0 \\
& x_{i}, y_{i}, u_{i}, v_{i} \geq 0
\end{aligned}
$$

where $\Pi$ is a matrix with columns $\pi_{1}, \ldots, \pi_{n+1}$ and $e^{T}$ is a row vector of 1 's. Return $\pi_{0}=x_{2}-x_{3}$ and any $\pi_{k}$ such that element $k$ of $x_{1}$ is equal to 0 , if such a $\pi_{k}$ exists.

Fig. 3. Procedure CLOSE.
Input: A problem ( P ) satisfying assumptions 1 through 4 and vectors $c^{s}$ and $\pi_{0}$.
Output: A point $\tilde{x} \in \mathcal{P}$ satisfying $c^{s} \tilde{x}>1$ or a valid inequality $\tilde{\pi} x \leq 1$ for $\mathcal{P}$.
0. Initialize. Let $h=0, d=\left(c^{s}-\pi_{0}\right) /\left\|c^{s}-\pi_{0}\right\|, u_{L B}^{h}=r$, and $u_{U B}^{h}=R+r$. Call SEPARATE $\left(u_{U B}^{h} d\right)$ and let $\tilde{\pi} x \leq 1$ be the separating hyperplane that is returned.

1. Let $u^{h}=\frac{1}{2}\left(u_{L B}^{h}+u_{U B}^{h}\right)$.
2. Call SEPARATE $\left(u^{h} d\right)$. If $u^{h} d \in \mathcal{P}$ let $u_{L B}^{h}=u^{h}$, otherwise let $u_{U B}^{h}=u^{h}$ and let $\tilde{\pi} x \leq 1$ be the separating hyperplane returned by SEPARATE.
3. Let $h=h+1$. If $c^{s}\left(u_{L B}^{h} d\right)>1$ return $\tilde{x}=u_{L B}^{h} d$. Otherwise, if $h \geq$ $\log 2 R^{2} r^{-2} N C n$ return the valid inequality for $\mathcal{P}, \tilde{\pi} x \leq 1$. Otherwise, go to step 1 .

Fig. 4. Procedure SEPSTEP.
in $Q^{t}$ determined by CLOSE. It is often the case in practice that when a separation oracle exists a direct "step-length" oracle exists as well so that binary search need not be used.

The remaining procedure, OPTIMAL (see Fig. 5), is a purification procedure that generates an optimal solution to $(\mathrm{P})$ from a near optimal solution. It is discussed in greater detail in $\S 4$.

It is important to realize that while the algorithm is expressed using concepts

Input: A problem (P) satisfying assumptions 1 through 4, a vector $c$, and a point $\tilde{x} \in \mathcal{P}$ satisfying $c \tilde{x}>v^{*}-1 / M$, where $v^{*}$ is the optimal value of $(\mathrm{P})$. Output: An optimal solution for (P).
0. Initialize. Let $q=0, \tilde{x}^{q}=\tilde{x}$, and let $B$ be the null matrix. Let $d^{q}$ be any non-descent direction with respect to $c$.

1. Use SEPARATE in a binary search algorithm to determine the largest value $\tilde{\theta}$ of $\theta$ such that $\tilde{x}^{q}+\theta d^{q} \in \mathcal{P}$ and a valid inequality $\tilde{\pi}^{q} x \leq 1$ for $\mathcal{P}$ such that $\tilde{\pi}^{q}\left(\tilde{x}^{q}+\tilde{\theta} d^{q}\right)=1$. Let $\tilde{x}^{q+1}=\tilde{x}^{q}+\tilde{\theta} d^{q}$ and append $\tilde{\pi}^{q}$ to $B$ as a new row. If $q+1=n$, return the value $\tilde{x}^{q+1}$.
2. Let $d^{q+1}$ be any non-descent direction with respect to $c$ contained in the nullspace of $B$. Let $q=q+1$ and go to step 1 .

Fig. 5. Procedure OPTIMAL.
related to the primal space in which $\mathcal{P}$ resides, motivation for the algorithm comes from the dual space in which $\Pi_{1}$ resides. In this space, the direction $d=\left(c^{s}-\pi_{0}^{t}\right) / \| c^{s}-$ $\pi_{0}^{t} \|$ passed to SEPSTEP by VALIDITY can be seen as defining an objective function that when maximized on $\Pi_{1}$ yields an optimal solution $\tilde{\pi}^{t}$ with the properties required to achieve the convergence criteria embodied in the statement of Theorem 3.2. The dual interpretation of SEPSTEP is that it yields a solution $\tilde{\pi}^{t}$ to this optimization problem of high accuracy using binary search and SEPARATE as a validity oracle for $\Pi_{1}$.

Apart from the binary search aspect of MAIN dictated by solving a sequence of validity problems, the major difference between the proposed algorithm and standard cutting plane algorithms is the way in which the cutting plane is chosen. Rather than being driven by seeking to separate the incumbent linear programming solution from $\mathcal{P}$, the algorithm is instead driven by seeking to express $c^{s}$ as a convex combination of valid inequalities for $\mathcal{P}$, thus demonstrating that $c^{s} x \leq 1$ is itself valid for $\mathcal{P}$. It is this dual approach which leads to a complexity independent of the number of facets of $\mathcal{P}$.
3. Proof of correctness. A number of issues remain to be addressed in order to demonstrate the correctness of the algorithm. We begin by making some observations about the algorithm that do not require explicit proof but are fundamental to understanding the algorithm.

Proposition 1.2 guarantees that $v_{L B}^{0}$ and $v_{U B}^{0}$ as defined in MAIN represent lower and upper bounds on the optimal value of $(\mathrm{P})$, and that every extreme point of ( P ) has an objective function value that is a multiple of $1 / M$. The operation of MAIN guarantees that $v_{L B}^{0}$ and $v_{U B}^{0}$ remain lower and upper bounds on the optimal value of ( P ). Thus, when MAIN terminates, $v^{*}$ is the optimal value for ( P ), and while $\tilde{x}$ is not optimal for $(\mathrm{P})$ it is feasible and $c \tilde{x}>v^{*}-1 / M$. The point $\tilde{x}$ is therefore near optimal in the sense of having objective function value better than any nonoptimal extreme points of $\mathcal{P}$. These facts are important to the operation of OPTIMAL. The claim made in step 2 of MAIN follows directly from Proposition 1.2.1.

CLOSE is a direct application of the algorithm of Kojima, Mizuno, and Yoshise [14] to the linear complementarity problem derived from the Karush-Kuhn-Tucker conditions associated with finding the closest point $\pi_{0}$ to $c^{s}$ contained in $\operatorname{conv}\left(\pi_{1}, \ldots, \pi_{n+1}\right)$. The solution of this problem is such that $\pi_{0}=x_{2}-x_{3}$ and $x_{1}$ is the vector of weights expressing $\pi_{0}$ as a convex combination of the points $\pi_{1}, \ldots, \pi_{n+1}$; that is, $\pi_{0}=\Pi x_{1}$.

Note that if $c^{s} \notin \operatorname{conv}\left(\pi_{1}, \ldots, \pi_{n+1}\right)$, at least one of the entries in $x_{1}$ must be 0 , as implied in the statement of the algorithm.

The definitions of $R$ and $r$ ensure that $u_{L B}^{0} d \in \mathcal{P}$ and $u_{U B}^{0} d \notin \mathcal{P}$ in SEPSTEP. The values $u_{L B}^{h} d$ and $u_{U B}^{h} d$ remain contained in and not contained in $\mathcal{P}$, respectively, by virtue of the binary search nature of the procedure.

Two issues require explicit verification, both found in VALIDITY. First, it must be demonstrated that when VALIDITY terminates in step 1, it is correct to conclude that $c^{s} x \leq 1$ is a valid inequality for $\mathcal{P}$. Second, it must be demonstrated that when VALIDITY terminates in step 3 after the stated number of iterations it is correct to reach this same conclusion. The following theorem addresses the first question.

Theorem 3.1. Let $c^{s}=\frac{M}{p} c$, where $p \in[1, N C n]$ is an integer, and suppose $c^{s} \notin \Pi_{1}$. Then for any $\pi \in \Pi_{1}, \stackrel{p}{\|} c^{s}-\pi \| \geq(\text { RNCn })^{-1}$.

Proof. Let $q>p$ be the smallest integer such that $\frac{M}{q} c x \leq 1$ is valid for $\mathcal{P}$. By Proposition 1.2.1, $q \leq N C n$ and there exists an $\bar{x} \in \mathcal{P}$ such that $\frac{M}{q} c \bar{x}=1$. Since $\bar{x} \pi \leq 1$ is valid for $\Pi_{1}$, it follows that for any $\pi \in \Pi_{1}$,

$$
\left\|c^{s}-\pi\right\| \geq \frac{1}{\|\bar{x}\|}\left|\bar{x} c^{s}-\bar{x} \pi\right| \geq \frac{1}{\|\bar{x}\|}\left(\bar{x} \frac{M}{p} c-\bar{x} \frac{M}{q} c\right)=\frac{1}{\|\bar{x}\|} M \bar{x} c \frac{q-p}{p q} .
$$

With $q>p$ we have $(q-p) / p q \geq 1 / p q$, and with $\bar{x} c=q / M$ and $\|\bar{x}\| \leq R$ the last expression is greater than or equal to $1 / p R$. Together with the fact that $p \leq N C n$, the desired result follows.

Since CLOSE returns a value $\pi_{0} \in \Pi_{1}$, Theorem 3.1 verifies the termination condition in step 1 of procedure VALIDITY.

The termination condition in step 3 of procedure VALIDITY also depends on Theorem 3.1. It can be shown that $\left\|c^{s}-\pi_{0}^{t}\right\|$ strictly decreases at each iteration $t$ at a rate such that after the number of iterations stated in step 3 of procedure VALIDITY, $\left\|c^{s}-\pi_{0}^{t}\right\|<(R N C n)^{-1}$. Thus, by Theorem 3.1, if $c^{s} x \leq 1$ is not valid for $\mathcal{P}$, procedure VALIDITY must terminate within this number of iterations. The following theorem demonstrates the rate at which $\left\|c^{s}-\pi_{0}^{t}\right\|$ decreases.

Theorem 3.2. If $c^{s} \notin \Pi_{1}$, then at iteration $t$ of VALIDITY,

$$
\begin{equation*}
\left\|c^{s}-\pi_{0}^{t+1}\right\| \leq\left[1-\left(\frac{r}{4 R N C n}\right)^{2}\right]^{1 / 2}\left\|c^{s}-\pi_{0}^{t}\right\| \tag{1}
\end{equation*}
$$

Proof. In order to demonstrate (1) it is shown that some point $\bar{\pi}^{t}$ on the line segment connecting $\pi_{0}^{t}$ and $\tilde{\pi}^{t}$ defined in VALIDITY satisfies

$$
\begin{equation*}
\left\|c^{s}-\bar{\pi}^{t}\right\| \leq\left[1-\left(\frac{r}{4 R N C n}\right)^{2}\right]^{1 / 2}\left\|c^{s}-\pi_{0}^{t}\right\| \tag{2}
\end{equation*}
$$

Since $\pi_{0}^{t}$ and $\tilde{\pi}^{t} \in \operatorname{conv}\left(Q^{t+1}\right)$ by the operation of VALIDITY and since $\left\|c^{s}-\pi_{0}^{t+1}\right\| \leq$ $\left\|c^{s}-\bar{\pi}^{t}\right\|$ by the definition of $\pi_{0}^{t+1}$, (1) follows.

It is shown in Lemma 3.4 that $\tilde{\pi}^{t}$ returned by SEPSTEP satisfies

$$
\begin{equation*}
\frac{\left(c^{s}-\pi_{0}^{t}\right)}{\left\|c^{s}-\pi_{0}^{t}\right\|} c^{s}-\frac{\left(c^{s}-\pi_{0}^{t}\right)}{\left\|c^{s}-\pi_{0}^{t}\right\|} \tilde{\pi}^{t} \leq \frac{1}{2 R N C n} \tag{3}
\end{equation*}
$$

and since $c^{s} \notin \Pi_{1}$ it follows by Theorem 3.1 that

$$
\begin{equation*}
\left\|c^{s}-\pi_{0}^{t}\right\|=\frac{\left(c^{s}-\pi_{0}^{t}\right)}{\left\|c^{s}-\pi_{0}^{t}\right\|} c^{s}-\frac{\left(c^{s}-\pi_{0}^{t}\right)}{\left\|c^{s}-\pi_{0}^{t}\right\|} \pi_{0}^{t} \geq \frac{1}{R N C n} \tag{4}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\frac{\left(c^{s}-\pi_{0}^{t}\right)}{\left\|c^{s}-\pi_{0}^{t}\right\|} \tilde{\pi}^{t}-\frac{\left(c^{s}-\pi_{0}^{t}\right)}{\left\|c^{s}-\pi_{0}^{t}\right\|} \pi_{0}^{t} \geq \frac{1}{2 R N C n} . \tag{5}
\end{equation*}
$$

Let $\bar{\pi}^{t}$ be the projection of $c^{s}$ onto the line defined by $\pi_{0}^{t}$ and $\tilde{\pi}^{t}$. If $\bar{\pi}^{t}=c^{s}$ then $\pi_{0}^{t}, \tilde{\pi}^{t}$, and $c^{s}$ are colinear, in which case (3) and (4) imply $\left\|c^{s}-\tilde{\pi}^{t}\right\| \leq\left\|c^{s}-\pi_{0}^{t}\right\| / 2$. With $\tilde{\pi}^{t} \in Q^{t+1}$ by the operation of VALIDITY, this would complete the proof.

Thus, suppose $\bar{\pi}^{t} \neq c^{s}$ and consider the right triangle formed by $\pi_{0}^{t}, \bar{\pi}^{t}$, and $c^{s}$. By (5), we can restrict attention to the two cases $\bar{\pi}^{t} \in \operatorname{conv}\left(\pi_{0}^{t}, \tilde{\pi}^{t}\right)$ and $\tilde{\pi}^{t} \in \operatorname{conv}\left(\pi_{0}^{t}, \bar{\pi}^{t}\right)$. If $\bar{\pi}^{t} \in \operatorname{conv}\left(\pi_{0}^{t}, \tilde{\pi}^{t}\right)$ then $\bar{\pi}^{t} \in \operatorname{conv}\left(Q^{t+1}\right)$ since $\pi_{0}^{t}, \tilde{\pi}^{t} \in Q^{t+1}$ by the operation of VALIDITY. Letting $\theta$ be the angle between the vectors ( $c^{s}-\pi_{0}^{t}$ ) and ( $\tilde{\pi}^{t}-\pi_{0}^{t}$ ), we have by the definition of $\bar{\pi}^{t}$ that $\left\|c^{s}-\bar{\pi}^{t}\right\| /\left\|c^{s}-\pi_{0}^{t}\right\|=\sin \theta$. Letting $\tilde{\pi}_{p}^{t}$ be the projection of $\tilde{\pi}^{t}$ onto the line defined by $\pi_{0}^{t}$ and $c^{s}$, we also have $\cos \theta=\left\|\tilde{\pi}_{p}^{t}-\pi_{0}^{t}\right\| /\left\|\tilde{\pi}^{t}-\pi_{0}^{t}\right\|$. By Proposition 1.2.2, $\left\|\tilde{\pi}^{t}-\pi_{0}^{t}\right\| \leq 2 / r$, and by (5),

$$
\left\|\tilde{\pi}_{p}^{t}-\pi_{0}^{t}\right\|=\frac{\left(c^{s}-\pi_{0}^{t}\right)}{\left\|c^{s}-\pi_{0}^{t}\right\|} \tilde{\pi}^{t}-\frac{\left(c^{s}-\pi_{0}^{t}\right)}{\left\|c^{s}-\pi_{0}^{t}\right\|} \pi_{0}^{t} \geq \frac{1}{2 R N C n}
$$

Thus, $\cos \theta \geq r / 4 R N C n$ and

$$
\frac{\left\|c^{s}-\bar{\pi}^{t}\right\|}{\left\|c^{s}-\pi_{0}^{t}\right\|}=\sin \theta=\left(1-\cos ^{2} \theta\right)^{1 / 2} \leq\left[1-\left(\frac{r}{4 R N C n}\right)^{2}\right]^{1 / 2}
$$

Finally, consider the case $\tilde{\pi}^{t} \in \operatorname{conv}\left(\pi_{0}^{t}, \bar{\pi}^{t}\right)$. By the definition of $\bar{\pi}^{t}$, this can only occur if $\tilde{\pi}^{t}$ is contained in the sphere of radius $\left\|c^{s}-\pi_{0}^{t}\right\| / 2$ centered between $c^{s}$ and $\pi_{0}^{t}$. By (3) and (4), it follows that $\left\|c^{s}-\tilde{\pi}^{t}\right\| \leq \frac{1}{\sqrt{2}}\left\|c^{s}-\pi_{0}^{t}\right\|$. With $\tilde{\pi}^{t} \in \Pi_{1}$ by the operation of SEPSTEP, the proof is complete.

It remains only to show that condition (3) assumed in the proof of Theorem 3.2 is guaranteed by the operation of the algorithm, and this is demonstrated in Lemma 3.4. However, before proving this lemma we first make note of the following corollary to Theorem 3.2, which is the main result of this section.

Theorem 3.3. If $c^{s} \notin \Pi_{1}$, then after at most

$$
\begin{equation*}
t=2\left(\frac{4 R N C n}{r}\right)^{2}\left|\log _{e}\left(\frac{r}{2 R N C n}\right)\right| \tag{6}
\end{equation*}
$$

iterations, VALIDITY will return an $\tilde{x} \in \mathcal{P}$ satisfying $c^{s} \tilde{x}>1$.
Proof. By the operation of MAIN, VALIDITY is not called if $\left\|c^{s}\right\|>1 / r$, and since $\left\|\pi_{0}^{0}\right\| \leq 1 / r$ by Proposition $1.2 .2,\left\|c^{s}-\pi_{0}^{0}\right\| \leq 2 / r$. Using this fact and the bound $-\log _{e} a \geq 1-a$ we find that if

$$
t=2\left(\frac{4 R N C n}{r}\right)^{2}\left|\log _{e}\left(\frac{r}{2 R N C n}\right)\right|>2 \log _{e}\left(\frac{r}{2 R N C n}\right) \log _{e}^{-1}\left[1-\left(\frac{r}{4 R N C n}\right)^{2}\right]
$$

then $\left\|c^{s}-\pi_{0}^{t+1}\right\|<(R N C n)^{-1}$, causing VALIDITY to return as specified.
Lemma 3.4. If SEPSTEP returns a valid inequality $\tilde{\pi} x \leq 1$ for $\mathcal{P}$ then

$$
d c^{s}-d \tilde{\pi}=\frac{\left(c^{s}-\pi_{0}\right) c^{s}-\left(c^{s}-\pi_{0}\right) \tilde{\pi}}{\left\|c^{s}-\pi_{0}\right\|} \leq \frac{1}{2 R N C n}
$$

Proof. Since $\left\|u_{L B}^{0} d\right\| \leq r$ and $\left\|u_{U B}^{0} d\right\|>R$ it follows by assumption 2 that $u_{L B}^{0} d \in \mathcal{P}$ while $u_{U B}^{0} d \notin \mathcal{P}$, and by the operation of SEPSTEP $u_{L B}^{h} d \in \mathcal{P}$ and $u_{U B}^{h} d \notin \mathcal{P}$ are maintained throughout.

Let $H=\log 2 R^{2} r^{-2} N C n$, the number of iterations performed by the procedure when a separating hyperplane is returned. Since $\tilde{\pi} x \leq 1$ separates $u_{U B}^{H} d$ from $\mathcal{P}$, $\tilde{\pi}\left(u_{U B}^{H} d\right)>1$. Further, $c^{s}\left(u_{L B}^{H} d\right) \leq 1$, for otherwise the procedure would return $\tilde{x}$ instead of $\tilde{\pi}$. Thus,

$$
d c^{s}-d \tilde{\pi}<\frac{1}{u_{L B}^{H}}-\frac{1}{u_{U B}^{H}}=\frac{u_{U B}^{H}-u_{L B}^{H}}{u_{L B}^{H} u_{U B}^{H}} \leq \frac{u_{U B}^{H}-u_{L B}^{H}}{\left(u_{L B}^{H}\right)^{2}}
$$

Given that $u_{U B}^{0}-u_{L B}^{0}=R$, it follows that after $H$ iterations of SEPSTEP $u_{U B}^{H}-$ $u_{L B}^{H} \leq R / 2^{H}$; and since $u_{L B}^{h}$ can only increase, $u_{L B}^{H} \geq r$. Together, these facts imply $d c^{s}-d \tilde{\pi} \leq R / 2^{H} r^{2}$, which in turn implies the desired result.
4. An optimal solution from MAIN. At the conclusion of MAIN, $v^{*}$ is the optimal solution value of $(\mathrm{P})$, but the point $\tilde{x}$ maintained by the algorithm is only nearly optimal. A common way of purifying a near optimal solution is to begin by perturbing the objective function by a small amount so that an optimal solution can be obtained simply by rounding the near optimal solution appropriately. This perturbation poses no difficulty for algorithms having a complexity polynomial in the size of the objective function, but since the algorithm presented here is pseudopolynomial in the size of the objective function an alternative purification method is required.

As mentioned in $\S 3$, when MAIN terminates $\tilde{x}$ is not only feasible for ( P ) but $c \tilde{x}>v^{*}-1 / M$; that is, $\tilde{x}$ has objective function value greater than any extreme point solution of $(\mathrm{P})$ other than any optimal solutions. All OPTIMAL must do, therefore, is find an extreme point solution of $(\mathrm{P})$ with objective function value at least as large as that of $\tilde{x}$, and this extreme point is guaranteed to be optimal for ( P ). Conceptually the process is quite straightforward, consisting of modifying the point $\tilde{x}$ through a sequence of nondescent moves until after $n$ such moves an extreme point is found. This is the basis of procedure OPTIMAL.
5. Analysis. It remains to consider the complexity of the overall algorithm. Here we follow the development of recent interior point methods and focus on the number of arithmetic operations performed in the course of the algorithm without addressing the bit complexity of these operations. A bitwise development would not fundamentally impact the stated results.

CLOSE inherits the complexity of the algorithm of Kojima, Mizuno, and Yoshise, which is $O\left(n^{3} L\right)$, where $L$ is the size of the data defining the linear complementarity problem that must be solved. The entries in $c^{s}$ and $\Pi$ predominate so that $L$ is $O\left(n \log C+n^{2} \log g\right)$, where $g$ is an upper bound on the absolute value of the numerators and denominators in the coefficients of the $\pi_{k}^{t}$ found in $Q^{t}$. Equivalently, $g$ is an upper bound on the absolute value of the numerators and denominators found in the $\tilde{\pi}$ returned by SEPARATE. Using this bound on $L$ we have

$$
\begin{equation*}
O\left(n^{3} L\right)=O\left(n^{4} \log C+n^{5} \log g\right) \tag{7}
\end{equation*}
$$

The complexity of SEPSTEP is also intimately related to the complexity of SEPARATE but directly on the running time $G$ of this algorithm rather than the size $\log g$ of numbers occurring in its output. The amount of work per iteration of SEPSTEP is constant other than the work performed in SEPARATE, and so the
overall complexity is

$$
\begin{equation*}
O\left(G \log 2 R^{2} r^{-2} N C n\right) \tag{8}
\end{equation*}
$$

VALIDITY performs constant work other than the work involved in initialization and the work performed in calls to the procedures CLOSE and SEPSTEP, and by Theorem 3.3 the maximum number of iterations of VALIDITY during any given call is given by (6).

OPTIMAL is called only once at the conclusion of MAIN and performs $n$ iterations. The dual interpretation of step 1 is that of maximizing $d^{q}$ on $\Pi_{1}$ using SEPARATE as a validity oracle. Maximizing a linear function on a bounded polyhedron in $\mathbf{R}^{n}$ contained in a ball of radius $1 / r$ (see Proposition 1.2.2) with constraints of encoding length bounded by $2 n \log \max (M, N)$ (see assumption 4) and objective function $d^{q}$ can be performed in time polynomial in $\log 1 / r, n, \log \max (M, N)$, and the encoding length of $d^{q}$ via binary search; see, for example, [12]. The process generates an optimal extreme point of $\Pi_{1}$ with encoding length polynomial in $n$ and $2 n \log \max (M, N)$. Step 2 of OPTIMAL consists of finding a solution $d^{q}$ to a $q \times n$ system of equations, each of which has encoding length bounded by a polynomial function of $n$ and $2 n \log \max (M, N)$ by the operation of step 1 . A well-known result of Edmonds (see [12]) implies that the direction $d^{q}$ generated by solving this system of equations therefore has encoding length polynomial in $n$ and $2 n \log \max (M, N)$.

Finally, MAIN performs constant work except for calls to VALIDITY and a single call to OPTIMAL, and as a binary search algorithm it performs $\log N C n$ iterations. The overall complexity of the proposed algorithm is given by the product of $\log \mathrm{NCn}$, (6), and the sum of (7) and (8), plus the work done by OPTIMAL. The algorithm is therefore a polynomial function of $R, r, N, C, n, \log 1 / r, \log \max (M, N), \log g$, and $G$, where standard assumptions on the separation oracle imply $\log g$ is polynomially related to $G$. For integer programs with $0 / 1$ vertices, it is trivially verified that $N, M$, and $R$ are polynomial in $n$. Thus, for $0 / 1$ integer programs the proposed algorithm is polynomial in $r, C, n$, and the running time of the separation oracle.

In many $0 / 1$ integer programs the existence of a polynomially bounded ball contained within the feasible set $\mathcal{P}$ is easily verified. One particular class of such problems is that of independence system polyhedra, which are defined by the property that if $x \in \mathcal{P}$ and $y \leq x$ then $y \in \mathcal{P}$. It is easily seen that full dimensional $0 / 1$ independence system polyhedra contain the origin and all of the unit coordinate vectors, and therefore they contain a ball of radius $r=(n+1)^{-3 / 2}$ centered at the point $\left(\frac{1}{n+1}, \ldots, \frac{1}{n+1}\right)$. As a consequence, the proposed algorithm is polynomial in $C$ and the running time of the separation oracle for optimization problems on these polyhedra. In particular, the proposed algorithm represents a generic polynomial cutting plane procedure for the cardinality versions of such problems as matching, T-join, and matroid intersection, among others.
6. Conclusions. A cutting plane algorithm has been presented and analyzed for solving linear programs where the feasible region is represented by a separation oracle, a condition common to many integer and mixed-integer programs. It was demonstrated that for problems containing a ball of polynomially bounded radius the algorithm is polynomial in the running time of the separation oracle and pseudopolynomial in the size of the objective function, and consequences of the algorithm were discussed.

A number of obstacles preclude the use of the algorithm in practice. First, a linear complementarity problem is solved during every iteration of VALIDITY. While
the linear complementarity problems that are encountered are relatively small and each problem in the sequence varies only slightly, they remain a significant bottleneck to the operation of the algorithm. Second, the algorithm is primarily a constraint validity algorithm molded into an optimization algorithm through the use of binary search. While the use of binary search can be mitigated through problem-specific knowledge of an optimal or near optimal solution, as a rule, algorithms based on binary search do not perform as well as more direct methods.

What the algorithm does show, however, is that it is possible to construct a cutting plane algorithm whose complexity does not depend on the number of facets of the underlying polyhedron. Instead, the complexity of the algorithm is fundamentally interrelated with the numerical properties of the extreme points and the objective function. This alternative perspective makes it possible to show that the proposed algorithm is polynomial in some instances where alternative cutting plane algorithms are not. Given the predominance of cutting plane algorithms in applied integer programming, it is hoped that further results along these lines can be developed.
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#### Abstract

For any simplicial complex $\Delta$ and field $K$, one can associate a graded $K$-algebra $K[\Delta]$ (the Stanley-Reisner ring). For certain $\Delta$ and $K$, the Stanley-Reisner rings have a homogeneous system of parameters, $\Theta$, such that $K[\Delta] /\langle\Theta\rangle$ is finite-dimensional, and coefficients of its Hilbert series are the $h$-vector of $\Delta$. The previous constructions of $\Theta$ were noncombinatorial. In the special case of cographic matroids, we give (for any field $K$ ) a combinatorial description of a homogeneous system of parameters in terms of the graph structure, as well as an explicit basis for the resulting quotient algebra. The results have applications to a central problem of reliability, namely the association of a multicomplex to a connected graph, such that the reliability is a simple function of the rank numbers.
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1. Introduction. Let $G$ be a finite undirected connected graph of order $n$ (i.e., with exactly $n$ vertices). Assume that each edge of $G$ is independently operational with probability $p \in[0,1]$ (we denote the failure probability of an edge by $q=1-p$ ). The reliability of $G, \operatorname{Rel}(G, p)$, is the probability that the graph is connected, i.e., the probability that the operational edges form a spanning connected subgraph of $G$. This model of reliability (sometimes called all-terminal reliability in the literature) has been well studied [12], with the preponderance of work carried out on techniques for efficiently bounding the reliability function. One of the best techniques for bounding reliability is due to Ball and Provan [1] and relies on Stanley's [21] inequalities for the $h$-vectors of shellable complexes. The essence is that there is a Cohen-Macaulay standard graded algebra $A=A(G)$ whose $\operatorname{Hilbert}$ series, $\operatorname{Hilbert}(A, x)$, has the property that

$$
\operatorname{Rel}(G, p)=p^{n-1} \operatorname{Hilbert}(A, 1-p)
$$

What is not explicit is how the construction can be carried out combinatorially to find $A$. It is this problem that we consider here.
2. Combinatorial background: Complexes, matroids, and order sets of monomials. A complex $\Delta$ on a finite set $X=\left\{x_{1}, \ldots, x_{m}\right\}$ is simply a collection of subsets (often called faces or independent sets) of $X$ closed under containment. For an independent set $\sigma$ of complex $\Delta$, we let $\bar{\sigma}$ denote the set of subsets of $\sigma$ (of course, $\bar{\sigma} \subseteq \Delta$ ). If $\sigma_{1}$ and $\sigma_{2}$ are any two independent sets of $\Delta$ with $\sigma_{1} \subseteq \sigma_{2}$, the interval $\left[\sigma_{1}, \sigma_{2}\right]=\left\{\sigma: \sigma_{1} \subseteq \sigma \subseteq \sigma_{2}\right\}$. The dimension of a complex $\Delta$ is equal to the cardinality of the largest set in $\Delta$ (this is one more than the definition of dimension usually found in the literature, but will be convenient for our combinatorial applications). We say that $\Delta$ is purely $d$-dimensional if $\Delta$ is $d$-dimensional and every maximal independent set (or facet) of $\Delta$ has cardinality $d$. A purely $d$-dimensional complex $\Delta$ is shellable

[^36]if its facets can be ordered as $\sigma_{1}, \ldots, \sigma_{t}$ with the property that for $i=2, \ldots, t$, $\overline{\sigma_{i}} \cap\left(\bigcup_{j=1}^{i-1} \overline{\sigma_{j}}\right)$ is purely $(d-1)$-dimensional. For any shelling $\sigma_{1}, \ldots, \sigma_{t}$,
$$
\overline{\sigma_{i}}-\bigcup_{j<i} \overline{\sigma_{j}}
$$
is an interval $\left[\tau_{i}, \sigma_{i}\right]$, and these intervals partition $\Delta$ (cf. [4]); this interval partition is called the interval partition corresponding to the shelling $\sigma_{1}, \ldots, \sigma_{t}$.

A complex $\Delta$ is a matroid if the well-known exchange axiom holds (cf. [24]). One well-known class of matroids is that of cographic matroids. Given a graph $G$, the complex on the edges of $G$ whose independent sets consist of those sets of edges whose removal does not increase the number of components is in fact a matroid, the cographic matroid of $G$ (which we usually denote by $\mathrm{Cog}_{G}$ ).

The $f$-vector of a $d$-dimensional complex $\Delta$ is $\left(f_{0}, \ldots, f_{d}\right)$, where $f_{i}$ is the number of independent sets of cardinality $i$. The $h$-vector of $\Delta$ is $\left(h_{0}, \ldots, h_{d}\right)$, where $h_{i}$ is given by

$$
h_{i}=\sum_{j=0}^{i}(-1)^{i-j}\binom{d-j}{d-i} f_{j} .
$$

( $h$-vectors have played an important role in polytope theory, primarily with regards to the Upper Bound Theorem.) The $h$-vector of a shellable complex is always nonnegative and has no internal zeros (the reasons for this will soon become apparent). Let

$$
f(\Delta, x)=\sum_{i=0}^{d} f_{i} x^{i}
$$

and

$$
h(\Delta, x)=\sum_{i=0}^{d} h_{i} x^{i}
$$

(these are the generating functions for the $f$-vector and $h$-vector, respectively). It is not hard to verify that

$$
\begin{equation*}
h(\Delta, x)=(1-x)^{d} f\left(\Delta, \frac{x}{1-x}\right), \tag{1}
\end{equation*}
$$

and hence

$$
\sum_{i=0}^{d} h_{i}=f_{d}
$$

When $\Delta=\operatorname{Cog}_{G}$, the cographic matroid of a connected graph $G$, one sees that

$$
\operatorname{Rel}(G, p)=p^{m} f\left(\operatorname{Cog}_{G}, \frac{1-p}{p}\right)=p^{n-1} h(\Delta, 1-p)
$$

and the sum of the terms in the $h$-vector is simply the number of spanning trees of $G$.

Finally, we can extend complexes to multicomplexes as follows. Let $x_{1}, \ldots, x_{l}$ be commuting indeterminates. We let $\operatorname{Mon}\left(x_{1}, \ldots, x_{l}\right)$ denote the set of monomials in $x_{1}, \ldots, x_{m}$. An order set of monomials in variables $x_{1}, \ldots, x_{l}$ is a subset $M$ of $\operatorname{Mon}\left(x_{1}, \ldots, x_{l}\right)$ closed under division (' $\mid$ '), i.e., if $m_{1}, m_{2} \in \operatorname{Mon}\left(x_{1}, \ldots, x_{l}\right), m_{1} \in M$ and $m_{2} \mid m_{1}$, then $m_{2} \in M$. In an obvious way, any order set of square-free monomials corresponds to a complex, and hence order sets of monomials are sometimes called multicomplexes.

If we are given $N \subseteq \operatorname{Mon}\left(x_{1}, \ldots, x_{l}\right)$, we can define an order set of monomials $-N$ by "chopping out" from $\operatorname{Mon}\left(x_{1}, \ldots, x_{l}\right)$ all monomials that are divisible by any monomial in $N$, that is,

$$
-N=\left\{m \in \operatorname{Mon}\left(x_{1}, \ldots, x_{l}\right):\left(\forall m^{\prime} \in N\right)\left(m^{\prime} \nmid m\right)\right\} .
$$

We call $N$ a set of choppers on the variables $x_{1}, \ldots, x_{l}$ for the order set of monomials $-N$.
3. Algebraic background: Stanley-Reisner rings. We turn now to commutative algebra, and assume that the reader has a basic knowledge of rings. Let $K$ be any field. A commutative ring $A$ containing $K$ is a standard graded $K$-algebra if $A$ is a vector space direct sum

$$
A=\bigoplus_{i \geq 0} A_{i}
$$

of subspaces $A_{0}, \ldots$, such that
(i) $A_{0}=K$,
(ii) $A_{i} A_{j} \subseteq A_{i+j}$ for all $i, j \geq 0$, and
(iii) there are finitely many elements $z_{1}, \ldots, z_{t}$ in $A_{1}$ such that every element of $A$ can be written as a polynomial in $z_{1}, \ldots, z_{t}$ with coefficients in $K$; for such an $A$, we call the elements of $A_{i}$ homogeneous of degree $i$. The Hilbert series for the standard graded $K$-algebra $A$ is the generating series for the dimensions of the vector spaces $A_{i}$, i.e.,

$$
\operatorname{Hilbert}(A, x)=\sum_{i \geq 0} \operatorname{Dim}_{K}\left(A_{i}\right) x^{i}
$$

If $I$ is an ideal of ring $A, z \in A$, and $\phi: A \rightarrow A / I$ is the natural homomorphism, we often write simply $z$ for $\phi(z)$. If $J^{\prime}$ is an ideal of $A / I$ and $J=\phi^{-1}\left(J^{\prime}\right)$, then clearly $(A / I) / J^{\prime} \equiv A /(I+J)=A /\langle I \cup J\rangle$, and so we don't distinguish between these. We also write $A$ (modulo $(I+J)$ ) for the ring $(A / I) / J^{\prime}$.

We now associate a standard graded $K$-algebra to any complex (further details can be found, for example, in [3]). Let $\Delta$ be a complex of dimension $d$ on a set $X=\left\{x_{1}, \ldots, x_{m}\right\} . K[\underline{x}]=K\left[x_{1}, \ldots, x_{m}\right]$ denotes the (commutative) polynomial ring over $K$ in indeterminates $x_{1}, \ldots, x_{m}$; recall that $\operatorname{Mon}\left(x_{1}, \ldots, x_{m}\right)$ denotes the set of monomials in $x_{1}, \ldots, x_{m}$. For a subset $Y$ of $X$, we denote

$$
\sum Y=\sum_{x_{i} \in Y} x_{i}
$$

and

$$
\Pi^{Y}=\prod_{x \in Y} x_{i x}
$$

The Stanley-Reisner ring of the complex $\Delta$ over $K$ is

$$
K[\Delta]=K[\underline{x}] / \operatorname{Circ}(\Delta),
$$

where $\operatorname{Circ}(\Delta)=\langle\{\Pi Y: Y \subseteq X, Y \notin \Delta\}\rangle$ is the ideal generated by all (minimal) subsets of $X$ not in $\Delta$ (such minimal subsets are called circuits of $\Delta$ ). Since $K\left[x_{1}, \ldots, x_{m}\right]$ is a standard graded $K$-algebra and $\operatorname{Circ}(\Delta)$ is generated by homogeneous polynomials, $K[\Delta]$ is also a standard graded $K$-algebra, and can therefore be expressed as a vector space direct sum

$$
K[\Delta]=\bigoplus_{i \geq 0} R_{i},
$$

where $R_{i}$ is generated by all monomials of degree $i$. It is easy to verify that the vector space dimension of $R_{i}$ is $\sum_{j=0}^{d}\binom{i-1}{j-1} f_{j}$. This is also the coefficient of $x^{i}$ in $f\left(\Delta, \frac{x}{1-x}\right)$. From

$$
\operatorname{Hilbert}(K[\Delta], x)=\sum_{i \geq 0} \operatorname{Dim}_{K}\left(R_{i}\right) x^{i}
$$

the preceding fact, and (1), we see that

$$
\begin{equation*}
h(\Delta, x)=(1-x)^{d} \operatorname{Hilbert}(K[\Delta], x) . \tag{2}
\end{equation*}
$$

This connects the $h$-vector of a complex to the Hilbert series of the associated StanleyReisner ring.

Now any quotient of a polynomial ring has a basis that is an order set of monomials. Stanley's argument [20] of this fact (which was first proved by Macaulay [18]) uses a greedy algorithm on a term ordering on all monomials to choose a maximal linearly independent set of monomials. A term ordering <on all monomials in a finite set of variables is any linear ordering of them with the property that
(i) $1 \leq m$ for any monomial $m$, and
(ii) if $m_{1}<m_{2}$, then $m_{1} \cdot u<m_{2} \cdot u$ for any monomials $m_{1}, m_{2}$, and $u$.

For example, a lexicographic (or reverse lexicographic) ordering on each set of monomials of the same degree, with monomials of lower degree preceding those of higher degree, is a term ordering. Another viewpoint for finding an order set of monomials that is a basis is afforded via Gröbner bases, and we will return to this later.

We want now to associate an order set of monomials such that the number of monomials of degree $i$ equals $h_{i}$, the $i$ th term in the $h$-vector of the complex $\Delta$. From (2) and the above, if we can show that $(1-x)^{d} \operatorname{Hilbert}(K[\Delta], x)$ is again the Hilbert series of a quotient of the polynomial ring, then we will derive a monomial basis with the required properties. However, it is not necessarily true that for any standard graded $K$-algebra $A,(1-x)^{d} \operatorname{Hilbert}(A, x)$ is again a Hilbert series. Fortunately, for certain complexes and fields, the Stanley-Reisner rings do in fact satisfy this condition.

A set of homogeneous elements $\Theta=\left\{\theta_{1}, \ldots, \theta_{d}\right\}$ of $K[\underline{x}]$ is called a homogeneous system of parameters (h.s.o.p.) for $K[\Delta]$ if $K[\Delta] /\left\langle\theta_{1}, \ldots, \theta_{d}\right\rangle$ is a finite-dimensional vector space over $K$, that is,

$$
K[\underline{x}] /\left\langle\operatorname{Circ}(\Delta) \cup\left\{\theta_{1}, \ldots, \theta_{d}\right\}\right\rangle=\bigoplus_{i=0}^{d} R_{i}^{\prime},
$$

where for $i=0, \ldots, d, R_{i}^{\prime}$ is generated by all monomials of degree $i$; if, furthermore, each $\theta_{i}$ has degree 1 , then $\Theta$ is a h.s.o.p. of degree 1 . If $\Delta$ is any $d$-dimensional
complex then, provided $K$ is infinite, Stanley noted that $K[\Delta]$ does in fact have a h.s.o.p. of degree 1 , though his argument [22] does not explicitly construct one (we shall return to this in the next section).

The Stanley-Reisner rings of shellable complexes (over any field) are known to be Cohen-Macaulay, and it can be shown in these cases that for any h.s.o.p. $\left\{\theta_{1}, \ldots, \theta_{d}\right\}$ of degree 1 ,

$$
\begin{aligned}
\operatorname{Hilbert}\left(K[\Delta] /\left\langle\left\{\theta_{1}, \ldots, \theta_{d}\right\}\right\rangle, x\right) & =(1-x)^{d} \operatorname{Hilbert}(K[\Delta], x) \\
& =h(\Delta, x) \quad(\text { from }(2))
\end{aligned}
$$

(see [3] for a definition of Cohen-Macaulay rings and their relation to Stanley-Reisner rings). Now

$$
K[\Delta] /\left\langle\left\{\theta_{1}, \ldots, \theta_{d}\right\}\right\rangle \cong K[\underline{x}] /\left\langle\operatorname{Circ}(\Delta) \cup\left\{\theta_{1}, \ldots, \theta_{d}\right\}\right\rangle
$$

is clearly the quotient of the polynomial ring $K[\underline{x}]$, and thus we can, for any shellable complexes $\Delta$, associate an order set of monomials, such that the number of monomials of degree $i$ in the set equals the $i$ th term of the $h$-vector of the complex (Stanley [19] used this result to derive certain inequalities on the terms in the $h$-vector of a shellable complex, and thereby prove the upper bound conjecture for convex polytopes). This association has applications as well to network reliability (cf. [1], [5]-[8]) since, if $G$ is a connected graph of order $n$ and size $m$, then its reliability can be expressed as

$$
\operatorname{Rel}(G, p)=p^{n-1} \sum_{i \neq 0}^{m-n+1} h_{i}(1-p)^{i}
$$

where $\left\langle h_{0}, \ldots, h_{m-n+1}\right\rangle$ is the $h$-vector of the cographic matroid of $G$. Ball and Provan [1] used Stanley's inequalities for $h$-vectors with this polynomial expansion to derive strong upper and lower bounds for network reliability.

What is fascinating is that this association between two types of combinatorial objects (shellable complexes and order sets of monomials) goes through commutative ring theory as described above, and it is not known how to carry out the algebraic steps in a purely combinatorial setting. Stanley also showed that for shellable complexes it is not necessarily true that for finite $K$ such a h.s.o.p. of degree 1 exists. In the next section we turn to cographic matroids. We show for this case that homogeneous systems of parameters of degree 1 exist for any field $K$, and we give an explicit combinatorial construction for them.
4. H.S.O.P.s for cographic matroids. We begin with a useful result of Stanley's which determines when $K[\Delta]$ has a homogeneous system of parameters of degree 1.

Proposition 4.1 (see [22]). Let $\Delta$ be a simplicial complex of dimension $d$ over $X=\left\{x_{1}, \ldots, x_{m}\right\}$. Let $\theta_{1}, \ldots, \theta_{d}$ be any homogeneous element of degree 1 in $K[\Delta]$, with $\theta_{i}=\sum_{j=1}^{m} a_{i, j} x_{j}$. Then $\theta_{1}, \ldots, \theta_{d}$ is a homogeneous system of parameters (of degree 1) if and only if the $d \times m$ matrix $M$, whose $(i, j)$ th entry is $a_{i, j}$, has the property that for every facet $F \in \Delta$, the $d \times d$ submatrix $m_{F}$ of $M$ consisting of the columns of $M$ corresponding to the edges in $F$ is nonsingular.

In particular, if $K$ is infinite, we can clearly choose such a matrix $M$ so that every $d \times d$ submatrix is nonsingular, and hence every simplicial complex has a h.s.o.p. of degree 1 over any infinite field.

We need to recall another standard definition from matroid theory (for more details, see [24]). Let $\Delta$ be a matroid on a set $X$ of cardinality $m$. A representation over field $K$ of $\Delta$ is a function $\pi$ that maps $X$ into some vector space $V$ over $K$ such that $Y \in \Delta$ if and only if $\pi(Y)$ (considered as a multiset of vectors) is linearly independent in $V$ (that is, $\pi$ preserves rank). Now if $\Delta$ is a matroid that is representable over field $K$, then there exists a $d \times m$ matrix $M$ such that the submatrix consisting of $d$ columns of $M$ is nonsingular (i.e., of full rank) if and only if the elements of $M$ indexing these columns form a basis of $M$. We deduce immediately from this and Proposition 4.1 the following.

Corollary 4.2. Let $\Delta$ be a matroid of dimension d over $X=\left\{x_{1}, \ldots, x_{m}\right\}$. Let $\theta_{1}, \ldots, \theta_{d}$ be any homogeneous elements of degree 1 in $K[\Delta]$, with $\theta_{i}=\sum_{i=1}^{m} a_{i, j} x_{j}$. Then $\theta_{1}, \ldots, \theta_{d}$ is a homogeneous system of parameters (of degree 1) for $K[\Delta]$ if the map $\pi: \Delta \rightarrow K^{d}: x_{i} \mapsto\left(a_{1, i}, \ldots, a_{d, i}\right)^{t}$ is a representation of $\Delta$ over $K$.

Thus for a matroid $\Delta$ representable over a field $K, K[\Delta]$ has a homogeneous system of parameters of degree 1 . We remark that the converse is not true, as it was observed earlier that any simplicial complex has a homogeneous system of parameters of degree 1 over any infinite field, while there are matroids that are not representable over any field.

We turn specifically now to cographic matroids. Let $G$ be a connected graph of order $n$ with edge set $E=\left\{e_{1}, \ldots, e_{m}\right\}$, and set $d=m-n+1$. Let $K$ be any field. As in the previous section, $K\left[\operatorname{Cog}_{G}\right]$ denotes the graded algebra $K\left[e_{1}, \ldots, e_{m}\right] / \operatorname{Circ}\left(\operatorname{Cog}_{G}\right)$, where $\operatorname{Circ}\left(\operatorname{Cog}_{G}\right)=\left\langle\left\{\Pi Y: Y \notin \operatorname{Cog}_{G}\right\}\right\rangle$ is the ideal generated by all (minimal) subsets of $E$ not in $\operatorname{Cog}_{G}$ (i.e., all edge cutsets of $G$ ). From the previous section, we know that if $K$ is infinite, $K\left[\operatorname{Cog}_{G}\right]$ has a h.s.o.p. of degree 1 . We now proceed to find a h.s.o.p. of degree 1 for any field $K$.

As in [23], we fix an orientation of the edges of graph $G$, and for every circuit of $G$, we orient it in one of its two directions. We form the circuit matrix $C=C(G)$ whose columns are indexed by the edges $E=\left\{e_{1}, \ldots, e_{m}\right\}$ of $G$, whose rows are indexed by the circuits $C_{1}, \ldots, C_{t}$ of $G$, and whose $(i, j)$ th entry is
(i) 1 if $e_{j} \in C_{i}$ and the orientation of $e_{j}$ agrees with its orientation in $C_{i}$,
(ii) -1 if $e_{j} \in C_{i}$ and the orientation of $e_{j}$ disagrees with its orientation in $C_{i}$, and
(iii) 0 if $e_{j} \notin C_{i}$.

Let $T$ be a fixed spanning tree of $G$, and for $e \notin E-T$, let $\mathcal{C}_{e}$ be the fundamental cycle of $T+e$. A well-known result (see Theorem 6.11 of [23]) states that if $B$ is a submatrix of the circuit matrix $C$ with $d$ rows and rank $d$, then a square $d \times d$ submatrix $B^{\prime}$ of $B$ is nonsingular if and only if the rows of $B^{\prime}$ correspond to the edges of the complement of some spanning tree of $G$ (actually, the argument there is stated with the field being $\mathbb{Q}$, but it holds as well for any field $K$ ). This is equivalent to $B$ being a representation of the cographic matroid $\Delta$ of $G$ over $K$.

Let us now take $M_{T}$ to be the $d \times m$ submatrix of $C$ whose rows correspond to the fundamental cycles of $T$. $M_{T}$ has rank $d$, since the $d \times d$ submatrix on the columns not in $T$ is a diagonal matrix with all diagonal entries either 1 or -1 . Moreover, $F$ is a basis of $\Delta$ if and only if it is the complement of a spanning tree of $G$. Hence $M_{T}$ is a representation of $\Delta$, and we deduce from Corollary 4.2 the following combinatorial description of a h.s.o.p. of degree 1 for $\Delta$.

Theorem 4.3. Let $G$ be a connected graph of order $n$ with edge set $E$. Fix a
spanning tree $T$ of $G$, and for each edge $e \in E-T$, set

$$
\theta_{e}=\sum_{f \in \mathcal{C}_{e}} c_{f}^{e} f,
$$

where for $f=x_{k} \in \mathcal{C}_{e}, c_{f}^{e}$ is the entry in matrix $C$ corresponding to edge $f$ and circuit $\mathcal{C}_{e}$. Then $\left\{\theta_{e}: e \in E-T\right\}$ is a homogeneous system of parameters (of degree 1) for $K\left[\operatorname{Cog}_{G}\right]$.

This result is important in that while Stanley's work states that such a homogeneous system of parameters exists for $K\left[\operatorname{Cog}_{G}\right]$, provided $K$ is infinite, we have described an explicit (combinatorial) construction of such a system for any field $K$ ! In fact, there are matroids $M$ and finite fields $K$ for which $K[M]$ does not have a h.s.o.p. of degree 1 (while it has a h.s.o.p.). For example, Stanley [22] states that for a shellable complex $\Delta$ of dimension $2, K[\Delta]$ has a h.s.o.p. of degree 1 if and only if $\Delta$ is $(|K|+1)$-colorable (in the usual graph-theoretic sense). Now if we take for $M$ any complete $l$-partite graph where $l \geq|K|+2$, then clearly $M$ is not $(|K|+1)$-colorable, and so $K[\Delta]$ has no h.s.o.p. of degree 1 . Why does this not contradict our theorem above? The fact is that for $d=2$, the possible cographic matroids are complete bipartite or tripartite (as they are the $K_{1}$-bond of two cycles or a theta graph), and as any field $K$ has at least two elements, such a matroid is always $(|K|+1 \geq 3)$-colorable.

The net result of Theorem 4.3 is that if we are interested in the $h$-vector of $\operatorname{Cog}_{G}$, we can work over $\mathbb{Z}_{2}$ and use the h.s.o.p.

$$
\left\{\sum_{f \in \mathcal{C}_{e}} f: e \in E-T\right\}
$$

as in $\mathbb{Z}_{2},-1=1$. This simplifies the arithmetic, and in the following sections, we focus in on $K=\mathbb{Z}_{2}$.
5. A basis for $K\left[\operatorname{Cog}_{G}\right] /\langle\Theta\rangle$. Now once we have the h.s.o.p. $\Theta$ of degree 1 (from the previous section) for the cographic matroid $\operatorname{Cog}_{G}$ of $G$, we can form

$$
K\left[\operatorname{Cog}_{G}\right] /\langle\Theta\rangle
$$

It follows (see [3]) that we can find a vector space decomposition

$$
K\left[\operatorname{Cog}_{G}\right] /\langle\Theta\rangle=R_{0}^{\prime} \oplus R_{1}^{\prime} \oplus \cdots \oplus R_{d}^{\prime}
$$

where $\left\langle\operatorname{dim}_{K}\left(R_{i}^{\prime}\right)\right\rangle$ is the $h$-vector of $\operatorname{Cog}_{G}$. Now

$$
K\left[\operatorname{Cog}_{G}\right] /\langle\Theta\rangle=K\left[e_{1}, \ldots, e_{m}\right] / J
$$

where $J$ is the ideal generated by

$$
\operatorname{Circ}(\Delta) \cup \Theta
$$

We can now use Stanley's greedy algorithm (over any field) to find monomial bases for each of the $R_{i}^{\prime}$ 's. On the other hand, we can attempt to directly find a set of monomials that form a basis for $K\left[\operatorname{Cog}_{G}\right] /\langle\Theta\rangle$, hopefully with a combinatorial interpretation in terms of the graph. We shall do so presently, but first we need some graph-theoretic definitions.

For connected graph $G$ of order $n$, let $<$ be a fixed linear order on the edge set $E=E(G)$ of $G$. Let $T$ be a spanning tree of $G$, and let $e \in E-E(T)$. $e$ is externally active if $e$ is the least edge (under the ordering $<$ ) in the unique cycle in $T+e$, and $E$ is externally passive otherwise. $\mathrm{EP}(T)$ denotes the set of externally passive edges of spanning tree $T$. Let $H_{i}$ denote the number of spanning trees of $G$ with precisely $i$ externally passive edges. Then [13]

$$
\operatorname{Rel}(G, p)=p^{n-1} \sum_{i=0}^{m-n+1} H_{i}(1-p)^{i}
$$

i.e., $\left\langle H_{i}\right\rangle$ is the $h$-vector of the cographic matroid of $G$. What this states algebraically is that there is a $1-1$ correspondence between the spanning trees of $G$ and the elements of a vector space basis for $K\left[\operatorname{Cog}_{G}\right] /\langle\hat{\Theta}\rangle$.

Now, with the help of Theorem 4.3, we can demonstrate a monomial basis. We state the theorem for $K=\mathbb{Z}_{2}$, but with some minor modifications, the proof holds for any field $K$.

Theorem 5.1. Let $G$ be a connected loopless graph, $\Delta$ the cographic matroid of $G$, and $\Theta$ the h.s.o.p. of degree 1 for $\mathbb{Z}_{2}\left[\operatorname{Cog}_{G}\right]$ defined in Theorem 4.3. Then the set of monomials

$$
\left\{\prod E P(T): T \text { is a spanning tree of } G\right\}
$$

is a basis for $\mathbb{Z}_{2}\left[\operatorname{Cog}_{G}\right] /\langle\Theta\rangle$.
Proof. It is well known (see [2, 23]) that the subspace generated by $\Theta$ is the circuit subspace, and contains $\sum C$ for any circuit $C$ of $G$. It follows that if $H$ is an Eulerian spanning subgraph of $G$ (i.e., every vertex of $G$ has even degree in $H$ ), then $\sum H$ also belongs to the subspace generated by $\Theta$. Thus if Euler denotes the ideal generated by $\left\{\sum H: H\right.$ is an Eulerian subgraph of $\left.G\right\}$, then the ideals Euler and $\langle\Theta\rangle$ of $\mathbb{Z}_{2}\left[\operatorname{Cog}_{G}\right]$ are identical. Hence

$$
\mathbb{Z}_{2}\left[\operatorname{Cog}_{G}\right] /\langle\Theta\rangle=\mathbb{Z}_{2}\left[\operatorname{Cog}_{G}\right] / \text { Euler. }
$$

Since we know that the total number of monomials in $\left\{\prod E P(T): T\right.$ is a spanning tree of $G\}$ is at most the total number of spanning trees of $G$, which is $\sum H_{i}$, the (vector space) dimension of $\mathbb{Z}_{2}\left[\operatorname{Cog}_{G}\right] /\langle\Theta \cup$ Euler $\rangle$, we need only show that $\{\Pi E P(T): T$ is a spanning tree of $G\}$ spans $\mathbb{Z}_{2}[e]$ (modulo (Circ + Euler))(here Circ is an abbreviation for the ideal $\left.\operatorname{Circ}\left[\operatorname{Cog}_{G}\right]\right)$.

We start by showing the following.
Lemma 5.2.

$$
\left\{\prod S: S \subseteq E\right\}
$$

spans $\mathbb{Z}_{2}[\underline{e}]$ (modulo $($ Circ + Euler $)$ ).
Proof. Let $f: E \rightarrow \mathbb{N}$; we denote by $\underline{e}^{f}$ the monomial $\prod_{e \in E} e^{f(e)}$ (so that for $S \subseteq X, \prod S$ is simply $\underline{e}^{f}$, where $f$ is the characteristic vector of $S$ ). The support of $f$ is the set

$$
\operatorname{supp}(f)=\{e \in E: f(e)>0\}
$$

We shall show that $\underline{e}^{f}$ is in the span of $\{\Pi S: S \subseteq E\}$ by reverse induction on $|\operatorname{supp}(f)|$. If $|\operatorname{supp}(f)|>d$, then $G-\operatorname{supp}(f)$ is not connected, so $\underline{e}^{f} \in \operatorname{Circ}$, and
therefore $\underline{e}^{f}=0$ (modulo (Circ + Euler)). For the inductive step, we can assume that $G-\operatorname{supp}(f)$ is connected. If $f$ is $\{0,1\}$-valued (i.e., $\underline{e}^{f} \in\{\Pi S: S \subseteq E\}$ ) then we are done, so we can also assume that for some $e \in E, f(e) \geq 2$. Let $P$ be a path in $G-\operatorname{supp}(f)$ with the same ends as $e$. Then

$$
e=\sum P(\text { modulo Euler })
$$

and so

$$
\underline{e}^{f}=\sum_{p \in P} \underline{e}^{f} p e^{-1}(\text { modulo Euler })
$$

Each monomial on the right-hand side has larger support than $f$, so by induction we are done.

It remains to show that for all $S \subseteq E, \Pi S$ is a $\mathbb{Z}_{2}$-linear combination of $\{\Pi E P(T)$ : $T$ is a spanning tree of $G\}$ (modulo (Circ + Euler)). Again, if $G-S$ is disconnected, $\Pi S \in \operatorname{Circ}$, and so $\Pi S=0$ (modulo (Circ + Euler)). Hence we assume that $G-S$ is connected. Let $T$ be a spanning tree of $G$ with $S \cap T=\emptyset$. If $S=E P(T)$, then we are done; otherwise, we make some local changes to "improve" the pair ( $S, T$ ) (see also [15]).

Lemma 5.3. Let $T$ be a spanning tree of $G$ with $E P(T) \neq \emptyset$. Let $e \in E P(T)$ and let $e^{\prime}=\min _{<} \mathcal{C}(T, e)$, where $\mathcal{C}(T, e)$ is the unique cycle in $T+e$. Set $T^{\prime}=T-e^{\prime}+e$. Then $E P\left(T^{\prime}\right) \subseteq E P(T)-e$. Furthermore, if $e=\min _{<} E P(T)$, then $E P\left(T^{\prime}\right)=$ $E P(T)-e$.

Proof. Consider any edge $a \in E P\left(T^{\prime}\right)$. Since $\mathcal{C}\left(T^{\prime}, e^{\prime}\right)=\mathcal{C}(T, e)$, we have $e^{\prime}=$ $\min _{<} \mathcal{C}\left(T^{\prime}, e^{\prime}\right)$, so $e^{\prime} \notin E P\left(T^{\prime}\right)$, and hence $a \neq e^{\prime}$. If $e \notin \mathcal{C}\left(T^{\prime}, a\right)$, then $\mathcal{C}\left(T^{\prime}, a\right)=$ $\mathcal{C}(T, a)$, so $a \in E P\left(T^{\prime}\right)$ implies $a \in E P(T)-e$. On the other hand, if $e \in \mathcal{C}\left(T^{\prime}, a\right)$, then $e^{\prime} \in \mathcal{C}(T, a)$; hence, if $a \notin E P(T)-e$, then $a=\min _{<} \mathcal{C}(T, a)$ and $a<e^{\prime}=$ $\min _{<} \mathcal{C}(T, e)$, and so we must have $a=\min _{<} \mathcal{C}\left(T^{\prime}, a\right)$ since $\mathcal{C}\left(T^{\prime}, a\right)$ is a subset of the symmetric difference of $\mathcal{C}(T, a)$ and $\mathcal{C}(T, e)$. This contradicts $a \in E P\left(T^{\prime}\right)$, and thus again $a \in E P(T)-e$. It follows that $E P\left(T^{\prime}\right) \subseteq E P(T)-e$.

Now assume $e=\min _{<} E P(T)$. Let $a \in E P(T)-e$. Then $e<a$. If $e^{\prime} \notin \mathcal{C}(T, a)$, then $\mathcal{C}\left(T^{\prime}, a\right)=\mathcal{C}(T, a)$, so $a \in E P\left(T^{\prime}\right)$ as above. If $e^{\prime} \in \mathcal{C}(T, a)$, then $e \in \mathcal{C}\left(T^{\prime}, a\right)$, so $a \in E P\left(T^{\prime}\right)$ in this case as well. Hence $E P(T)-e \subseteq E P\left(T^{\prime}\right)$, completing the proof of this lemma.

Returning now to the proof of Theorem 5.1, let $\Omega_{i}$ denote the set of pairs $(S, T)$ where $S \subseteq E$ has cardinality $i$ and $T$ is a spanning tree of $G$ disjoint to $S$. For $e \in E$ let $l(e) \equiv|\{a \in E: a<e\}|$, and for $S \subseteq E$, let $l(S)=\sum_{e \in S} l(e)$. We define a partial order $\triangleleft$ on $\Omega_{i}$ by setting $(S, T) \triangleleft\left(S^{\prime}, T^{\prime}\right)$ if and only if either $l(S)<l\left(S^{\prime}\right)$, or $l(S)=l\left(S^{\prime}\right)$ and $E P\left(T^{\prime}\right)-S^{\prime} \subset E P(T)-S$.

Assume that $(S, T)$ is maximal in $\left(\Omega_{i}, \unlhd\right)$. Then we claim first that $S-E P(T)=\emptyset$. If not, then let $e \in S-E P(T)$. Then $e=\min _{<} \mathcal{C}(T, e)$. Pick $e^{\prime} \in \mathcal{C}(T, e)-e$ (we can do so as $G$ is loopless). Then $S^{\prime}=S-e+e^{\prime}$ has $l\left(S^{\prime}\right)>l(S)$, and thus $(S, T) \triangleleft\left(S^{\prime}, T-e^{\prime}+e\right)$, contradicting the maximality of $(S, T)$.

Furthermore, the maximality of $(S, T)$ implies that $E P(T)-S=\emptyset$ as well. For if not, then let $e \in E P(T)-S$ and $e^{\prime}=\min _{<} \mathcal{C}(T, e)$. Then by Lemma $5.3,(S, T) \triangleleft\left(S, T^{\prime}\right)$, where $T^{\prime}=T-e^{\prime}+e$, which again contradicts the maximality of $(S, T)$.

It follows that the maximality of $(S, T)$ implies that $S=E P(T)$, and clearly in this case $\Pi S=\Pi E P(T)$ is a $\mathbb{Z}_{2}$-linear combination of $\{\Pi E P(T): T$ is a spanning tree of $G\}$ (modulo (Circ+Euler)), which is what we want to show. We finally describe the local improvements if $(S, T)$ is not maximal.

First, if $E P(T)-S \neq \emptyset$, then let $e \in E P(T)-S$, let $e^{\prime}=\min _{<} \mathcal{C}(T, e)$, and let $T^{\prime}=T-e^{\prime}+e$. Then, as above, $(S, T) \triangleleft\left(S, T^{\prime}\right)$, and by downwards induction on $\Omega_{i}$, $\Pi S$ is in the span of $\{\Pi E P(T): T$ is a spanning tree of $G\}$ (modulo (Circ+Euler)).

Secondly, if $S-E P(T) \neq \emptyset$, then let $e \in S-E P(T)$. Let $\mathcal{C}(T, e)=\left\{e, e_{1}, \ldots, e_{k}\right\}$, so $e<e_{i}$ for all $j \in\{1, \ldots, k\}$. For each such $j$, let $S_{j}=S-e+e_{j}$ and $T_{j}=T-e_{j}+e$. Then $(S, T) \triangleleft\left(S_{j}, T_{j}\right)$ for each $j$. Furthermore, $e=\sum e_{i}$ (modulo Euler) and so $\Pi S=\Pi S_{1}+\cdots+\prod S_{k}$ (modulo Euler). By downwards induction on $\Omega_{i}$, we see that each $\Pi S_{i}$ is in the span of $\{\Pi E P(T): T$ is a spanning tree of $G\}$ (modulo (Circ + Euler)), and hence so is $\Pi S$.

This completes the proof of Theorem 5.1.
What is fascinating is that this basis for $\mathbb{Z}_{2}\left[\operatorname{Cog}_{G}\right] /\langle\Theta\rangle$ depends on all spanning trees of the graph, while the explicit h.s.o.p. $\Theta$ (and hence any basis) depends on only one spanning tree of $G$.

We remark finally that in fact Theorem 5.1 can also be deduced in another way. Kind and Kleinschmidt [17] proved that if a $d$-dimensional complex $\Delta$ has a shelling $F_{1}, \ldots, F_{r}$ and the associated interval partition $\left[G_{1}, F_{1}\right], \ldots,\left[G_{r}, F_{r}\right]$, then the monomials $\prod G_{1}, \ldots, \Pi G_{r}$ form a basis for $K[\Delta] /\langle\Theta\rangle$, where $\Theta$ is any h.s.o.p. of degree 1 for $K[\Delta]$. Björner's explicit shelling of matroids [4, p. 236] yields an interval partition, which for cographic matroids has intervals that are of the form $[E P(T), E-T]$, where $T$ is a spanning tree of $G$. We have included the proof above since it relies more heavily on the underlying graphical structure (in terms of internal activities, trees, and circuits).
6. Some examples with Gröbner bases. Unfortunately, the monomial basis produced in Theorem 5.1 is not an order set of monomials. In this section, we examine some consequences of our work and a different approach that produces a monomial basis that is an order set of monomials.

A Gröbner basis (GB) (cf. [14, 16]) for an ideal $I$ of $K\left[x_{1}, \ldots, x_{m}\right]$ is a set of polynomials from $K\left[x_{1}, \ldots, x_{m}\right]$ that is useful for determining membership in the ideal $I$, as well as for many other algebraic properties. The best known algorithm for producing a Gröbner basis is due to Buchberger [9], and we will briefly outline the algorithm (see [16]).

First we need some definitions. Suppose we have a given term ordering $<$ on $\operatorname{Mon}\left(x_{1}, \ldots, x_{m}\right)$ and set $Q \subseteq I-\{0\}$. The head term of a polynomial $p, \operatorname{ht}(p)$, is the largest monomial (under the given term ordering $<$ ) that appears with a nonzero coefficient; the head coefficient, hcoeff $(p)$, is the coefficient of $\operatorname{ht}(p)$. For a set of polynomials $Q \subset K\left[x_{1}, \ldots, x_{m}\right]-\{0\}$, $\operatorname{ht}(\mathrm{GB})$ denotes the set of head terms of all polynomials in $S$. Let $p$ be any nonzero polynomial. Suppose there exists a polynomial $q \in Q$ such that $\operatorname{ht}(q)$ divides a monomial in $p$, i.e., $p=k m h t(q)+r$ where $k \in K, m$ is a monomial, and $r$ is a polynomial. Then we write

$$
p \mapsto_{Q} p-k m q
$$

and say that $p$ is reducible modulo $Q$ (otherwise, $p$ is reduced modulo $Q$; we also define the zero polynomial to be reduced as well). If $p \in I$, then the polynomial on the right obviously belongs to the ideal $I$ as well, but has smaller head term. We let $\mapsto^{+}$ denote the reflexive, transitive closure of $\mapsto_{Q}$; that is, $p \mapsto_{Q}^{+} r$ if and only if there are polynomials $p_{1}, \ldots, p_{l}$ for some $l$ such that

$$
p \mapsto_{Q} q_{1} \mapsto_{Q} q_{2} \mapsto_{Q} \cdots \mapsto_{Q} q_{l} \mapsto r .
$$

We write $p \mapsto_{Q}^{*} r$ if $p \mapsto_{Q}^{+} r$ and $r$ is reduced modulo $Q$. A set $\mathrm{GB} \subseteq I$ is a Gröbner basis for $I$ if for every polynomial $p \in K\left[x_{1}, \ldots, x_{m}\right]$,

$$
p \in I \quad \text { if and only if } \quad p \mapsto_{\mathrm{GB}}^{*} 0 .
$$

Buchberger's algorithm for constructing a Gröbner basis for an ideal $I$ of $K\left[x_{1}, \ldots, x_{m}\right]$ can be stated as follows (cf. [16]). The $S$-polynomial of polynomials $p$ and $q$ is

$$
\operatorname{Spoly}(p, q)=\operatorname{LCM}(\operatorname{ht}(p), \operatorname{ht}(q))\left(\frac{p}{\operatorname{hcoeff}(p) \cdot \operatorname{ht}(p)}-\frac{q}{\operatorname{hcoeff}(q) \cdot \operatorname{ht}(q)}\right)
$$

where LCM denotes the least common multiple (of two monomials). Buchberger [10] proved that a subset GB of ideal $I$ is a Gröbner basis for $I$ if and only if $\operatorname{Spoly}(p, q) \mapsto_{\mathrm{GB}}^{+} 0$ for all $p, q \in \mathrm{~GB}$. To calculate a Gröbner basis for ideal $I$, take any generating set $Q=\left\{p_{1}, \ldots, p_{k}\right\}$ for the ideal. We take pairs of elements from $Q$, and reduce their S-polynomial with respect to $Q$. If the result is 0 , we ignore it, but otherwise we add it into $Q$, and repeat the process. We stop when the S-polynomial of any two elements of $Q$ reduces to 0 modulo $Q$ (that such a process does terminate is the basis of Buchberger's algorithm). The final set $Q$ is a Gröbner basis for $Q$.

The following observations hold for Buchberger's algorithm applied to a finitely generated ideal $I=\left\langle F=\left\{p_{1}, \ldots, p_{k}\right\}\right\rangle$ of $K\left[x_{1}, \ldots, x_{m}\right]$ (see [16] for a proof of the last property):
(i) If $Q^{\prime} \subseteq Q$ and $p \mapsto_{Q^{\prime}}^{+} q$ then $p \mapsto_{Q}^{+} q$.
(ii) If $p$ and $q$ are polynomials with $q \mid p$, then $p \mapsto_{q} 0$.
(iii) If each $p_{i}$ is homogeneous, then for any homogeneous polynomial $p$ of degree $l \geq 1$, either $p$ reduces to 0 modulo $F$, or all reductions of $p$ modulo $F$ are homogeneous of degree $l$.
(iv) If $p$ and $q$ are homogeneous, then their S-polynomial is either 0 or also homogeneous (of degree $\operatorname{LCM}(\operatorname{ht}(p), \operatorname{ht}(q)) \geq \max ($ degree $(p)$, degree $(q))$ ).
(v) If $p$ and $q$ are monomials, then their S-polynomial is 0 .
(vi) If the head terms of $p$ and $q$ are relatively prime (i.e., $\operatorname{LCM}(\operatorname{ht}(p), \operatorname{ht}(q))=$ $\mathrm{ht}(p) \cdot \mathrm{ht}(q))$ then $\operatorname{Spoly}(p, q) \mapsto_{\{p, q\}}^{*} 0$.

It follows that in Buchberger's algorithm, we need only consider the S-polynomial pairs of elements whose head terms are not relatively prime.

Another basic fact about Gröbner bases (see [16, p. 452]) is that if GB is a Gröbner basis for ideal $I$ of $K\left[x_{1}, \ldots, x_{m}\right]$, then a basis for the quotient $K\left[x_{1}, \ldots, x_{m}\right] / I$ is the set

$$
\left\{m \in \operatorname{Mon}\left(x_{1}, \ldots, x_{m}\right):\left(\forall m^{\prime} \in \operatorname{ht}(\mathrm{GB})\right)\left(m^{\prime} \nmid m\right)\right\} .
$$

Thus we can derive a basis of monomials for $K\left[x_{1}, \ldots, x_{m}\right] / I$ by taking the order set of monomials $-\mathrm{ht}(\mathrm{GB})$ on $x_{1}, \ldots, x_{m}$. The head terms of a Gröbner basis yield a set of choppers for an order set of monomial that is a basis for $K\left[x_{1}, \ldots, x_{m}\right] / I$.

Therefore, instead of using Stanley's greedy algorithm, we can calculate Gröbner bases (over any field of our choice) to find monomial bases for each of the homogeneous pieces $R_{i}^{\prime}$ 's (and if we only mod out by a subset of $J$, we get upper bounds for the dimensions of the corresponding summands). Again, to simplify the arithmetic, we work over $\mathbb{Z}_{2}$.

When we talk subsequently about a Gröbner basis for a graph $G$, we are referring to a Gröbner basis for the quotient $\mathbb{Z}_{2}\left[\operatorname{Cog}_{G}\right] /\langle\Theta\rangle$, where $\Theta$ is the h.s.o.p. found in
§2. In the same vein, an order set of monomials for $G$ is one such that for each $i$, the number of monomials of degree $i$ is equal to the $i$ th term in the $h$-vector of the cographic matroid of $G$. We point out that once we use Buchberger's Gröbner basis algorithm, the order set of monomials constructed appears to have no natural graph-theoretic description.

First we note some observations which follow from the previous sections. Let $T$ be any spanning tree $T$ of $G$. Suppose first that $e$ is a loop, and let $\Theta(G)$ and $\Theta(G-e)$ denote the h.s.o.p. of $G$ and $G-e$ determined by the tree $T$. Clearly, $\Theta(G)=\Theta(G-e) \cup\{\{e\}\}$, and $G$ and $G-e$ have the same minimal cutsets. It follows that

$$
\mathbb{Z}_{2}\left[\operatorname{Cog}_{G}\right] /\langle\Theta(G)\rangle \cong \mathbb{Z}_{2}\left[\operatorname{Cog}_{G}\right] /\langle\Theta(G-e)\rangle
$$

and hence $G$ and $G-e$ have isomorphic order sets of monomials (and of course identical $h$-vectors).

Suppose now that $e$ is a cut edge of $G$. Then the minimal cutsets of $G$ are precisely those of $G \cdot e$ together with $\{e\}$. It is easy to verify that $G$ and $G \cdot e$ have the same h.s.o.p. with respect to $T$. Again it follows that

$$
\mathbb{Z}_{2}\left[\operatorname{Cog}_{G}\right] /\langle\Theta(G)\rangle \cong \mathbb{Z}_{2}\left[\operatorname{Cog}_{G \cdot e}\right] /\langle\Theta(G \cdot e)\rangle
$$

and hence $G$ and $G \cdot e$ have isomorphic order sets of monomials (and identical $h$ vectors).

Proposition 6.1. Suppose that $G$ has blocks $G_{1}, \ldots, G_{k}$, and a Gröbner basis for the respective rings are $\mathrm{GB}_{1}, \ldots, \mathrm{~GB}_{k}$ (each of which contains the h.s.o.p. of degree 1 defined earlier and the minimal cutsets as products). Then $\cup_{i=1}^{k} G B_{i}$ is a Gröbner basis for $G$. Consequently, one can find an order set of monomials for $G$ by taking the product of order set of monomials for each of $G_{1}, \ldots, G_{k}$.

Proof. This follows from the facts that the union of spanning trees in each $G_{i}$ yields a spanning tree for $G$, the minimal cutsets of $G$ are the union of those from each $G_{i}$, and Buchberger's algorithm always yields zero reductions when the head terms are relatively prime. The second part is derived from the fact that the set of choppers for $G$ is the union of the set of choppers for each $G_{i}$, which are on disjoint sets of variables.

Now let's turn to a particular class of graphs. For $k \geq 1, l_{1} \geq 1$, and $l_{i} \geq 0$ for all $i \in\{2, \ldots, k\}$, let $G\left(l_{1}, \ldots, l_{k}\right)$ denote the graph consisting of two vertices $x$ and $y$ (called the terminals) joined by internally disjoint paths $P_{1}, \ldots, P_{k}$ of lengths $l_{1}, l_{2}+1, \ldots, l_{k}+1$, respectively (the length of a path is the number of edges it contains). For $k=1$, we simply have a path, and for $k=2$, a cycle. When $k=3$, we have what is usually called a $\theta$-graph. Clearly, $G\left(l_{1}, \ldots, l_{k}\right)$ has order $n=\left(\sum_{i=1}^{k} l_{i}\right)+1$, size $m=\left(\sum_{i=1}^{k} l_{i}+k-1\right.$ and dimension $d=k-1$. We shall produce a Gröbner basis for $G\left(l_{1}, \ldots, l_{k}\right)$.

Proposition 6.2. Let $G=G\left(l_{1}, \ldots, l_{k}\right)(k \geq 2)$ have its edges labelled as in Fig. 1. For $i=1, \ldots, k$, let

$$
l_{i}^{\prime}= \begin{cases}l_{1} & \text { if } i=1 \\ l_{i}+1 & \text { if } i=2, \ldots, k\end{cases}
$$

Then a Gröbner basis for $G$ is

$$
\left\{\theta_{i}=\sum P_{1}+\sum P_{i}: i=2, \ldots, k\right\}
$$



Fig. 1.

$$
\begin{aligned}
& \cup\left\{e_{q, i} e_{q, j}: q=1, \ldots, k, 1 \leq i<j \leq l_{q}^{\prime}\right\} \\
& \cup\left\{\prod_{q=1}^{k} e_{q, i}: q=1, \ldots, k, 1 \leq i \leq l_{q}^{\prime}\right\} \\
& \cup\left\{e_{q, i}^{2}+e_{q, i} \cdot \sum P_{1}: q=2, \ldots, k, 1 \leq i \leq l_{k}\right\}
\end{aligned}
$$

Proof. Let the edge ordering be $e_{i, j}<e_{i^{\prime}, j^{\prime}}$ iff $i<i^{\prime}$, or $i=i^{\prime}$ and $j<j^{\prime}$ (i.e., the lexicographic ordering on $\left\{e_{i, j}\right\}$ ), and extend this to any term ordering on the monomials in these variables. Take the spanning tree $T=\left\{e_{i, j}: i=1\right.$ or $i \geq$ 2 and $\left.j \leq l_{i}\right\}$.

Now the corresponding h.s.o.p. is $\theta_{2}, \ldots, \theta_{k}$, where

$$
\theta_{i}=\sum P_{i}+\sum P_{1} .
$$

Let

$$
\alpha_{r, i, j}=e_{r, i} e_{r, j}
$$

for $r=1,1 \leq i<j \leq l_{1}$ or $r=2, \ldots, k, 1 \leq i<j \leq l_{r}+1$. Let

$$
\beta_{i_{1}, \ldots, i_{k}}=\prod_{j=1}^{k} e_{j, i_{j}}
$$

where $1 \leq i_{j} \leq l_{j}^{\prime}$. That is, the sets of $\alpha$ 's and $\beta$ 's correspond to the minimal cutsets of $G$ (which are either two edges from some $P_{i}$ or one edge from each $P_{i}$ ).

Thus a Gröbner basis for $G$ can be obtained by running Buchberger's algorithm on

$$
\theta_{2}, \ldots, \theta_{k}, \alpha_{1,1,2}, \ldots, \alpha_{k, l_{k}^{\prime}-1, l_{k}^{\prime}}, \beta_{1,1, \ldots, 1}, \ldots, \beta_{l_{1}^{\prime}, l_{2}^{\prime}, \ldots, l_{k}^{\prime}}
$$

Throughout, we do not consider S-polynomials with zero reductions. Recall that zero reductions result from the S-polynomial of any two polynomials whose head terms are relatively disjoint, and for any monomials; also, if a polynomial is a multiple of a member of the Gröbner basis, then it also reduces down to 0 . The head term of any monomial is obviously itself, and the head term of $\theta_{i}$ is $e_{i, l_{i}+1}$. We will need one additional observation about $\mapsto$ :

- If $p$ is any polynomial and $\theta$ is homogeneous of degree 1 , then

$$
p \mapsto_{\{\theta\}} \operatorname{subs}(\mathrm{ht}(\theta) \leftarrow \theta-\mathrm{ht}(\theta), p),
$$

where $\operatorname{subs}(x \leftarrow y, p)$ denotes the polynomial formed by substituting $y$ for all occurrences of $x$ in $p$.
For $r \geq 2$, we have

$$
S\left(\alpha_{r, i, l_{r}+1}, \theta_{r}\right) \mapsto^{*} \gamma_{r, i}=e_{r, i}^{2}+e_{r, i} \cdot\left(\sum P_{1}\right)
$$

and these are the only S-polynomials to consider among the $\theta$ 's and $\alpha$ 's. We tack these onto the end of our list.

For the $\beta$ 's, note that if for exactly one $j, i_{j}=l_{j}+1$, then

$$
S\left(\beta_{i_{1}, \ldots, i_{k}}, \theta_{j}\right) \mapsto^{*} e_{1, i_{1}}^{2} \prod_{r \neq j} e_{r, i_{r}},
$$

and hence we get all monomials of degree $k$ of the form

$$
e_{1, i 1}^{2} \prod_{r \in J_{1}} e_{r, i_{r}}
$$

where $J_{1} \subseteq\{2, \ldots, k\}$ is of cardinality $k-2$, and $i_{q} \leq l_{q}$. If exactly two $j$ 's, say $j_{1}$ and $j_{2}$, satisfy $i_{j}=l_{j}+1$, then in light of the previous monomials, for $j=j_{1}$ or $j_{2}$,

$$
S\left(\beta_{i_{1}, \ldots, i_{k}}, \theta_{j}\right) \mapsto^{*} e_{1, i_{1}}^{3} \prod_{r \neq j_{1}, j_{2}} e_{r, i_{r}},
$$

and hence we get all monomials of degree $k$ of the form

$$
e_{1, i 1}^{3} \prod_{r \in J_{3}} e_{r, i_{r}}
$$

where $J_{2} \subseteq\{3, \ldots, k\}$ is of cardinality $k-3$, and $i_{q} \leq l_{q}$. Continuing in this manner, we add to our list all monomials of degree $k$ of the form

$$
\delta\left(j, i_{1}, m\right)=e_{1, i_{1}}^{j} \cdot m
$$

where $j \in\{2, \ldots, k\}$ and $m$ is a square-free monomial formed by taking the product of edges, one taken from each of $k-j$ paths $P_{2}-e_{2, l_{2}^{\prime}}, \ldots, P_{k}-e_{k, l_{k}^{\prime}}$. These complete the only S-polynomials to consider among the initial sequence:

$$
\theta_{2}, \ldots, \theta_{k}, \alpha_{1,1,2}, \ldots, \alpha_{k, l_{k}, l_{k+1}}, \beta_{1,1, \ldots, 1}, \ldots, \beta_{l_{1}, l_{2}+1, \ldots, l_{k}+1}
$$

We need only consider S-polynomials involving a $\gamma_{r, i}$ and either an $\alpha_{r, j_{1}, j_{2}}$ with $j_{1}=i$ or $j_{2}=i$, a $\beta_{i_{1}, \ldots, i_{k}}$ with $i_{r}=i$, or a $\delta\left(j, i_{1}, m\right)$ with $e_{r, i} \mid m$. In the first case, if (without loss) $j_{1}=i$, a simple calculation shows that $\operatorname{Spoly}\left(\gamma_{r, i}, \alpha_{r, j_{1}, j_{2}}\right)$ is a multiple of an $\alpha_{j_{1}, j_{2}}$. In the second case, $\operatorname{Spoly}\left(\gamma_{r, i}, \beta_{i_{1}, \ldots, i_{k}}\right)$ is a multiple $\beta_{i_{1}, \ldots, i_{k}}$. Similarly, in the third case $\operatorname{Spoly}\left(\gamma_{r, i}, \delta\left(j, i_{1}, m\right)\right)$ is a multiple of $\delta\left(j, i_{1}, m\right)$. In any case, the $S$-polynomial reduces down to 0 , so Buchberger's algorithm terminates with the sequence

$$
\begin{aligned}
& \theta_{2}, \ldots, \theta_{k}, \alpha_{1,1,2}, \ldots, \alpha_{k, l_{k}, l_{k+1}}, \beta_{1,1, \ldots, 1}, \ldots, \beta_{l_{1}, l_{2}+1, \ldots, l_{k}+1} \\
& \quad \gamma_{2,1}, \ldots, \gamma_{k, l_{k}}, \delta\left(2,1, e_{2,1} \cdots e_{k, 1}\right), \ldots, \delta\left(k, 1, e_{l_{1}, 1}\right)=e_{l_{1}}^{k}
\end{aligned}
$$

being a Gröbner basis.
As a corollary, we derive explicit formulation for an order set of monomials for $G=G\left(l_{1}, \ldots, l_{k}\right)$.

Corollary 6.3. A set of choppers for an order set of monomials for $G\left(l_{1}, \ldots, l_{k}\right)$ on variables $\left\{e_{i, j}: 1 \leq i \leq k, 1 \leq j \leq l_{i}\right\}$ is

$$
\begin{aligned}
& \left\{e_{i, j}^{2}: 2 \leq i \leq k, 1 \leq j \leq l_{i}\right\} \\
& \quad \cup\left\{e_{i, j} e_{i, j^{\prime}}: 1 \leq i \leq k, 1 \leq j<j^{\prime} \leq l_{i}\right\} \\
& \quad \cup\left\{e_{1, i}^{j} \prod_{q \in S} e_{q, j}: 2 \leq j \leq k, 1 \leq i \leq l_{1},|S|=k-j, 1 \leq j \leq l_{q}\right\}
\end{aligned}
$$

Also, set $N=\sum_{i=1}^{k} l_{i}$, and for $1 \leq i \leq k-1$ let $g_{i}=\sum l_{j_{1}} l_{j_{2}} \cdot l_{j_{i}}$, where the sum is taken over all $2 \leq j_{1}<j_{2}<\cdots<j_{i} \leq k$. Then the $h$-vector $\left\langle H_{0}, \ldots, H_{k-1}\right\rangle$ satisfies

$$
\begin{aligned}
H_{0} & =1 \\
H_{1} & =N \\
H_{i} & =g_{i}+l_{1}\left(g_{i-2}+g_{i-3}+\cdots+g_{1}+1\right) \quad \text { for } i=2, \ldots, k-1 .
\end{aligned}
$$

7. Conclusion. One of the least understood aspects of the use of the BallProvan bounds for network reliability is an explicit construction of the order set of monomials for a connected graph $G$, and what properties hold for such a multicomplex. Corollary 6.3 shows that an order set of monomials for $G\left(l_{1}, \ldots, l_{k}\right)$ on variables $\left\{e_{i, j}: 1 \leq i \leq k, 1 \leq j \leq l_{i}\right\}$ consists of all monomials of the form

$$
e_{1, i_{1}}^{j} \prod_{q \in S} e_{q, i}
$$

where $1 \leq j<k, 1 \leq i_{1} \leq l_{1}, S \subseteq\{2, \ldots, k\},|S|<k-j$, and $1 \leq i \leq l_{q}$. This order set of monomials is pure, i.e., all the maximal monomials (under division) have the same degree. It is conjectured that every graph has an associated pure order set of monomials [20], and the truth of this conjecture would have implications to improving the Ball-Provan bounds for network reliability.

A further understanding of the associated order sets of monomials could have strong bounding implications in the following sense as well. The Ball-Provan bounds for reliability use inequalities [1] that are satisfied by degree sequences of order sets of monomials, and hence $h$-vectors of shellable complexes. The sharper set of ClementsLindström inequalities [11] could be used to strengthen the Ball-Provan bounds, provided the maximum degree of each variable can be bounded in the order set of monomials produced in $\S 6$. Unfortunately, we only have partial results in this direction. Along these lines, we have been able to prove that if $G$ is a connected graph of order $n$ with an independent set $I=\left\{v_{1}, \ldots, v_{k}\right\}$ such that $G-I$ is still connected, then there exists for $G$ an order set of monomials $M$ on $n-1$ variables such that for some $k$ of the variables $e_{1}, \ldots, e_{k}$, the highest power of each $e_{i}$ in any term of $M$ is $e_{i}^{\operatorname{deg}\left(v_{i}\right)}$ (here $\operatorname{deg}\left(v_{i}\right)$ is the degree of vertex $v_{i}$ in graph $G$ ). Much stronger results will be of significant interest.
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#### Abstract

We study partitions of the space $\mathbb{F}_{2}^{n}$ of all the binary $n$-tuples into disjoint sets, where each set is an additive coset of a given set $V$. Such a partition is called a tiling of $\mathbb{F}_{2}^{n}$ and denoted $(V, A)$, where $A$ is the set of coset representatives. We give a sufficient condition for a set $V$ to be a tile in terms of the cardinality of $V+V$. We then employ this condition to classify all tilings with sets of small cardinality. Further, periodicity of tilings in $\mathbb{F}_{2}^{n}$ is discussed, and a simple construction of nonperiodic tilings of $\mathbb{F}_{2}^{n}$ is presented for all $n \geq 6$. It is also shown that the nonperiodic tiling of $\mathbb{F}_{2}^{6}$ is unique. A tiling $(V, A)$ is said to be proper if $V$ generates $\mathbb{F}_{2}^{n}$; it is said to be full rank if both $V$ and $A$ generate $\mathbb{F}_{2}^{n}$. We show that, in general, the classification of tilings can be reduced to the study of proper tilings. We then prove that any tiling may be decomposed into smaller tilings that are either trivial or have full rank. Existence of full-rank tilings is exhibited by showing that each tiling is uniquely associated with a perfect binary code. Moreover, it is shown that periodic full-rank tilings may be further decomposed into smaller tilings, and then the existence of nonperiodic full-rank tilings is deduced. Finally, we generalize the well-known Lloyd theorem, originally stated for tilings by spheres, for the case of arbitrary tilings.
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1. Introduction. Given a body in an $n$-dimensional metric space, is it possible to tile the space with translations of this body? This problem has been extensively studied for the Euclidean space $\mathbb{R}^{n}$; see $[29,32]$ and references therein. The case of Euclidean spaces of small dimension has received considerable attention, and substantial progress was achieved for tilings of the Euclidean plane [11, 9]. In particular, Penrose [24] demonstrated the existence of nonperiodic tilings of $\mathbb{R}^{2}$. Another related topic is tilings of the plane with a finite collection of specially defined bodies. See, for example, publications on polyomino tilings and related problems [12].

In another setting, one may define tilings of finite abelian groups $G$, where by a tiling we mean a decomposition of the form $G=A+V$ such that $|V| \cdot|A|=|G|$. In other words, tiling is a partition of $G$ into additive cosets of a tile set $V$. The problem of describing all possible tilings of abelian groups was first brought up by Hajós [13] and is largely unsolved. Hajós suggested a first effort in this direction by considering tilings of a certain type, which will be called periodic in this paper. For a precise definition of such tilings, see $\S 5$. If all the tilings of a given group $G$ are periodic, then they can be described accurately with the help of a recursive decomposition. After a substantial amount of effort, the problem of determining all the abelian groups that admit only periodic tilings was finally solved by Sands [30], following ingenious ideas of de Bruijn [3] and Rédei [28].

[^37]In this work we are interested in tiling the Hamming space $\mathbb{F}_{2}^{n}$ consisting of all binary $n$-tuples. This problem falls into both of the above-mentioned categories of tilings, since $\mathbb{F}_{2}^{n}$ is at the same time a metric space and a finite abelian group. We will show that other features of tilings besides periodicity, and in particular their rank, may be employed for the recursive decomposition of tilings. More generally, we shall be interested in describing those subsets of $\mathbb{F}_{2}^{n}$ that are tiles.

Results on the problem of tiling $\mathbb{F}_{2}^{n}$ have applications in coding theory. Thus, certain particular cases of this problem have already been studied in the coding theory literature [20, 22]. For example, tilings of $\mathbb{F}_{2}^{n}$ with Hamming spheres are known as perfect binary codes [19, 20]. Although the parameters of all such tilings have been determined in [19, 34], a complete classification remains an open problem. Another example is tilings of $\mathbb{F}_{2}^{n}$ by the so-called $L$-spheres, which are unions of some of the shells of the Hamming sphere. For this case all possible parameters are also known $[4,15]$, whenever $L \subset\{0,1, \ldots, n / 2\}$.

In general, tilings of $\mathbb{F}_{2}^{n}$ with arbitrary bodies correspond to perfect codes correcting an arbitrary set of errors. Conditions for the existence of codes correcting an arbitrary set of errors and estimates of their cardinality were investigated in $[6,7,8,16,17]$. Such codes are useful, for instance, for correcting errors at the output of logic networks-the set of errors depends on the structure of the network and a single error in an element of the network may lead to an error of greater multiplicity at the network output [8]. Other examples where the problem of correcting a given set of errors arises are concatenated coding schemes [33] and "artificial noise" channels, which occur if the process of data transmission is considered as a game situation [6]. Tilings of $\mathbb{F}_{2}^{n}$ were also found useful in [35] for the design of soft-decision decoders for BCH codes.

This paper is organized as follows. We start with some notation and definitions in $\S 2$. In $\S 3$ we present a sufficient condition for a given set $V$ to be a tile in terms of the cardinality of the difference set of $V$. In $\S 4$ we provide a complete classification of tiles of cardinality $\leq 8$. Tilings with sets of large rank are also considered in $\S 4$. In $\S 5$ we define periodicity of tilings in $\mathbb{F}_{2}^{n}$, which is analogous to periodicity of tilings in the Euclidean plane. We prove that nonperiodic tilings of $\mathbb{F}_{2}^{n}$ do not exist for $n \leq 5$ and that the nonperiodic tiling of $\mathbb{F}_{2}^{6}$ is unique up to coordinate transformations. An explicit construction of nonperiodic tilings of $\mathbb{F}_{2}^{n}$ for all $n \geq 6$ is also presented. In $\S 6$ we introduce the concept of proper tilings and show that the classification of tilings of $\mathbb{F}_{2}^{n}$ may be reduced to the study of proper tilings. This leads to a recursive decomposition of tilings into tilings of smaller and smaller size and ultimately shows that any tiling of $\mathbb{F}_{2}^{n}$ may be constructed from tilings that are either trivial or have full rank. In $\S 7$ we show that a tiling $(V, A)$ is uniquely associated with a perfect binary code of length $|V|-1$. This allows us to deduce the existence of full-rank tilings from the existence of full-rank perfect codes, established in [10]. A construction of tilings from perfect codes is also presented in $\S 7$. In $\S 8$ we describe a technique for further decomposing a periodic full-rank tiling into tilings of smaller size. This technique is then employed to show that nonperiodic full-rank tilings exist. In $\S 9$ we generalize the well-known Lloyd theorem [20, Chap. 7], originally stated for tilings by spheres, for the case of arbitrary tilings. We give examples where such generalization may be used to prove the nonexistence of certain tilings.
2. Preliminaries. Let $\mathbb{F}_{2}^{n}$ denote the vector space of dimension $n$ over GF(2). The Hamming distance between vectors $x, y \in \mathbb{F}_{2}^{n}$, denoted $d(x, y)$, is the number of positions where $x$ and $y$ differ. The Hamming weight of $x$ is $w t(x)=d(x, \mathbf{0})$,
where $\mathbf{0}$ denotes the all-zero vector. Given a subset $C \subset \mathbb{F}_{2}^{n}$ and $x \in \mathbb{F}_{2}^{n}$, we denote $d(x, C)=\min _{y \in C} d(x, y)$. If $|C|=M$ and $\min _{x \neq y \in C} d(x, y)=d$, we shall say that $C$ is an $(n, M, d)$ binary code. For any $x \in \mathbb{F}_{2}^{n}$ and a nonnegative integer $R \leq n$, the Hamming sphere of radius $R$ about $x$ is given by $\mathcal{B}_{n}(x, R)=\left\{y \in \mathbb{F}_{2}^{n}: d(x, y) \leq R\right\}$. Given $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{F}_{2}^{n}$, we denote by $\operatorname{supp}(x)$ the subset of $\{1,2, \ldots, n\}$ consisting of all $i$ such that $x_{i} \neq 0$. Given a subset $V \subset \mathbb{F}_{2}^{n}$ with $\mathbf{0} \in V$, we denote

$$
i V \stackrel{\text { def }}{=} \underbrace{V+V+\cdots+V}_{i \text { times }}
$$

where + stands for the direct sum. Thus $i V$ is the set of all vectors in $\mathbb{F}_{2}^{n}$ that may be represented as a sum of some $i$ elements of $V$. The linear span of $V$, denoted $\langle V\rangle$, is the subspace of $\mathbb{F}_{2}^{n}$ generated by $V$. The rank of $V$ is given by $\operatorname{rank}(V)=\operatorname{dim}\langle V\rangle$. We let $\rho(V)$ denote the minimum number of elements of $V$ required to generate any vector in its linear span; namely,

$$
\rho(V) \stackrel{\text { def }}{=} \min _{j}\{j: j V=\langle V\rangle\}
$$

It is easy to see that $\rho(V)$ is the covering radius of the linear code defined by a parity-check matrix $H(V)$, having the elements of $V \backslash\{\mathbf{0}\}$ as its columns.

We shall say that a given set $V$ is a tile of $\mathbb{F}_{2}^{n}$ if it is possible to partition $\mathbb{F}_{2}^{n}$ into disjoint additive cosets of $V$. Note that the set of coset representatives $A$ is also a tile of $\mathbb{F}_{2}^{n}$. Without loss of generality (w.l.o.g) we assume that both $V$ and $A$ contain the $\mathbf{0}$ element, unless stated otherwise. Evidently, each $x \in \mathbb{F}_{2}^{n}$ has a unique representation of the form $x=v+a$, where $v \in V$ and $a \in A$. Thus we have the following definition.

Definition 2.1. The pair $(V, A)$ is a tiling of $\mathbb{F}_{2}^{n}$ if $V+A=\mathbb{F}_{2}^{n}$ and $2 V \cap 2 A=$ $\{\mathbf{0}\}$.

A trivial necessary condition for $(V, A)$ to be a tiling of $\mathbb{F}_{2}^{n}$ is that $|V|=2^{k}$ and $|A|=2^{n-k}$ for some $0 \leq k \leq n$. Thus, hereafter, when denoting a subset of $\mathbb{F}_{2}^{n}$ by $V$, we assume that $|V|=2^{k}$.

If both $V$ and $A$ are linear subspaces of $\mathbb{F}_{2}^{n}$, then $(V, A)$ is a tiling if and only if $A=\mathbb{F}_{2}^{n} / V$. Hence, in what follows we mainly focus on those tilings where at least one of the sets $V, A$ is not linear. However, we shall say that $V \subset \mathbb{F}_{2}^{n}$ is a linear tile if there is a tiling $(V, A)$ such that $A$ is a linear subspace of $\mathbb{F}_{2}^{n}$.
3. A sufficient condition. A well-known example of a linear tile is the Hamming sphere, in which case the set of coset representatives $A$ is a perfect binary code. More precisely, a sphere of radius $R<(n-1) / 2$ is a (linear) tile if and only if $R=1, n=2^{m}-1$ or $R=3, n=23$ (cf. [22]). In this section we present a sufficient condition for a set $V$ to be a linear tile, which shows that many more such tiles exist.

Theorem 3.1. If $|2 V|<2|V|$ then $V$ is a linear tile.
Proof. Let $|V|=2^{k}$ and suppose that $|2 V|<2^{k+1}$. Then either $k=n$, in which case $V=\mathbb{F}_{2}^{n}$ is a trivial linear tile, or $|2 V|<2^{n}$ and there exists an $a_{1} \in \mathbb{F}_{2}^{n} \backslash 2 V$. Set $V_{1}=V \cup\left(a_{1}+V\right)$. Since $a_{1} \notin 2 V$, we have $V \cap\left(a_{1}+V\right)=\emptyset$ and $\left|V_{1}\right|=2|V|=$ $2^{k+1}$. If $V_{1}=\mathbb{F}_{2}^{n}$ then $\left(V,\left\{\mathbf{0}, a_{1}\right\}\right)$ is a tiling of $\mathbb{F}_{2}^{n}$ and we are done. Otherwise, since $\left|2 V_{1}\right|=\left|2 V \cup\left(a_{1}+2 V\right)\right|<2\left|V_{1}\right|$, there exists an $a_{2} \in \mathbb{F}_{2}^{n} \backslash 2 V_{1}$, and we set $V_{2}=V_{1} \cup\left(a_{2}+V_{1}\right)$ with $V_{1} \cap\left(a_{2}+V_{1}\right)=\emptyset$ and $\left|V_{2}\right|=2\left|V_{1}\right|$. Continuing in this manner we construct $V_{n-k}=\mathbb{F}_{2}^{n}$ and a tiling $(V, A)$ of $\mathbb{F}_{2}^{n}$, where $A$ is a subspace of $\mathbb{F}_{2}^{n}$ generated by $a_{1}, a_{2}, \ldots, a_{n-k}$.

Using the results of Zémor [38], it is, in principle, possible to characterize all the sets $V$ which satisfy the condition of Theorem 3.1. Here we give an example of construction that produces such a set. Fix a subspace $S \subset \mathbb{F}_{2}^{n}$ and a nonzero element $s \in S$. Partition $S$ into cosets modulo the two-element subspace $\{\mathbf{0}, s\}$, and construct $V$ by choosing one and only one element from each coset. By assumption, we need $\mathbf{0} \in V$ and therefore $s \notin V$. But then, by construction, $s$ is not in $V+V$ and hence $|2 V|<|S|=2|V|$.

In the following sections we will be particularly interested in those tiles $V$ which satisfy $\langle V\rangle=\mathbb{F}_{2}^{n}$. It can be shown that for these tiles $|2 V| \geq \frac{7}{4}|V|$. More bounds on the cardinality of $V+V$ for a given set $V$ may be found in [38].

The condition $|2 V|<2|V|$ of Theorem 3.1 may be somewhat relaxed if additional information pertaining to $V$ is available. For instance, consider the following corollary.

Corollary 3.2. If $|2 V|=2|V|$ then $V$ is a tile if and only if $2 V$ is not linear.
Proof. ( $\Leftarrow)$ If $2 V$ is not linear then $2 V \neq 4 V$ and there is an $a_{1} \in 4 V \backslash 2 V$. Set $V_{1}=V \cup\left(a_{1}+V\right)$. Since $a_{1} \notin 2 V$, we have $V \cap\left(a_{1}+V\right)=\emptyset$ and $\left|V_{1}\right|=2|V|$ as before. Now $2 V_{1}=2 V \cup\left(a_{1}+2 V\right)$, and since $a_{1} \in 4 V$ it follows that $2 V \cap\left(a_{1}+2 V\right) \neq \emptyset$. Thus $\left|2 V_{1}\right|<2|2 V|=2\left|V_{1}\right|$. Applying Theorem 3.1 to $V_{1}$, we conclude that there exists a subspace $A_{1} \subset \mathbb{F}_{2}^{n}$ such that $\left(V_{1}, A_{1}\right)$ is a tiling. But then so is $\left(V, A_{1}+\left\{\mathbf{0}, a_{1}\right\}\right)$. $(\Rightarrow)$ If $2 V$ is linear then $\langle V\rangle=2 V$, and therefore $V$ does not tile its linear span. The claim now follows directly from Proposition 6.1.

Note that $2 V$ is not linear if and only if $\rho(V)>2$. In fact, the argument of Corollary 3.2 may be pushed a little further, provided that $\rho(V)$ is large enough.

Corollary 3.3. If any of the following hold, then $V$ is a linear tile.
(a) $|2 V| \leq 2|V|+2$ and $\rho(V)>2$;
(b) $|2 V| \leq 2|V|+4$ and $\rho(V)>5$;
(c) $|2 V| \leq 2|V|+5$ and $\rho(V)>20$.

Proof. (a) If $\rho(V)>2$ there exists an $a_{1} \in 3 V \backslash 2 V$, say $a_{1}=v_{1}+v_{2}+v_{3}$. As before let $V_{1}=V \cup\left(a_{1}+V\right)$ with $\left|V_{1}\right|=2|V|$ and $2 V_{1}=2 V \cup\left(a_{1}+2 V\right)$. Note that $2 V \cap\left(a_{1}+2 V\right)$ must contain the six vectors $v_{1}, v_{2}, v_{3}, v_{1}+v_{2}, v_{1}+v_{3}, v_{2}+v_{3}$. Thus $\left|2 V_{1}\right| \leq 2|2 V|-6 \leq 2\left|V_{1}\right|-2$. Again, applying Theorem 3.1 to $V_{1}$, we conclude that $V_{1}$ is a linear tile. Hence so is $V$.
(b) A similar argument yields $\left|2 V_{1}\right| \leq 2\left|V_{1}\right|+2$ in this case. Since $\rho(V)>5$, it follows that $2 V_{1}=2 V \cup\left(a_{1}+2 V\right) \neq\langle V\rangle$ or, in other words, $\rho\left(V_{1}\right)>2$. Hence, the proof of case (a) may be used to establish that $V_{1}$, and therefore also $V$, is a tile.
(c) Similarly, $\left|2 V_{1}\right| \leq 2\left|V_{1}\right|+4$, and since $\rho(V)>20$ we have $\rho\left(V_{1}\right)>5$. Thus, the proof of case (b) applies.
4. Classification of small tiles. In this section we completely characterize all tiles of size $\leq 8$. In addition, we also consider tilings with sets of large rank. First, we have the following simple proposition.

Proposition 4.1. If $|V| \leq 4$ then $V$ is a tile.
Proof. Notice that $|2 V| \leq\binom{|V|}{2}+1$, and for $|V| \leq 4$ we have $\binom{|V|}{2}+1<2|V|$. Hence $V$ is a linear tile by Theorem 3.1.

Next we classify tiles of size 8 . Let $V=\left\{\mathbf{0}, v_{1}, \ldots, v_{7}\right\}$. When is $V$ a tile? The answer to this question is greatly facilitated by the following simple fact: $V$ is a tile of $\mathbb{F}_{2}^{n}$ if and only if it is a tile of its own linear span $\langle V\rangle$. The proof of this statement is postponed until Proposition 6.1. Here, we distinguish between several cases according to the rank of $V$.

Claim 4.2. If $\operatorname{rank}(V)=7$ then $V$ is a tile.

Proof. Let $C$ be the perfect binary Hamming code of length 7. Define

$$
A=\left\{c_{1} v_{1}+c_{2} v_{2}+\cdots+c_{7} v_{7}:\left(c_{1}, c_{2}, \ldots, c_{7}\right) \in C\right\} .
$$

We claim that $(V, A)$ is a tiling of $\langle V\rangle$. Since $|V|=2^{3},|A|=2^{4}$, and $|\langle V\rangle|=2^{7}$, it would suffice to show that $2 V \cap 2 A=\{0\}$. If $a_{1}+a_{2} \in 2 V$ for some distinct $a_{1}, a_{2} \in A$, then there are two distinct codewords in $C$ at distance $\leq 2$ from each other. However, since the minimum distance of $C$ is 3 , this is a contradiction.

Note that the proof of Claim 4.2 amounts to choosing the appropriate coordinates for $\langle V\rangle$ so that the set $V$ of rank 7 becomes the Hamming sphere $\mathcal{B}_{7}(\mathbf{0}, 1)$. In general, we may always assume w.l.o.g. that $\mathcal{B}_{r}(\mathbf{0}, 1) \subset V$, where $r=\operatorname{rank}(V)$.

Consider the case where $\operatorname{rank}(V)=6$. After a suitable choice of coordinates for $\langle V\rangle$, we have $V=\mathcal{B}_{6}(\mathbf{0}, 1) \cup\{x\}$, where $x \in \mathbb{F}_{2}^{6}$ is of weight $\geq 2$. In this case, $V$ is a tile if and only if $w t(x) \neq 4,5$. The proof of this follows from Proposition 4.5, and is therefore postponed.

Now let $\operatorname{rank}(V)=5$. Again, with a suitable choice of coordinates for $\langle V\rangle$, we have $V=\mathcal{B}_{5}(\mathbf{0}, 1) \cup\{x, y\}$.

Claim 4.3. $V$ is a tile if and only if one of the following holds:
(a) $w t(x)=2, w t(y)=2, \quad$ and $\quad w t(x+y)=2$;
(b) $w t(x)=3, w t(y)=2$, and $\quad w t(x+y)=1$;
(c) $w t(x)=3, w t(y)=2, \quad$ and $\quad w t(x+y)=5$;
(d) $w t(x)=3, w t(y)=3$, and $w t(x+y)=2$.

Proof. Note that $2 V$ may be written as $\mathcal{B}_{5}(\mathbf{0}, 2) \cup \mathcal{B}_{5}(x, 1) \cup \mathcal{B}_{5}(y, 1) \cup\{x+y\}$. Hence, $V$ is a tile of $\langle V\rangle$ if and only if there exists a set $A \subset \mathbb{F}_{2}^{5}$ of cardinality 4 , such that

$$
\begin{gather*}
2 A \cap \mathcal{B}_{5}(\mathbf{0}, 2)=\{\mathbf{0}\}  \tag{1}\\
2 A \cap \mathcal{B}_{5}(x, 1)=2 A \cap \mathcal{B}_{5}(y, 1)=2 A \cap\{x+y\}=\emptyset .
\end{gather*}
$$

Condition (1) means that the Hamming distance between any two vectors in $A$ is at least 3 . Since the $(5,4,3)$ binary code is unique [22], we have that

$$
\begin{equation*}
A=\{00000,11100,10011,01111\} \tag{3}
\end{equation*}
$$

up to a permutation of coordinates. Note that $A$ is linear, and therefore $2 A=A$. Hence, condition (2) translates into

$$
\begin{equation*}
d(x, A) \geq 2, \quad d(y, A) \geq 2, \quad x+y \notin A . \tag{4}
\end{equation*}
$$

The cases (a)-(d) now may be derived by inspection from (3) and (4).
For $\operatorname{rank}(V)=4$ we have $V=\mathcal{B}_{4}(\mathbf{0}, 1) \cup\{x, y, z\}$. In this case it is obvious (from Corollary 3.2) that $V$ is a tile if and only if $2 V \neq\langle V\rangle$.

Claim 4.4. $V$ is a tile if and only if one of the following holds:
(a) $w t(x)=w t(y)=w t(z)=2$ and $\quad w t(x+y)=w t(x+z)=w t(y+z)=2$;
(b) $w t(x)=w t(y)=2, w t(z)=3$ and $w t(x+y)=2, w t(x+z)=w t(y+z)=1$;
(c) $w t(x)=2, w t(y)=w t(z)=3$ and either $w t(x+y)=1$ or $w t(x+z)=1$;
(d) $w t(x)=w t(y)=w t(z)=3$.

Proof. All we need to show is that there exists a vector in $\mathbb{F}_{2}^{4}$ which is not a sum of two elements from $\mathcal{B}_{4}(\mathbf{0}, 1) \cup\{x, y, z\}$. This is easily done by inspection. For instance, (1111) is such a vector in case (a), and so $A=\{0000,1111\}$. In all other cases $A$ has the form $\{0000,1110\}$.

Finally, if $\operatorname{rank}(V)=3$ then $V$ is linear and hence is a trivial tile. Note that the foregoing classification shows that in all cases where $|V| \leq 8$ and $V$ is a tile, it is also a linear tile. This also follows directly from Corollary 7.3.

We now consider tiles of large rank, that is, those tiles for which $\operatorname{rank}(V)$ is close to the upper bound $|V|-1$. For instance, if $\operatorname{rank}(V)=|V|-1$ then w.l.o.g. $V=\mathcal{B}_{r}(\mathbf{0}, 1)$ and is therefore a tile. If $\operatorname{rank}(V)=|V|-2$ then w.l.o.g. $V=\mathcal{B}_{r}(\mathbf{0}, 1) \cup\{x\}$ for some $x \in \mathbb{F}_{2}^{r}$ of weight $\geq 2$.

Proposition 4.5. If $V=\mathcal{B}_{r}(\mathbf{0}, 1) \cup\{x\}$ then $V$ is a tile, provided $w t(x) \neq$ $r-2, r-1$.

Proof. We have $2 V=\mathcal{B}_{r}(\mathbf{0}, 2) \cup \mathcal{B}_{r}(x, 1)$ with $r=2^{k}-2$. Thus, we may take $A$ to be an $\left(r, 2^{r-k}, 3\right)$ linear code, obtained by shortening the ( $r+1,2^{r-k+1}, 3$ ) Hamming code $C$, provided $d(x, 2 A)=d(x, A) \geq 2$. It is well known [10, 22] that for any $3 \leq w \leq r-2$ or $w=r+1$ there exists a codeword $c \in C$ of weight $w$. Hence, if $w t(x) \neq r-2, r-1$, we may always find a permutation of $C$ such that $c$ coincides with $x$ in the first $r$ coordinates and has a 1 in the last coordinate. Upon shortening (that is, taking all codewords with a zero) in the last coordinate, we obtain $A$ with $d(x, A) \geq 2$.

As a consequence of Proposition 4.5, we have the following claim.
Claim 4.6. If $|V|=8$ and $\operatorname{rank}(V)=6$, that is $V=\mathcal{B}_{6}(\mathbf{0}, 1) \cup\{x\}$, then $V$ is a tile if and only if $w t(x) \neq 4,5$.

It follows from the proof of Proposition 4.5 that if $V=\mathcal{B}_{r}(\mathbf{0}, 1) \cup\{x\}$ and a tiling $(V, A)$ exists, then $A$ must have the parameters $(n, M, d)$ of a shortened Hamming code. Further, it is easy to show that there cannot be a vector of weight $n-2$ or $n-1$ at distance $\geq 2$ from any shortened perfect code $C$ of length $n=2^{k}-2$ (either linear or nonlinear). Assume to the contrary that $x$ is such a vector, and extend $C$ to a perfect code $C_{e}=C_{0} \cup C_{1}$ of length $n+1$. Here $C_{0}=\{(c \mid 0): c \in C\}$ and $C_{1}=\{(c \mid 1)$ : $\left.c \in C^{*}\right\}$ for some $C^{*}$, where $(\cdot \mid \cdot)$ denotes concatenation. Since $d\left((x \mid 0), C_{e}\right) \leq 1$ while $d\left((x \mid 0), C_{0}\right) \geq 2$, it follows that $d\left((x \mid 0), C_{1}\right) \leq 1$. Therefore $x \in C^{*}$ and hence $C_{e}$ contains a codeword of weight $n-1$ or $n$, which is a contradiction. Thus, if any code with the parameters $\left(2^{k}-2,2^{2^{k}-k-2}, 3\right)$ can be obtained by shortening a perfect code, then no tiling is possible for $w t(x)=r-2$ or $w t(x)=r-1$. This is certainly true for $k=3$, since the $(6,8,3)$ shortened Hamming code is unique, which establishes the "only if" part of Claim 4.6.
5. Periodicity of tilings. A tiling $T$ of the Euclidean space $\mathbb{R}^{n}$ is said to be periodic if there exists a translation mapping from $\mathbb{R}^{n}$ to $\mathbb{R}^{n}$ which takes $T$ into itself. In other words, $T$ is periodic if $t+T=T$ for some nonzero $t \in \mathbb{R}^{n}$. Similarly, we shall say that a tile $V$ of $\mathbb{F}_{2}^{n}$ is periodic if there exists a nonzero $v \in \mathbb{F}_{2}^{n}$ such that $v+V=V$. Note that since $\mathbf{0} \in V$ by assumption, we must have $v \in V$. We call $v$ a periodic point of $V$. To keep the notation rigorous, we shall consider $\mathbf{0}$ to be a periodic point of any set. A periodic point is also called a stabilizer of the set in some texts [14]. Given a tiling $(V, A)$ of $\mathbb{F}_{2}^{n}$, we shall say that it is nonperiodic if neither $V$ nor $A$ contains a nonzero periodic point.

The existence of nonperiodic tilings of $\mathbb{R}^{2}$ is a well-known problem in tessellation theory [24]. The "kites and darts" tiling of Penrose [24] is a notable example of a nonperiodic tiling of the plane with two distinct polygons. It is still unknown, however, whether there exists a single (nonconvex) body which tiles the plane only nonperiodically.

In this section we consider the periodicity of tilings in $\mathbb{F}_{2}^{n}$. First, we construct a nonperiodic tiling of $\mathbb{F}_{2}^{6}$ and then show that $\mathbb{F}_{2}^{6}$ is the smallest binary space which
admits a nonperiodic tiling. We also present without proof a simple general construction of tilings in $\mathbb{F}_{2}^{n}$, which establishes the existence of nonperiodic tilings for all $n \geq 6$. Although this also follows from the general classification of groups that admit nonperiodic tilings, concluded by Sands [30], we hope these constructions will prove insightful. Furthermore, we show that the nonperiodic tiling of $\mathbb{F}_{2}^{6}$ is unique up to coordinate transformations.

Proposition 5.1. Let

$$
\begin{align*}
& V=\left\{\mathbf{0}, v_{1}, \ldots, v_{7}\right\}=\left\{\begin{array}{llllllll}
0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right\},  \tag{5}\\
& A=\left\{\mathbf{0}, a_{1}, \ldots, a_{7}\right\}=\left\{\begin{array}{llllllll}
0 & 1 & 1 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1 & 0 & 1 & 0 & 1 \\
0 & 1 & 0 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 1
\end{array}\right\},
\end{align*}
$$

where the elements of $V, A \subset \mathbb{F}_{2}^{6}$ are represented as column vectors. Then $(V, A)$ is a nonperiodic tiling of $\mathbb{F}_{2}^{6}$.

Proof. To see that $(V, A)$ is a tiling, define $A_{0}=\left\{\mathbf{0}, a_{1}, a_{2}, a_{3}\right\}$ and $A_{1}=$ $\left\{a_{4}, a_{5}, a_{6}, a_{7}\right\}$. Then obviously $2 V \cap\left(A_{0}+A_{1}\right)=\emptyset$ (consider the last row in (5), (6) above), and it remains to show that $2 V \cap 2 A_{0}=2 V \cap 2 A_{1}=\{\mathbf{0}\}$. Note that the first five rows of (5) correspond to $\mathcal{B}_{5}(\mathbf{0}, 1) \cup\{x, y\}$ with $w t(x+y)=5$, while the first five rows in both $A_{0}$ and $A_{1}$ are isomorphic to the tile set in (3). Thus, $2 V \cap 2 A_{0}=2 V \cap 2 A_{1}=\{\mathbf{0}\}$ follows from Claim 4.3. To see that $(V, A)$ is nonperiodic, observe that $\operatorname{rank}(V)=\operatorname{rank}(A)=5$. It is obvious that a set of cardinality 8 and rank 5 cannot be periodic.

We now show that the nonperiodic tiling of Proposition 5.1 is the smallest possible.
Proposition 5.2. If $(V, A)$ is a nonperiodic tiling, then $|V| \geq 8$ and $|A| \geq 8$.
Proof. Obviously, any tile of cardinality 2 is linear and, hence, periodic. Now let $(V, A)$ be a tiling of $\mathbb{I}_{2}^{n}$ with $|A|=4$. We claim that either $A$ is linear or $V$ is periodic. Indeed, let $A=\{\mathbf{0}, a, b, c\}$ and define $A^{\prime}=\{\mathbf{0}, a, b, a+b\}$. Then $2 A^{\prime} \subseteq 2 A$ which implies $2 V \cap 2 A^{\prime}=\{\mathbf{0}\}$. Hence, both $(V, A)$ and $\left(V, A^{\prime}\right)$ are tilings of $\mathbb{F}_{2}^{n}$, and therefore we must have $c+V=(a+b)+V$. This is only possible if $c=a+b$, in which case $A$ is linear, or if $c=(a+b)+v$, where $v$ is a nonzero periodic point of $V$.

Furthermore, it can be shown that the tiling of Proposition 5.1 is unique. Namely, in any nonperiodic tiling of $\mathbb{F}_{2}^{6}$ both tiles must be of the form (5), up to coordinate transformations. For example, under the coordinate transformation corresponding to taking $\left\{a_{1}, a_{2}, a_{4}, a_{5}, a_{6}, \mathbf{1}\right\}$ as the basis of $\mathbb{F}_{2}^{6}$, where $\mathbf{1}$ denotes the all-one vector, the tile $A$ given in (6) maps into (5). In view of Proposition 5.2, in order to establish the uniqueness of (5), (6) we only need to consider tiles of cardinality 8 . All such tiles have been classified in $\S 4$. Furthermore, if $|V|=8$ and $V$ is a nonperiodic tile of $\mathbb{F}_{2}^{6}$, then obviously $4 \leq \operatorname{rank}(V) \leq 6$. If $\operatorname{rank}(V)=6$ then $V$ can tile $\mathbb{F}_{2}^{6}=\langle V\rangle$ only linearly, in view of Proposition 4.5 and the fact that a $(6,8,3)$ code must be linear. Hence $\operatorname{rank}(V)=4$ or $\operatorname{rank}(V)=5$. Following the various cases in Claims 4.3 and
4.4, it may be readily verified that none of them produces a nonperiodic tiling, except case (c) in Claim 4.3. This is precisely the case corresponding to (5).

We now describe a general construction of tilings in $\mathbb{F}_{2}^{n}$ which shows that nonperiodic tilings exist for all odd $n \geq 7$. Let $\nu=2^{m}-1$, where $m \geq 3$, and let $h_{1}, h_{2}, \ldots, h_{\nu}$ be the distinct nonzero elements of $\mathbb{F}_{2}^{m}$ arranged in some definite, say lexicographic, order. Fix a permutation $\pi$ on the set $\{1,2, \ldots, \nu\}$, and consider $A_{0}, A_{1}, V \subset \mathbb{F}_{2}^{2 m+1}$ given by

$$
A_{0}=\left\{\begin{array}{ccccc}
\frac{\mathbf{0}}{\mathbf{0}} & \frac{h_{1}}{\mathbf{0}} & \frac{h_{2}}{\mathbf{0}} & \cdots & \frac{h_{\nu}}{\mathbf{0}}  \tag{7}\\
\frac{\mathbf{0}}{0} & \frac{\mathbf{0}}{0} & \cdots & \frac{\mathbf{0}}{0}
\end{array}\right\}
$$

$$
A_{1}=\left\{\begin{array}{lllll}
\frac{\mathbf{0}}{} & \frac{\mathbf{0}}{h_{1}} & \frac{\mathbf{0}}{h_{2}} & \cdots & \frac{\mathbf{0}}{h_{\nu}}  \tag{8}\\
\frac{\mathbf{0}}{1} & \frac{h_{1}}{1} & \frac{h^{2}}{1} & \cdots & \frac{1}{1}
\end{array}\right\}
$$

$$
V=\left\{\begin{array}{lllll}
\frac{\mathbf{0}}{\mathbf{0}} & \frac{h_{1}}{h^{(1)}} & \frac{h_{2}}{h_{\pi(2)}} & \cdots & \frac{h_{\nu}}{h_{\pi(\nu)}}  \tag{9}\\
\frac{\mathbf{h}}{0} & \frac{h^{2}}{0} & \frac{1}{0} & \cdots & 0
\end{array}\right\}
$$

where the elements of $A_{0}, A_{1}, V$ are again represented as column vectors, and ( $\doteqdot$ ) denotes concatenation. Let $A=A_{0} \cup A_{1}$. Then it is easy to see that $(V, A)$ is a tiling of $\mathbb{I}_{2}^{2 m+1}$. Further, the set $A=A_{0} \cup A_{1}$ is clearly nonperiodic. It may also be shown that if the permutation $\pi$ is given by, for instance,

$$
\pi=(1,4,2)(3,6)(5,7)(8,9)(10,11) \cdots(\nu-1, \nu)
$$

then the set $V$ in (9) is nonperiodic as well. Thus, we have constructed nonperiodic tilings of $\mathbb{F}_{2}^{n}$ for all odd $n \geq 7$. To exhibit nonperiodic tilings of $\mathbb{F}_{2}^{n}$ for even $n$ we use a variant of the same construction. As before, let $\nu=2^{m}-1$. Now let $\pi$ be any derangement of the set $\{1,2, \ldots, \nu\}$. Define $A, V \in \mathbb{F}_{2}^{2 m+2}$ as follows:
(10) $A=\left\{\begin{array}{ccccc}\frac{\mathbf{0}}{\mathbf{0}} & \frac{h_{1}}{\mathbf{0}} & \frac{h_{2}}{\mathbf{0}} & \cdots & \frac{h_{\nu}}{\nu} \\ \frac{\mathbf{0}}{0} & \frac{\mathbf{0}}{0} & \frac{1}{0} & \cdots & \frac{\mathbf{0}}{0} \\ 0 & 0 & 0 & \cdots & 0\end{array}\right\} \cup\left\{\begin{array}{ccccc}\frac{\mathbf{0}}{\mathbf{0}} & \frac{\mathbf{0}}{h_{1}} & \frac{\mathbf{0}}{h_{2}} & \cdots & \frac{\mathbf{0}}{h_{\nu}} \\ \frac{\mathbf{h}}{1} & \frac{h_{1}}{1} & \frac{1}{1} & \cdots & \frac{h_{\nu}}{1} \\ 0 & 0 & 0 & \cdots & 0\end{array}\right\}$,
(11) $V=\left\{\begin{array}{lllll}\frac{\mathbf{0}}{\mathbf{0}} & \frac{h_{1}}{h_{\pi(1)}} & \frac{h_{2}}{h_{\pi(2)}} & \cdots & \frac{h_{\nu}}{h_{\pi(\nu)}} \\ \frac{h^{2}}{0} & \frac{h_{1}}{0} & 0 & \cdots & 0 \\ 0 & 0 & 0 & \cdots & 0\end{array}\right\} \cup\left\{\begin{array}{lllll}\frac{\mathbf{0}}{\frac{h_{1}}{\mathbf{0}}} & \frac{h_{2}}{h_{1}} & \cdots & h_{2} & \cdots \\ \frac{h_{\nu}}{h_{\nu}} \\ \frac{h_{2}}{0} & \frac{1}{0} & \cdots & \frac{h_{\nu}}{0} \\ 1 & 1 & 1 & \cdots & 1\end{array}\right\}$.

Then $(V, A)$ is a nonperiodic tiling of $\mathbb{E}_{2}^{2 m+2}$ for all $m \geq 2$. We omit the proof of (7)-(11).
6. Recursive decomposition of tilings. In this section we present a recursive decomposition (construction) of tilings, which shows that any tiling of $\mathbb{F}_{2}^{n}$ may be decomposed into (constructed from) smaller tilings of certain particular type. First, we prove the following proposition which was used in the classification of $\S 4$.

Proposition 6.1. A set $V \subset \mathbb{F}_{2}^{n}$ is a tile of $\mathbb{F}_{2}^{n}$ if and only if it is a tile of $\langle V\rangle$.
Proof. $(\Leftarrow)$ Since $\langle V\rangle$ is linear it is a tile of $\mathbb{F}_{2}^{n}$. Thus, if $\left(\langle V\rangle, A_{1}\right)$ is a tiling of $\mathbb{F}_{2}^{n}$ and $\left(V, A_{0}\right)$ is a tiling of $\langle V\rangle$, then evidently $\left(V, A_{0}+A_{1}\right)$ is a tiling of $\mathbb{F}_{2}^{n} .(\Rightarrow)$ Let $(V, A)$ be a tiling of $\mathbb{F}_{2}^{n}$ and define $A_{0}=A \cap\langle V\rangle$. We claim that $\left(V, A_{0}\right)$ is a tiling of $\langle V\rangle$. Indeed, since $A_{0} \subseteq A$ and $2 V \cap 2 A=\{\mathbf{0}\}$, it follows that $2 V \cap 2 A_{0}=\{\mathbf{0}\}$. Further, since $\langle V\rangle \subset \mathbb{F}_{2}^{n}=V+A$, any $w \in\langle V\rangle$ can be written as $w=v+a$, where $v \in V$ and $a \in A$. However, since $\langle V\rangle$ is linear we have $a=v+w \in\langle V\rangle$, so $a \in A_{0}$. It follows that $\langle V\rangle \subseteq V+A_{0}$. The converse inclusion $V+A_{0} \subseteq\langle V\rangle$ is obvious from $V, A_{0} \subset\langle V\rangle$.

In view of Proposition 6.1, we shall be particularly interested in those tilings $(V, A)$ for which $\mathbb{F}_{2}^{n}=\langle V\rangle$. Note that until now the order of the sets in the tiling pair ( $V, A$ ) was of no importance, since the roles of $V$ and $A$ were completely symmetric. However, this is no longer true if we require $\langle V\rangle=\mathbb{I}_{2}^{n}$.

Definition 6.1. The ordered pair $(V, A)$ is a proper tiling of $\mathbb{F}_{2}^{n}$ if $(V, A)$ is a tiling of $\mathbb{F}_{2}^{n}$ and $\langle V\rangle=\mathbb{F}_{2}^{n}$.

The following proposition shows that the classification of all tilings in $\mathbb{F}_{2}^{n}$ may, in principle, be reduced to the study of proper tilings. Let $V$ be a tile of $\mathbb{F}_{2}^{n}$ with $\langle V\rangle \neq \mathbb{F}_{2}^{n}$ or, equivalently, $\operatorname{rank}(V)<n$. Denote $m=2^{n-r}-1$, where $r=\operatorname{rank}(V)$.

Theorem 6.2. The pair $(V, A)$ is a tiling of $\mathbb{F}_{2}^{n}$ if and only if $A$ has the following form:

1. For $i=0,1, \ldots, m$, let $A_{i} \subset\langle V\rangle$ be such that $\left(V, A_{i}\right)$ is a tiling of $\langle V\rangle$.
2. Let $c_{0}=\mathbf{0}, c_{1}, \ldots, c_{m}$ be a set of representatives for $\mathbb{F}_{2}^{n} /\langle V\rangle$.
3. For $i=0,1, \ldots, m$, let $v_{i}$ be any element of $\langle V\rangle$.

## Then

$$
\begin{equation*}
A=A_{0} \cup\left(v_{1}+c_{1}+A_{1}\right) \cup \cdots \cup\left(v_{m}+c_{m}+A_{m}\right) \tag{12}
\end{equation*}
$$

Proof. $(\Leftarrow)$ Let $A$ be as in (12), and denote $|V|=2^{k}$. Then $\left|A_{i}\right|=2^{r-k}$ for all $i$, and $|A|=(m+1) 2^{r-k}=2^{n-k}$. Hence, it remains to show that $2 V \cap 2 A=\{\mathbf{0}\}$. We have $2 A=\mathcal{U} \cup \mathcal{W}$, where $\mathcal{U}=\cup_{i=0}^{m} 2 A_{i}$ and $\mathcal{W}=\cup_{0 \leq i<j \leq m}\left(v_{i}+v_{j}+c_{i}+c_{j}+A_{i}+A_{j}\right)$. Now, $2 V \cap \mathcal{U}=\{\mathbf{0}\}$ since $2 V \cap 2 A_{i}=\{\mathbf{0}\}$ for all $i$. Since $c_{i}+c_{j} \notin\langle V\rangle$ for all $0 \leq i<j \leq m$, it follows that $\langle V\rangle$ and $\mathcal{W}$ are disjoint, and hence $2 V \cap \mathcal{W}=\emptyset .(\Rightarrow)$ Let $(V, A)$ be a tiling of $\mathbb{I}_{2}^{n}$. Pick any set of representatives $c_{0}=\mathbf{0}, c_{1}, c_{2}, \ldots, c_{m}$ for $\mathbb{F}_{2}^{n} /\langle V\rangle$ and define

$$
A_{i}=v_{i}+c_{i}+\left(A \cap\left(c_{i}+\langle V\rangle\right)\right)
$$

where $v_{i}$ is any element of $\langle V\rangle$ such that $\mathbf{0} \in A_{i}$. To see that such $v_{i}$ exists, note that $c_{i}+\left(A \cap c_{i}+\langle V\rangle\right) \subset\langle V\rangle$. We have $v_{i}+c_{i}+A_{i}=A \cap\left(c_{i}+\langle V\rangle\right)$ and, hence,

$$
\begin{equation*}
\bigcup_{i=0}^{m}\left(v_{i}+c_{i}+A_{i}\right)=\bigcup_{i=0}^{m} A \cap\left(c_{i}+\langle V\rangle\right)=A \tag{13}
\end{equation*}
$$

We need to show that $\left(V, A_{i}\right)$ is a tiling of $\langle V\rangle$ for all $i$. Clearly $2 A_{i}=\left(A \cap\left(c_{i}+\langle V\rangle\right)\right)+$ $\left(A \cap\left(c_{i}+\langle V\rangle\right)\right) \subset 2 A$, and therefore $2 V \cap 2 A_{i}=\{0\}$. Note that $A_{i} \subset\langle V\rangle$, which implies $V+A_{i} \subseteq\langle V\rangle$. Thus, to establish that $\left(V, A_{i}\right)$ is a tiling of $\langle V\rangle$, it remains to show that $\left|A_{i}\right|=2^{r-k}$. Since $2 V \cap 2 A_{i}=\{\mathbf{0}\}$, we obviously have $\left|A_{i}\right| \leq 2^{r-k}$. However,
$(m+1) 2^{r-k}=2^{n-k}=|A| \leq \sum_{i=0}^{m}\left|A_{i}\right|$, where the last inequality is from (13). This implies $\left|A_{i}\right|=2^{r-k}$ and completes the proof.

Remark. The vectors $v_{1}, v_{2}, \ldots, v_{m}$ and the sets $A_{0}, A_{1}, \ldots, A_{m}$ in Theorem 6.2 are not necessarily distinct. It is assumed that $\mathbf{0} \in A_{i}$ for all $i=0,1, \ldots, m$.

The analysis of Theorem 6.2 shows that if all the proper tilings of $\mathbb{F}_{2}^{r}$ are known for $r=1,2, \ldots, n$, we can construct all the tilings of $\mathbb{F}_{2}^{n}$. However, as will now be shown, the set of all the proper tilings is not the smallest class of tilings which permits complete classification of all tilings of $\mathbb{F}_{2}^{n}$. Indeed, let $(V, A)$ be a proper tiling of $\langle V\rangle$ and consider the tiling $(A, V)$. Unless $\operatorname{rank}(A)=\operatorname{rank}(V)$, this tiling is not proper and, hence, by Theorem 6.2

$$
\begin{equation*}
V=V_{0} \cup\left(a_{1}+c_{1}+V_{1}\right) \cup \cdots \cup\left(a_{m}+c_{m}+V_{m}\right), \tag{14}
\end{equation*}
$$

where $\left(A, V_{i}\right)$ is a proper tiling of $\langle A\rangle$ for all $i, \mathbf{0}, c_{1}, \ldots, c_{m}$ are representatives of $\langle V\rangle /\langle A\rangle$, and $a_{1}, a_{2}, \ldots, a_{m} \in\langle A\rangle$. Thus, using (14), each of the tilings ( $V, A_{i}$ ) of $\langle V\rangle$ in Theorem 6.2 may be decomposed into yet smaller tilings, unless $\left\langle A_{i}\right\rangle=\langle V\rangle$. This process may be iterated until a complete decomposition of the original tiling $(V, A)$ is obtained.

Example. Consider the tiling $(V, A)$ of $\mathbb{F}_{2}^{6}$ given in (5) and (6). This tiling is not proper since $\operatorname{rank}(V)=\operatorname{rank}(A)=5<6$. If we take $c_{0}=\mathbf{0}$ and $c_{1}=(000001)$ as the representatives of $\mathbb{F}_{2}^{6} /\langle V\rangle$, we can write $A=A_{0} \cup\left(c_{1}+A_{1}\right)$ with

$$
A_{0}=\left\{\begin{array}{llll}
0 & 1 & 1 & 0 \\
0 & 0 & 1 & 1 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1 \\
0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0
\end{array}\right\}, \quad A_{1}=\left\{\begin{array}{cccc}
0 & 0 & 1 & 1 \\
0 & 1 & 1 & 0 \\
0 & 1 & 0 & 1 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0
\end{array}\right\} .
$$

Note that $\left(V, A_{0}\right)$ and $\left(V, A_{1}\right)$ are proper tilings of $\langle V\rangle$. Since $\operatorname{rank}\left(A_{0}\right)=\operatorname{rank}\left(A_{1}\right)<$ $\operatorname{rank}(V)$, we may further decompose ( $V, A_{0}$ ) and ( $V, A_{1}$ ) as follows. Let $\mathbf{0}, c_{0,1}, \ldots, c_{0,7}$ and $\mathbf{0}, c_{1,1}, \ldots, c_{1,7}$ be the representatives of $\langle V\rangle /\left\langle A_{0}\right\rangle$ and $\langle V\rangle /\left\langle A_{1}\right\rangle$, respectively. We may take, for instance,

$$
\left\{c_{0,1}, c_{0,2}, \ldots, c_{0,7}\right\}=\left\{c_{1,1}, c_{1,2}, \ldots, c_{1,7}\right\}=\left\{\begin{array}{ccccccc}
1 & 0 & 1 & 0 & 1 & 0 & 1 \\
0 & 1 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right\} .
$$

Then the corresponding decompositions of $V$ are given by

$$
\begin{aligned}
& V=V_{0,0} \cup\left(a_{0,1}+c_{0,1}+V_{0,1}\right) \cup \cdots \cup\left(a_{0,7}+c_{0,7}+V_{0,7}\right), \\
& V=V_{1,0} \cup\left(a_{1,1}+c_{1,1}+V_{1,1}\right) \cup \cdots \cup\left(a_{1,7}+c_{1,7}+V_{1,7}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
& a_{0,1}, a_{0,2}, \ldots, a_{0,7}=\mathbf{0}, \mathbf{0},(110100), \mathbf{0},(101010),(011110), \mathbf{0} \in\left\langle A_{0}\right\rangle, \\
& a_{1,1}, a_{1,2}, \ldots, a_{1,7}=\mathbf{0}, \mathbf{0},(110010), \mathbf{0},(101110),(011100), \mathbf{0} \in\left\langle A_{1}\right\rangle,
\end{aligned}
$$

and

$$
V_{0,0}=\cdots=V_{0,7}=V_{1,0}=\cdots=V_{1,7}=\{\mathbf{0}\} .
$$

Indeed, since $A_{0}$ and $A_{1}$ are linear, both $\left(A_{0}, V_{0, i}\right)=\left(A_{0},\{\mathbf{0}\}\right)$ and $\left(A_{1}, V_{1, i}\right)=$ ( $A_{1},\{\mathbf{0}\}$ ) are trivial tilings of $\left\langle A_{0}\right\rangle=A_{0}$ and $\left\langle A_{1}\right\rangle=A_{1}$, respectively.

As illustrated in the foregoing example, the recursive decomposition of (12) and (14) terminates when trivial tilings, of the form $(V,\{0\})$ with $V$ linear, are obtained. The only other case where the recursion of (12), (14) stops is when a tiling $(V, A)$ with $\langle V\rangle=\langle A\rangle$ is encountered.

Definition 6.2. A tiling $(V, A)$ of $\mathbb{F}_{2}^{n}$ is said to be of full rank if $\langle V\rangle=\langle A\rangle$.
It is easy to see that a tiling $(V, A)$ of $\mathbb{F}_{2}^{n}$ is of full rank if and only if $\operatorname{rank}(V)=$ $\operatorname{rank}(A)=n$. In the sense described in this section, any tiling of $\mathbb{F}_{2}^{n}$ can be constructed in a unique way from the trivial tilings and tilings of full rank. This clearly leads to the following question: do full-rank tilings exist? We shall settle this question in the affirmative in the next section.
7. Tilings and perfect binary codes. A perfect binary code of length $n$ and Hamming distance $2 R+1$ is a tiling of $\mathbb{F}_{2}^{n}$ with Hamming spheres of radius $R$. Perfect codes have been extensively studied; see for instance [10, 18, 23, 25, 26, 34, 36]. It is known $[18,34]$ that perfect codes exist only for $R=0, R=n, R=(n-1) / 2$ with $n$ odd, $R=1$ with $n=2^{m}-1$, and $R=3$ with $n=23$. Since the first three cases are trivial while the last case corresponds to the well-known binary Golay code [22], we shall henceforth use the word "perfect" to refer to the perfect codes with $R=1$ and $n=2^{m}-1$.

It can be shown that each tiling $(V, A)$ of $\mathbb{F}_{2}^{n}$ is uniquely associated with a perfect binary code of length $\nu=|V|-1$. A similar result in the context of coverings was established by Blokhuis and Lam [2]. Let $H(V)$ be an $n \times \nu$ matrix having the elements of $V \backslash\{\mathbf{0}\}$, arranged in some fixed order, as its columns. For $x \in \mathbb{F}_{2}^{\nu}$, let $s(x)=H(V) x^{t}$ denote the syndrome of $x$ with respect to $H(V)$.

Proposition 7.1. Let

$$
\begin{equation*}
C=\left\{c \in \mathbb{F}_{2}^{\nu}: s(c)=H(V) c^{t} \in A\right\} \tag{15}
\end{equation*}
$$

Then $C$ is a perfect code of length $\nu$.
Proof. We first show that $d(C)=\min _{c_{1}, c_{2} \in C} d\left(c_{1}, c_{2}\right) \geq 3$. Denote $a_{1}=s\left(c_{1}\right)$ and $a_{2}=s\left(c_{2}\right)$, where $a_{1}, a_{2} \in A$ by (15). Suppose that $a_{1}=a_{2}$ or, equivalently, $s\left(c_{1}+c_{2}\right)=\mathbf{0}$. Then $d\left(c_{1}, c_{2}\right)=w t\left(c_{1}+c_{2}\right) \geq 3$ since the columns of $H(V)$ are distinct. Now suppose that $a_{1} \neq a_{2}$. Note that $a_{1}+a_{2}=s\left(c_{1}+c_{2}\right)=\sum_{i \in \operatorname{supp}\left(c_{1}+c_{2}\right)} v_{i}$. Further note that $a_{1}+a_{2} \notin 2 V$, since $2 V \cap 2 A=\{0\}$. Hence, again $d\left(c_{1}, c_{2}\right)=$ $\left|\operatorname{supp}\left(c_{1}+c_{2}\right)\right| \geq 3$. It remains to show that $d(x, C) \leq 1$ for all $x \in \mathbb{F}_{2}^{\nu}$. Since $V+A=\mathbb{F}_{2}^{n}$, we have $s(x)=v+a$ for some $v \in V$ and $a \in A$. If $v=\mathbf{0}$ then $x \in C$ by (15) and we are done. Otherwise, let $c \in \mathbb{F}_{2}^{\nu}$ be a vector which coincides with $x$ in all positions except one, which is the position corresponding to the location of $v$ in $H(V)$. Then $d(x, c)=1$, and $s(c)=a$ which implies that $c \in C$ by (15).

Proposition 7.1 provides a means for constructing a perfect code $C$ from any given tiling $(V, A)$. We shall say that this code $C$ is the perfect code associated with ( $V, A$ ). It should be pointed out that the correspondence between sets $V, A$ such that $V+A=\mathbb{F}_{2}^{n}$ and coverings by spheres of radius $R=1$ has been initially noticed by Blokhuis and Lam in [2]. The relevance of their rank, however, seems to have been overlooked in [2]. We now elaborate on this issue.

Proposition 7.2. If $C$ is the perfect code associated with a proper tiling $(V, A)$, then

$$
\operatorname{rank}(C)=\nu-\operatorname{rank}(V)+\operatorname{rank}(A)
$$

Proof. Define $C_{0}=\left\{c \in \mathbb{F}_{2}^{\nu}: s(c)=\mathbf{0}\right\}$. Clearly, $C_{0}$ is a linear code and $\operatorname{dim} C_{0}=\nu-\operatorname{rank}(V)$. Now let $A=\left\{\mathbf{0}, a_{1}, \ldots, a_{\mu}\right\}$ where $\mu=|A|-1$. Since $\langle V\rangle=\mathbb{F}_{2}^{n}$, we can always find a set $C_{1}=\left\{\mathbf{0}, c_{1}, \ldots, c_{\mu}\right\} \subset \mathbb{F}_{2}^{\nu}$ such that $s\left(c_{i}\right)=a_{i}$ for all $i, \operatorname{rank}\left(C_{1}\right)=\operatorname{rank}(A)$, and $\left\langle C_{1}\right\rangle \cap C_{0}=\{0\}$. Then $C=\bigcup_{c \in C_{1}}\left(c+C_{0}\right)$ and $\operatorname{rank}(C)=\operatorname{dim} C_{0}+\operatorname{rank}\left(C_{1}\right)=\nu-\operatorname{rank}(V)+\operatorname{rank}(A)$.

Remark. If $(V, A)$ is not a proper tiling then Proposition 7.2 does not apply. This is so because for $\operatorname{rank}(V)<n$ there exist elements $a \in A$ which cannot be represented in the form $H(V) x^{t}$ for any $x \in \mathbb{F}_{2}^{\nu}$. In this case we have

$$
\operatorname{rank}(C)=\nu-\operatorname{rank}(V)+\operatorname{rank}\left(A_{0}\right)<\nu-\operatorname{rank}(V)+\operatorname{rank}(A),
$$

where $A_{0}=A \cap\langle V\rangle$.
Note that $C_{0}$ is a linear subcode of $C$ (regardless of whether $(V, A)$ is proper or not), and $C$ itself is linear, i.e., equivalent to the Hamming code of length $\nu$, if and only if $A_{0}=A \cap\langle V\rangle$ is linear. The following corollary is an immediate consequence of this fact.

Corollary 7.3. If $|V| \leq 8$ and $(V, A)$ is a proper tiling, then $A$ is linear.
Proof. The perfect code $C$ associated with $(V, A)$ has length at most 7 and, hence, is equivalent (see, e.g., [25]) to the Hamming $(7,16,3)$ code or to the $(3,2,3)$ repetition code.

We now employ the foregoing results on the relation between tilings and perfect codes to establish the existence of full-rank tilings. Indeed, a full-rank perfect code (that is, a perfect code of length $\nu$ and rank $\nu$ ) together with the Hamming sphere $\mathcal{B}_{\nu}(\mathbf{0}, 1)$ constitute an example of a full-rank tiling. Furthermore, we have shown that full-rank tilings exist if and only if there exist full-rank perfect codes, for if $(V, A)$ is a full-rank tiling then the associated perfect code must have full rank by Proposition 7.2. Unfortunately, none of the classical constructions of nonlinear perfect codes given in $[1,23,25,26,36]$ produces perfect codes of full rank. On the other hand, such codes have been recently constructed by Etzion and Vardy in [10].

Theorem 7.4 (see [10]). For all $m \geq 4$, there exists a full-rank perfect code of length $2^{m}-1$.

Thus, full-rank tilings of $\mathbb{F}_{2}^{n}$ exist for all $n=2^{m}-1$ with $m \geq 4$. It is shown in the next section that they also exist for $n=2^{m}-2$ with $m \geq 4$, and in particular for $n=14$. As a consequence of Corollary 7.3, full-rank tilings do not exist for $n \leq 7$. It is still an open question whether full-rank tilings exist for $n=8,9, \ldots, 13$, and many other values of $n$. However, we have the following theorem.

Theorem 7.5. Full-rank tilings of $\mathbb{F}_{2}^{n}$ exist for all sufficiently large $n$.
Proof. Let $\left(V_{1}, A_{1}\right)$ and $\left(V_{2}, A_{2}\right)$ be tilings of $\mathbb{F}_{2}^{n_{1}}$ and $\mathbb{F}_{2}^{n_{2}}$, respectively. Define

$$
\begin{aligned}
& V=\left\{\left(v_{1} \mid v_{2}\right): v_{1} \in V_{1}, v_{2} \in V_{2}\right\}, \\
& A=\left\{\left(a_{1} \mid a_{2}\right): a_{1} \in A_{1}, a_{2} \in A_{2}\right\} .
\end{aligned}
$$

Then clearly $2 V \cap 2 A=\{0\}$ and $|V| \cdot|A|=2^{n_{1}+n_{2}}$, which means that $(V, A)$ is a tiling of $\mathbb{F}_{2}^{n_{1}+n_{2}}$. Now $\operatorname{rank}(V)=\operatorname{rank}\left(V_{1}\right)+\operatorname{rank}\left(V_{2}\right)$ and $\operatorname{rank}(A)=\operatorname{rank}\left(A_{1}\right)+\operatorname{rank}\left(A_{2}\right)$. Thus, if $\left(V_{1}, A_{1}\right)$ and ( $V_{2}, A_{2}$ ) are full-rank tilings then so is $(V, A)$. By Theorem 7.4 there exist full-rank tilings of $\mathbb{F}_{2}^{n}$ for $n=15,31,63, \ldots$. Since 15 and 31 are relatively prime, by the conductor theorem of Frobenius [31, p. 376] we have full-rank tilings of $\mathbb{F}_{2}^{n}$ for all $n \geq n_{0}$, where $n_{0}$ is sufficiently large.

Remark. In fact, using the results of the next section in the proof of Theorem 7.5 it is possible to show that full-rank tilings of $\mathbb{F}_{2}^{n}$ exist for all $n \geq 112$. This leaves exactly 53 values of $n$ for which we do not know whether full-rank tilings exist.

We conclude this section with a construction of proper tilings from perfect binary codes. This construction is, in a sense, the converse of Proposition 7.1. Let $C$ be a perfect binary code of length $\nu$ and let $\Gamma$ be a linear subcode of $C$ such that $\Gamma+C=C$. For instance, by Proposition 8.1 of the next section, we may take as $\Gamma$ any linear subspace of the set of all the periodic points of $C$ (the kernel of $C$ in the terminology of $[1,27])$. Denote $\gamma=\operatorname{dim} \Gamma$, and let $H(\Gamma)$ be a $(\nu-\gamma) \times \nu$ paritycheck matrix of $\Gamma$. Note that the matrix $H(\Gamma)$ is full rank by assumption. Take $V=\{\mathbf{0}\} \cup\{$ the columns of $H(\Gamma)\}$ and define $A=\left\{H(\Gamma) c^{t}: c \in C\right\}$.

Proposition 7.6. With $V$ and $A$ as defined above, the ordered pair $(V, A)$ is a proper tiling of $\mathbb{F}_{2}^{\nu-\gamma}$.

Proof. For $x \in \mathbb{F}_{2}^{\nu}$ let $s(x)=H(\Gamma) x^{t}$. We claim that

$$
\begin{equation*}
C=\left\{c \in \mathbb{F}_{2}^{\nu}: s(c)=H(\Gamma) c^{t} \in A\right\} . \tag{16}
\end{equation*}
$$

Indeed, if $c \in C$ then $s(c) \in A$ by the definition of $A$. To see the converse inclusion, consider a vector $x \in \mathbb{F}_{2}^{\nu}$ such that $s(x)=a \in A$. By the definition of $A$, there exists $c \in C$ such that $s(c)=a$. Hence $s(x+c)=\mathbf{0}$, which implies that $x+c \in \Gamma$. But since $\Gamma+C=C$ it follows that $x=(x+c)+c \in C$.

It is now easy to see that $d(C)=3$ implies $2 V \cap 2 A=\{0\}$. Suppose to the contrary that $v_{1}+v_{2}=a_{1}+a_{2}$ for some $v_{1} \neq v_{2} \in V$ and $a_{1} \neq a_{2} \in A$. By (16) and the fact that $\langle V\rangle=\mathbb{F}_{2}^{\nu-\gamma}$, there exists a codeword $c_{1} \in C$ such that $s\left(c_{1}\right)=a_{1}$. Let $c_{2} \in \mathbb{F}_{2}^{\nu}$ be a vector which coincides with $c_{1}$ in all but the two positions corresponding to the locations of $v_{1}$ and $v_{2}$ in $H(\Gamma)$. Then $s\left(c_{2}\right)=a_{1}+v_{1}+v_{2}=a_{2} \in A$, and therefore $c_{2} \in C$ by (16). This is a contradiction, since $d\left(c_{1}, c_{2}\right)=2$.

The fact that $V+A=\mathbb{F}_{2}^{\nu-\gamma}$ also follows from (16). Let $x \in \mathbb{F}_{2}^{\nu-\gamma}$. Since $\langle V\rangle=\mathbb{F}_{2}^{\nu-\gamma}$, there exists $y \in \mathbb{F}_{2}^{\nu}$ such that $x=s(y)$. If $y \in C$ then $x \in A$ by (16), and we are done. Otherwise, there exists a codeword $c \in C$ at distance 1 from $y$. Let $s(c)=a \in A$. Then $x=a+v$, where $v$ is the column of $H(\Gamma)$ located at the position where $c$ and $y$ differ.

Note that $\gamma$ is possibly 0 , in which case $V$ is a sphere and $A=C$. However, as will be shown in the next section, given any perfect code $C$ we may always find a linear subcode $\Gamma \neq\{\mathbf{0}\}$ such that $\Gamma+C=C$.
8. Decomposition of full-rank tilings. In this section we show that a periodic full-rank tiling may be further decomposed into smaller tilings in a way similar to Theorem 6.2. Analysis of the rank and periodicity of tilings resulting from such recursive decomposition is presented. Using this analysis we deduce the existence of nonperiodic full-rank tilings.

Let $A \subset \mathbb{F}_{2}^{n}$ and let $A_{0}$ denote the set of all the periodic points of $A$. The set $A_{0}$ is sometimes called the kernel of $A[1,27]$. The following proposition is rather obvious and was first established in [1]. We include the proof herein for completeness.

Proposition 8.1. The set $A_{0}$ is a linear subcode of $A$. Furthermore, $A$ is the union of disjoint additive cosets of $A_{0}$.

Proof. Proposition 8.1 holds vacuously if $A$ is either nonperiodic or linear. Hence assume that $A_{0} \neq\{\mathbf{0}\}$ and $A_{0} \neq A$. To see that $A_{0}$ is linear, note that $\left(a_{1}+a_{2}\right)+A=$ $a_{1}+\left(a_{2}+A\right)=a_{1}+A=A$ for any $a_{1}, a_{2} \in A_{0}$. To see that $A_{0}$ tiles $A$, let $a \in A \backslash A_{0}$. Then $\left(a+A_{0}\right) \cap A_{0}=\emptyset$ since $A_{0}$ is linear, and $a+A_{0} \subset A$ since $A_{0}$ consists of periodic points of $A$. If $A=A_{0} \cup\left(a+A_{0}\right)$ we are done; otherwise, continue in this manner until $A$ is exhausted.

It follows from Proposition 8.1 that there exists $A^{\prime} \subset A$ such that $A^{\prime}+A_{0}=A$ and $2 A_{0} \cap 2 A^{\prime}=\{\mathbf{0}\}$. We shall write $A^{\prime}=A / A_{0}$. More generally, for any set $V \subset \mathbb{F}_{2}^{n}$,
we define $V^{\prime}=V / A_{0}$ as follows. Fix a basis $a_{1}^{*}, a_{2}^{*}, \ldots, a_{m}^{*}$ for $A_{0}$ where $m=\operatorname{dim} A_{0}$, and complete this to a basis $a_{1}^{*}, a_{2}^{*}, \ldots, a_{m}^{*}, b_{1}, b_{2}, \ldots, b_{n-m}$ for $\mathbb{F}_{2}^{n}$. Then each vector $v=\sum_{i=1}^{m} \alpha_{i} a_{i}^{*}+\sum_{i=1}^{n-m} \beta_{i} b_{i}$ in $V$ is mapped onto the vector $v^{\prime}=\sum_{i=1}^{n-m} \beta_{i} b_{i}$ in $V / A_{0}$. Thus $V / A_{0}$ is just the projection of $V$ onto $\mathbb{F}_{2}^{n} / A_{0}$. Note that the mapping from $V$ to $V / A_{0}$ is not necessarily one-to-one. Thus, for instance, the mapping from $A$ to $A^{\prime}=A / A_{0}$ is $\left|A_{0}\right|$ to one, and it is easy to see that the two definitions of $A / A_{0}$ coincide.

Theorem 8.2. Let $(V, A)$ be a tiling of $\mathbb{F}_{2}^{n}$ and let $A_{0}$ be the set of periodic points of $A$. Then $A$ has the following form:

$$
\begin{equation*}
A=A^{\prime} \cup\left(c_{1}+A^{\prime}\right) \cup \cdots \cup\left(c_{2^{m}-1}+A^{\prime}\right) \tag{17}
\end{equation*}
$$

where $\left(V / A_{0}, A^{\prime}\right)$ is a tiling of $\mathbb{F}_{2}^{n} / A_{0}$, and $\mathbf{0}, c_{1}, \ldots, c_{2^{m}-1}$ are representatives for $\mathbb{F}_{2}^{n} / A_{0}$ in $\mathbb{F}_{2}^{n}$.

Proof. Set $A^{\prime}=A / A_{0}$ and $\left\{\mathbf{0}, c_{1}, c_{2}, \ldots, c_{2^{m}-1}\right\}=A_{0}$. Then (17) holds by Proposition 8.1, and all we need to show is that $\left(V / A_{0}, A / A_{0}\right)$ is a tiling of $\mathbb{F}_{2}^{n} / A_{0}$. First, we claim that the mapping from $V$ to $V / A_{0}$ is one-to-one in this case. Indeed, suppose to the contrary that $\exists v_{1}, v_{2} \in V$ which map onto the same vector $v^{\prime} \in V / A_{0}$. Then $v_{1}=\sum_{i=1}^{m} \alpha_{i} a_{i}^{*}+v^{\prime}$ and $v_{2}=\sum_{i=1}^{m} \beta_{i} a_{i}^{*}+v^{\prime}$ which implies that $v_{1}+v_{2}=$ $\sum_{i=1}^{m}\left(\alpha_{i}+\beta_{i}\right) a_{i}^{*} \in A_{0}$. This is a contradiction since $A_{0} \subset A$ and $2 V \cap 2 A=\{\mathbf{0}\}$. Thus $\left|V / A_{0}\right|=|V|$, and therefore $\left|V / A_{0}\right| \cdot\left|A / A_{0}\right|=\left|\mathbb{F}_{2}^{n} / A_{0}\right|$. It remains to show that $2\left(V / A_{0}\right) \cap 2\left(A / A_{0}\right)=\{\mathbf{0}\}$. Again, suppose to the contrary that $v_{1}^{\prime}+v_{2}^{\prime}=a_{1}^{\prime}+a_{2}^{\prime}$ for some $v_{1}^{\prime} \neq v_{2}^{\prime} \in V / A_{0}$ and $a_{1}^{\prime} \neq a_{2}^{\prime} \in A / A_{0}$. Let $v_{1}, v_{2}$ be the two vectors in $V$ which map onto $v_{1}^{\prime}, v_{2}^{\prime}$, and let $a_{1}, a_{2}$ be some two vectors in $A$ that map onto $a_{1}^{\prime}, a_{2}^{\prime}$. Then

$$
\begin{aligned}
& v_{1}+v_{2}=\sum_{i=1}^{m} \alpha_{i} a_{i}^{*}+\sum_{i=1}^{m} \beta_{i} a_{i}^{*}+v_{1}^{\prime}+v_{2}^{\prime} \\
& a_{1}+a_{2}=\sum_{i=1}^{m} \gamma_{i} a_{i}^{*}+\sum_{i=1}^{m} \delta_{i} a_{i}^{*}+a_{1}^{\prime}+a_{2}^{\prime}
\end{aligned}
$$

which implies, by linearity of $A_{0}$, that $v_{1}+v_{2}=a_{0}+a_{1}+a_{2}$ for some $a_{0} \in A_{0}$. But, since $A_{0}$ consists of periodic points of $A$, we have $a_{0}+a_{1} \in A$ which contradicts $2 V \cap 2 A=\{0\}$.

Remark. Note that Proposition 8.1 and Theorem 8.2 hold without change if $A_{0}$ is any linear subspace of the set of all the periodic points of $A$.

Using Theorem 8.2, a full-rank tiling $(V, A)$ of $\mathbb{F}_{2}^{n}$ may be further decomposed into smaller tilings, provided that at least one of the sets $V, A$ is periodic. We have the following sufficient condition for periodicity of proper tilings.

Proposition 8.3. Let $(V, A)$ be a proper tiling of $\mathbb{F}_{2}^{n}$ and let $\widetilde{v}=\sum_{v \in V} v$. Then $\widetilde{v}$ is a periodic point of $A$.

Proof. Let $C$ be the perfect binary code of length $\nu=|V|-1$ associated with ( $V, A$ ). Since the weight distribution of any perfect code containing $\mathbf{0}$ is uniquely determined [22], the vector $\mathbf{1}$ of weight $\nu$ belongs to $c+C$ for all $c \in C$. Thus, $\mathbf{1}$ is a periodic point of $C$. Now, $\widetilde{v}=H(V) \mathbf{1}^{t}=s(\mathbf{1})$ which shows that $\widetilde{v} \in A$. Furthermore, since the tiling $(V, A)$ is proper, for any $a \in A$ there exists $c \in C$ such that $s(c)=a$. But then $\mathbf{1}+c \in C$, and therefore $s(\mathbf{1}+c)=s(\mathbf{1})+s(c)=\widetilde{v}+a$ belongs to $A$.

By Proposition 8.3 a full-rank tiling $(V, A)$ is nonperiodic only if

$$
\sum_{v \in V} v=\sum_{a \in A} a=\mathbf{0}
$$

In particular, a full-rank tiling consisting of the Hamming sphere and a full-rank perfect code is necessarily periodic.

Example. Using Theorems 7.4 and 8.2 it is possible to construct a full-rank tiling of $\mathbb{F}_{2}^{14}$. Let $V=\mathcal{B}_{15}(\mathbf{0}, 1)$ and let $A$ be the full-rank perfect code of length 15 constructed in [10]. Since $\mathbf{1}$ is a periodic point of $A$, we may take $A_{0}=\{\mathbf{0}, \mathbf{1}\}$ and let $u_{1}, u_{2}, \ldots, u_{14}, \mathbf{1}$ be the corresponding basis of $\mathbb{F}_{2}^{15}$, where $u_{j}$ denotes a vector of weight 1 with the nonzero entry in the $j$ th position. Then

$$
V / A_{0}=\left\{\mathbf{0}, u_{1}, \ldots, u_{14}\right\} \cup\{(111111111111110)\}
$$

and $A / A_{0}$ is the set of all codewords of $A$ with a zero in the last position. Upon puncturing in the last coordinate we obtain a full-rank tiling $\left(V^{\prime}, A^{\prime}\right)$ of $\mathbb{F}_{2}^{14}$.

The following two propositions are concerned with the periodicity of $A / A_{0}$ and $V / A_{0}$.

Proposition 8.4. If $A_{0}$ contains all the periodic points of $A$, then $A / A_{0}$ is nonperiodic.

Proof. Let $a$ be a periodic point of $A / A_{0}$. Then $a+A=a+\left(A / A_{0}\right)+A_{0}=$ $\left(A / A_{0}\right)+A_{0}=A$. Hence $a \in A_{0}$. But $\left(A / A_{0}\right) \cap A_{0}=\{\mathbf{0}\}$, and therefore $a=\mathbf{0}$.

Proposition 8.5. The mapping from $V$ to $V / A_{0}$ takes periodic points of $V$ into periodic points of $V / A_{0}$.

Proof. Let $v_{0}=\sum_{i=1}^{m} \alpha_{i} a_{i}^{*}+\sum_{i=1}^{n-m} \beta_{i} b_{i}$ be a periodic point of $V$, and let $v_{0}^{\prime}=\sum_{i=1}^{n-m} \beta_{i} b_{i}$ be its image in $V / A_{0}$. Clearly, for any $v=\sum_{i=1}^{m} \gamma_{i} a_{i}^{*}+\sum_{i=1}^{n-m} \delta_{i} b_{i}$ in $V$, the fact that $v_{0}+v \in V$ implies that $v_{0}^{\prime}+v^{\prime}=\sum_{i=1}^{n-m}\left(\beta_{i}+\delta_{i}\right) b_{i}$ is in $V / A_{0}$.

By Proposition 8.5, if $V$ is periodic then so is $V / A_{0}$ and, hence, Theorem 8.2 can be applied to the tiling $\left(V / A_{0}, A / A_{0}\right)$. In general, this process may be iterated until we obtain a decomposition of the original tiling ( $V, A$ ) into nonperiodic tilings. At each iteration, one of the two tile sets loses all its periodic points by Proposition 8.4. However, the recursion of Theorem 8.2 does not necessarily terminate after two iterations, since the other tile set may acquire new periodic points-that is, $V / A_{0}$ can be periodic even if the original set $V$ is not. Such a situation is illustrated in the following example.

Example. Let $V=\mathcal{B}_{7}(\mathbf{0}, 1)$, and let $A$ be the linear Hamming code generated by

$$
\left\{a_{1}, a_{2}, a_{3}, a_{4}\right\}=\left\{\begin{array}{cccc}
1 & 1 & 1 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1
\end{array}\right\}
$$

Take, for instance, $A_{0}=\left\langle a_{1}, a_{2}, a_{3}\right\rangle$. An appropriate basis for $\mathbb{F}_{2}^{7}$ is $a_{1}, a_{2}, a_{3}, u_{1}, u_{2}, u_{3}, u_{4}$. Then, upon puncturing in the last three coordinates,

$$
V / A_{0}=\left\{\begin{array}{llllllll}
0 & 1 & 0 & 0 & 0 & 1 & 1 & 1  \tag{18}\\
0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 1
\end{array}\right\}
$$

Note that $V / A_{0}$ in (18) is periodic (with (1000) ${ }^{t}$ being the unique nonzero periodic point), even though $V=\mathcal{B}_{7}(\mathbf{0}, 1)$ is not.

Using the iterative decomposition described above, we can deduce the existence of nonperiodic full-rank tilings. First, note that

$$
\begin{align*}
& \operatorname{rank}(A)-m \leq \operatorname{rank}\left(A / A_{0}\right) \leq n-m  \tag{19}\\
& \operatorname{rank}(V)-m \leq \operatorname{rank}\left(V / A_{0}\right) \leq n-m \tag{20}
\end{align*}
$$

where $m=\operatorname{dim} A_{0}$. The inequalities (19), (20) show that if $(V, A)$ is a full-rank (proper) tiling of $\mathbb{F}_{2}^{n}$, then $\left(V / A_{0}, A / A_{0}\right)$ is a full-rank (proper) tiling of $\mathbb{F}_{2}^{n} / A_{0}$. Thus, starting with any full-rank tiling $(V, A)$, iterative application of Theorem 8.2 produces a decomposition of $(V, A)$ into nonperiodic full-rank tilings. In fact, if $V=\mathcal{B}_{15}(\mathbf{0}, 1)$ and $A=C$, where $C$ is a full-rank perfect code of length 15 , we need only one iteration. This is so because $\left|\mathcal{B}_{15}(\mathbf{0}, 1)\right|=16$ and by Corollary 7.3 full-rank tilings ( $V, A$ ) do not exist for $|V| \leq 8$. Thus, if $C_{0}$ is the set of all the periodic points of $C$, then the tiling $\left(\mathcal{B}_{15}(\mathbf{0}, 1) / C_{0}, C / C_{0}\right)$ is full rank and nonperiodic.

We conclude this section by observing that as a consequence of Theorems 6.2 and 8.2, the classification of tiles reduces to the classification of nonperiodic full-rank tiles. That is, if we can determine whether any given nonperiodic full-rank set is a tile, then by using Theorems 6.2 and 8.2 we can determine whether any given set is a tile. The next section provides a means for showing that certain sets cannot be tiles.
9. Nonexistence results: Generalized Lloyd theorem. In this section we derive several necessary conditions for the existence of tilings. Our main result herein is a generalization of the Lloyd theorem [21], originally stated for tilings with Hamming spheres, for arbitrary tiles. The Lloyd theorem plays a crucial role in the classification of perfect binary codes [18, 34]; for more details see [20, Chap. 7]. Other generalizations of the Lloyd theorem may be found in [19].

As in [22], we represent a vector $v=\left(v_{1}, v_{2}, \ldots, v_{n}\right) \in \mathbb{F}_{2}^{n}$ by its image $z^{v}=$ $z_{1}^{v_{1}} z_{2}^{v_{2}} \cdots z_{n}^{v_{n}}$ in the group algebra $Q G$, where $G$ is isomorphic to $\mathbb{F}_{2}^{n}$. Then for any $u, v \in \mathbb{F}_{2}^{n}$ and $V \subset \mathbb{F}_{2}^{n}$, the characters $\chi_{u}(\cdot)$ are defined in the standard way (cf. [22, Chap. 5]),

$$
\begin{aligned}
\chi_{u}\left(z^{v}\right) & =(-1)^{\langle u, v\rangle} \\
\chi_{u}(V) & =\sum_{v \in V} \chi_{u}\left(z^{v}\right)
\end{aligned}
$$

where $\langle\cdot, \cdot\rangle$ stands for the inner product modulo 2 in $\mathbb{F}_{2}^{n}$. The Krawtchouk polynomial of degree $k$ in the indeterminate $x$ is defined by

$$
P_{k}(x)=\sum_{i=0}^{k}(-1)^{i}\binom{x}{i}\binom{n-x}{k-i}
$$

for $k=0,1, \ldots, n$. The distance distribution of a subset $A \subset \mathbb{F}_{2}^{n}$ is given by

$$
D_{i}(A)=\frac{1}{|A|} \sum_{a \in A} W_{i}(a+A)
$$

where $W_{i}(a+A)$ is the number of vectors of weight $i$ in $a+A$. The MacWilliams transform of $D_{i}(A)$ is given by

$$
D_{i}^{\prime}(A)=\frac{1}{|A|} \sum_{j=0}^{n} D_{j}(A) P_{i}(j)
$$

Now let $(V, A)$ be a tiling of $\mathbb{F}_{2}^{n}$. Define the sets $N(A), N^{\prime}(A) \subset\{0,1, \ldots, n\}$ as follows:

$$
\begin{aligned}
N(A) & =\left\{j: D_{j}(A) \neq 0\right\} \\
N^{\prime}(A) & =\left\{j: D_{j}^{\prime}(A) \neq 0\right.
\end{aligned}
$$

Thus, $N(A)$ is the set of distances occurring in $A$ while $N^{\prime}(A)$ is the set of distances occurring in the formal dual $A^{\prime}=\left\{a: \chi_{a}(A) \neq 0\right\}$ of $A$. Further, let

$$
\begin{aligned}
U & =\left\{u: \chi_{u}(V)=0\right\} \\
Q(U) & =\{j: \exists u \in U \text { such that } w t(u)=j\} .
\end{aligned}
$$

Theorem 9.1. $N^{\prime}(A) \subseteq Q(U) \cup\{0\}$.
Proof. Since $A+V=\mathbb{F}_{2}^{n}$, in the group algebra $Q G$ we have $\chi_{u}(V) \chi_{u}(A)=$ $\chi_{u}\left(\mathbb{F}_{2}^{n}\right)$. Since $\chi_{u}\left(\mathbb{F}_{2}^{n}\right)=0$ for all $u \neq 0$, either $\chi_{u}(V)=0$ or $\chi_{u}(A)=0$ or both $\chi_{u}(V)=\chi_{u}(A)=0$, unless $u=\mathbf{0}$. Now, consider the following sum [22, p. 139]:

$$
\begin{equation*}
S_{j}(A) \stackrel{\text { def }}{=} \frac{1}{|A|^{2}} \sum_{w t(u)=j} \chi_{u}(A+A)=\frac{1}{|A|^{2}} \sum_{w t(u)=j}\left|\chi_{u}(A)\right|^{2} \geq 0 \tag{21}
\end{equation*}
$$

Furthermore, since $\chi_{u}(A+A)=\sum_{i \in N(A)} \sum_{\substack{w \in(w)=i \\ w \in A+A}} \chi_{u}\left(z^{w}\right)$, we have

$$
S_{j}(A)=\frac{1}{|A|^{2}} \sum_{w t(u)=j} \sum_{j \in N(A)} \sum_{\substack{w t(w)=i \\ w \in A+A}} \chi_{u}\left(z^{w}\right)=\frac{1}{|A|} \sum_{i \in N(A)} D_{i}(A) \sum_{w t(u)=j} \chi_{u}\left(z^{x}\right) .
$$

Here $x$ is an arbitrary vector of weight $i$, and we have used the fact that $\sum_{w t(u)=j} \chi_{u}\left(z^{x}\right)$ depends only on the weight of $x$. In fact [22, p. 135], $\sum_{w t(u)=j} \chi_{u}\left(z^{x}\right)=P_{j}(i)$, and therefore

$$
\begin{equation*}
S_{j}(A)=\frac{1}{|A|} \sum_{i \in N(A)} D_{i}(A) P_{j}(i)=D_{j}^{\prime}(A) \tag{22}
\end{equation*}
$$

Now let $j \in\{1,2, \ldots, n\}$. Clearly, $j \in N^{\prime}(A)$ if and only if $D_{j}^{\prime}(A) \neq 0$. From (21) and (22) it follows that if $D_{j}^{\prime}(A) \neq 0$, then there exists a vector $u$ of weight $j$ such that $\chi_{u}(A) \neq 0$. Since $\chi_{u}(V) \chi_{u}(A)=0$ unless $u=0$, for this vector $u$ we must have $\chi_{u}(V)=0$. Hence $u \in U$ and $j \in Q(U)$.

If $V$ is the Hamming sphere of radius $R$ and $u \in \mathbb{F}_{2}^{n}$ is a vector of weight $j$ then

$$
\chi_{u}(V)=\sum_{v \in V}(-1)^{\langle u, v\rangle}=\sum_{i=0}^{R} \sum_{w t(v)=i}(-1)^{\langle u, v\rangle}=P_{0}(j)+P_{1}(j)+\cdots+P_{R}(j)
$$

This is precisely the Lloyd polynomial $L_{R}(x)$ evaluated at $x=j$. Thus, in this case $Q(U)$ is just the set of integer zeros of $L_{R}(x)$, lying between 1 and $n$. Furthermore, if $A$ is a perfect binary code then $\left|N^{\prime}(A)\right|=R+1$, which follows, for instance, from Proposition 9.4 below. Thus, for tilings with Hamming spheres, Theorem 9.1 implies that the Lloyd polynomial $L_{R}(x)$ has at least $R$ distinct zeros in the set $\{1,2, \ldots, n\}$. This, together with $\operatorname{deg} L_{R}(x) \leq R$, is precisely the Lloyd theorem.

The following three propositions give several additional necessary conditions for the existence of a tiling $(V, A)$.

Proposition 9.2. $A^{\prime} \subseteq U \cup\{\mathbf{0}\}$.
Proof. Recall that $A^{\prime}=\left\{a: \chi_{a}(A) \neq 0\right\}$. The proposition now follows from the fact that $\chi_{u}(V) \chi_{u}(A)=0$ for $u \neq 0$.

Proposition 9.3. $|U| \geq|V|-1$.
Proof. Evidently, $\max _{u \in \mathbb{F}_{2}^{n}}\left|\chi_{u}(A)\right|=|A|$. Thus, taking into account that $\chi_{u}(A+$ $A)=\left|\chi_{u}(A)\right|^{2}=0$ for $u \notin U \cup\{0\}$, we have

$$
\frac{1}{|A|^{2}} \sum_{u \in \mathbb{F}_{2}^{n}} \chi_{u}(A+A)=\frac{1}{|A|^{2}} \sum_{u \in U \cup\{0\}}\left|\chi_{u}(A)\right|^{2} \leq \frac{|U|+1}{|A|^{2}} \max _{u \in \mathbb{F}_{2}^{n}}\left|\chi_{u}(A)\right|^{2} \leq|U|+1 .
$$

On the other hand,

$$
\frac{1}{|A|^{2}} \sum_{u \in \mathbb{F}_{2}^{n}} \chi_{u}(A+A)=\frac{1}{|A|^{2}} \sum_{j=0}^{n} \sum_{w t(u)=j} \chi_{u}(A+A)=\sum_{j=0}^{n} D_{j}^{\prime}(A)
$$

where the second equality follows from (21) and (22). But, since $D_{j}^{\prime}(A)$ is the MacWilliams transform of the distance distribution of $A$, we have $\sum_{j=0}^{n} D_{j}^{\prime}(A)=$ $2^{n} /|A|=|V|$.

Proposition 9.4. $|Q(U)| \geq R$, where $R$ is the smallest integer such that $\sum_{i=0}^{R}\binom{n}{i} \geq$ $|V|$.

Proof. Let $\rho=\max _{b \in \mathbb{F}_{2}^{n}} \min _{a \in A} d(b, a)$ be the covering radius of $A$. Note that $\left|N^{\prime}(A)\right|-1$ is the number of nonzero weights in the formal dual of $A$. Therefore

$$
|Q(U)| \geq\left|N^{\prime}(A)\right|-1 \geq \rho
$$

where the first inequality follows from Theorem 9.1 and the second from the results of [5]. By the sphere-covering bound we have

$$
|A| \sum_{i=0}^{\rho}\binom{n}{i} \geq 2^{n}
$$

This, together with $|A|=2^{n} /|V|$, implies that $|V| \leq \sum_{i=0}^{\rho}\binom{n}{i}$.
Example. Let $V \subset \mathbb{F}_{2}^{29}$ be the union of $\mathcal{B}_{29}(\mathbf{0}, 3)$ and some six arbitrarily chosen vectors of weight $\geq 4$. We will use Proposition 9.4 to show that $V$ cannot be a tile. Note that $|V|=2^{12}$ and therefore $R=4$. Let $u \in \mathbb{F}_{2}^{29}$ and let $x$ denote the weight of $u$. For the set $V$ at hand, we obviously have $\left|\chi_{u}(V)-L_{3}(x)\right| \leq 6$, where $L_{3}(x)=\chi_{u}\left(\mathcal{B}_{29}(\mathbf{0}, 3)\right)=P_{0}(x)+P_{1}(x)+P_{2}(x)+P_{3}(x)$ is the Lloyd polynomial. Thus, $\chi_{u}(V)$ may vanish only if

$$
\left|L_{3}(x)\right|=\left|4090-\frac{2618}{3} x+60 x^{2}-\frac{4}{3} x^{3}\right| \leq 6
$$

Direct calculation shows that only $x=15$ satisfies this inequality; hence $|Q(U)| \leq 1$. In fact, $|Q(U)|=1$ in this case. However, Proposition 9.4 requires $|Q(U)| \geq R=4$, a contradiction.

Using the known bounds on the size of linear codes [37], it is often possible to show that certain sets cannot be linear tiles. For $D \subset\{1,2, \ldots, n\}$, let $M(D)$ denote the maximum number of codewords in a linear code $C$, whose weight spectrum (that is, the set of all $i$ for which $\left.D_{i}(C) \neq 0\right)$ belongs to $D \cup\{0\}$.

Proposition 9.5. If $V$ is a linear tile then $|V| \leq M(Q(U))$.

Proof. Recall that $V$ is a linear tile if there exists a tiling $(V, A)$ with $A$ being linear. If $A$ is linear then $A^{\prime}=\left\{a: \chi_{a}(A) \neq 0\right\}=A^{\perp}$ is a linear code of size $2^{n} /|A|=|V|$. Further, $A^{\prime} \subset U \cup\{0\}$ by Proposition 9.2. Therefore

$$
|V|=\left|A^{\prime}\right| \leq M(Q(U)) .
$$

Example. Let $n=32$ and let $V=\mathcal{B}_{32}(\mathbf{0}, 2) \backslash \mathcal{X}$, where $\mathcal{X}$ consists of some 17 arbitrary vectors of weight 2 . Note that $|V|=2^{9}$. Reasoning as in the preceding example, we conclude that a vector $u \in \mathbb{F}_{2}^{32}$ of weight $x$ may belong to $U$ only if $\left|L_{2}(x)\right|=\left|P_{0}(x)+P_{1}(x)+P_{2}(x)\right| \leq 17$. This inequality holds for $x=13,14, \ldots, 20$. Therefore, by Proposition 9.5, the existence of a $\left(32,2^{9}, 13\right)$ linear code is a necessary condition for $V$ to be a linear tile. But from [37] we know that such a code does not exist.

Example. Let $n=6$ and $V=\mathcal{B}_{6}(\mathbf{0}, 1) \cup(111110)$. It is easy to verify that $U$ consists of all vectors of weight 3 or 4 which contain zero in the last coordinate. So, if $V$ is a linear tile then by Proposition 9.5 there exists a linear code of length 5 and size at least $|V|=8$, with nonzero weights 3 and 4 . This is impossible, and therefore $V$ cannot be a linear tile. However, by Proposition 6.1 and Corollary 7.3, any tile of size $\leq 8$ is also a linear tile. Hence, we conclude that $\mathcal{B}_{6}(\mathbf{0}, 1) \cup(111110)$ is not a tile. A similar argument applies to $\mathcal{B}_{6}(\mathbf{0}, 1) \cup(111100)$. Thus, we have an alternative proof of the "only if" part in Claim 4.6.
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#### Abstract

We construct a set of $q^{q^{c n}}$ nonequivalent $q$-ary perfect single error-correcting codes of length $n$ over $G F(q)$ for sufficiently large $n$ and a constant $c=\frac{1}{q}-\epsilon$. The construction is based on a small subcode $A$ of the $q$-ary Hamming code of length $n$ for which $A$ and $q-1$ of its cosets $A_{1}, \ldots, A_{q-1}$ cover the same subset $V$. We show a few isomorphic and nonisomorphic ways in which $A$ can be chosen, and we prove the uniqueness of these ways to choose $A$.
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1. Introduction. Let $F_{q}^{n}$ be a vector space of dimension $n$ over $G F(q)$. A subset of $F_{q}^{n}$ is a $q$-ary code of length $n$. Two codes $C_{1}, C_{2} \subset F_{q}^{n}$, are said to be isomorphic if there exists a permutation $\pi$ such that $C_{2}=\left\{\pi(c): c \in C_{1}\right\}$. They are said to be equivalent if there exists a vector $v$ and a permutation $\pi$ such that $C_{2}=\left\{v+\pi(c): c \in C_{1}\right\}$. The Hamming distance between vectors $u, v \in F_{q}^{n}$, denoted $d(u, v)$, is the number of coordinates in which $u$ and $v$ differ. Without loss of generality (w.l.o.g.), we shall assume, unless stated otherwise, that the all-zero vector is in $C$.

A code $C$ of length $n$ is perfect if for some integer $r \geq 0$ every $x \in F_{q}^{n}$ is within distance $r$ from exactly one codeword of $C$. The study of perfect codes is one of the most fascinating subjects in coding theory. It is well known [3] that the only parameters for nontrivial perfect codes are those of the two Golay codes and the Hamming codes. The Hamming codes have length $n_{m}=\frac{q^{m}-1}{q-1}, m \geq 2$, and $r=1$. They are single error-correcting codes, and henceforth when we use the words "perfect code" we will refer to codes with $r=1$ and length $n_{m}$. The Hamming codes are the only linear codes with these parameters [3, p. 77]. For $q=2$, constructions for nonequivalent perfect codes were presented by Phelps [5], [6], Etzion and Vardy [1], and others. For other $q$ 's, constructions of nonlinear codes were presented by Schönheim [9], Lindström [2], and Mollard [4]. Nonequivalent perfect codes were generated by Phelps [7]. The construction for $q=2$ given in Etzion and Vardy [1] has the advantage of obtaining the largest known set of nonequivalent perfect codes. It is also possible to obtain from the construction of [1] perfect codes with other properties as different ranks [1] and different kernels [8]. In this paper we generalize the construction of Etzion and Vardy [1] to any alphabet of size $q$, where $q$ is a power of a prime.

In $\S 2$ we present a construction of a set of $q^{\frac{n_{m}-1}{q}+1-\log _{q}\left(n_{m}(q-1)+1\right)}$ distinct perfect codes of length $n$. This set contains at least $q^{\frac{n_{m}-1}{q}+1-\log _{q}\left(n_{m}(q-1)+1\right)}-n_{m}\left(1+\log _{q} n_{m}\right)$ nonequivalent codes. This is the largest known set of nonequivalent perfect codes. The construction is based on a small subcode $A$ of the $q$-ary Hamming code for which $A$ and $q-1$ of its cosets $A_{1}, \ldots, A_{q-1}$ cover the same subset $V$. This set $A$ is important

[^38]in constructions of perfect codes with different ranks [1] and different kernels [8]. In $\S 3$ we show a few isomorphic and nonisomorphic ways in which this set $A$ can be chosen, and we prove the uniqueness of the ways in which $A$ is chosen.
2. Construction for nonequivalent perfect codes. The parity check matrix of the Hamming code of length $n_{m+1}=\frac{q^{m+1}-1}{q-1}=q^{m}+q^{m-1}+\cdots+q+1$, over $G F(q)$, consists of $n_{m+1}$ pairwise linear independent column vectors of length $m+1$ over $G F(q)$. We will take the $n_{m+1}$ column vectors of the form $\left(0 \cdots 01 x_{1} \cdots x_{r}\right)^{T}$ for all $0 \leq r \leq m$, where for $x_{i} \in G F(q), 1 \leq i \leq r$. Let $\alpha$ be a primitive element in $G F(q)$. Then the $2 \times(q+1)$ parity check matrix of the Hamming code of length $n_{2}$ has the form
\[

H_{2}=\left[$$
\begin{array}{llllll}
0 & 1 & 1 & 1 & \cdots & 1 \\
1 & 0 & \alpha^{0} & \alpha^{1} & \cdots & \alpha^{q-2}
\end{array}
$$\right]
\]

and its $(q-1) \times(q+1)$ generator matrix has the form

$$
G_{2}=\left[\begin{array}{cccccc}
1 & \alpha^{q-1} & -\alpha^{q-1} & 0 & \cdots & 0 \\
1 & \alpha^{q-2} & 0 & -\alpha^{q-2} & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
1 & \alpha & 0 & 0 & \cdots & -\alpha
\end{array}\right]=\left[\begin{array}{cc}
1 & \\
\vdots & X \\
1 &
\end{array}\right]
$$

where $\boldsymbol{X}$ is a $(q-1) \times q$ matrix.
Assume the Hamming code of length $n_{m}=\frac{q^{m}-1}{q-1}=q^{m-1}+\cdots+q+1$ with $m \geq 2$ has the $m \times n_{m}$ parity check matrix $H_{m}$ of the form

$$
H_{m}=\left[\begin{array}{ccccc}
0 & & & & \\
\vdots & S_{1} & S_{2} & \cdots & S_{n_{m}-1} \\
0 & & & &
\end{array}\right]
$$

where the $S_{i}$ 's are column vectors.
Also assume that the $\left(n_{m}-m\right) \times n_{m}$ generator matrix $G_{m}$ has the form

$$
G_{m}=\left[\begin{array}{ccccccc}
1 & & & & & & 0 \\
\vdots & X & 0 & \ldots & \ldots & \ldots & 0 \\
1 & & & & & & \\
1 & & & & & & 0 \\
\vdots & 0 & X & \ldots & \ldots & \ldots & 0 \\
1 & & & & & & \\
\vdots & \vdots & \vdots & \ldots & \ldots & \ldots & \vdots \\
\vdots & \vdots & \vdots & \ldots & \ldots & \ldots & \vdots \\
\vdots & \vdots & \vdots & \ldots & \ldots & \ldots & \vdots \\
1 & & & & & & \\
\vdots & 0 & 0 & \ldots & \ldots & \ldots & X \\
1 & & & & & & \\
\hline & & & F & & &
\end{array}\right]
$$

where $\boldsymbol{F}$ is a $t \times n_{m}$ matrix with $t=\left(n_{m}-m\right)-(q-1) \frac{n_{m}-1}{q}=n_{m-1}+1-m$.
Now, we generate the following $(m+1) \times\left(n_{m} q+1\right)$ parity check matrix $H_{m+1}$ :

Lemma 2.1. $H_{m+1}$ is a parity check matrix of the Hamming code of length $n_{m} q+1$.

Proof. Assume $H_{m}$ has all the $n$ column vectors of length $m$ of the form ( $0 \cdots 01 x_{1}$ $\left.\cdots x_{r}\right)^{T}$ for all $r, 0 \leq r \leq m-1$, where $x_{i} \in G F(q), 1 \leq i \leq r$. By induction starting from the basis $H_{2}$, we can easily prove that $H_{m+1}$ is a parity check matrix of the Hamming code of length $n_{m+1}$.

Now, let $G_{m+1}$ be the following $\left(n_{m} q-m\right) \times\left(n_{m} q+1\right)$ matrix:

$$
G_{m+1}=\left[\begin{array}{ccccccc}
1 & & & & & & \\
\vdots & X & 0 & \ldots & \ldots & \ldots & 0 \\
1 & & & & & & \\
1 & & & & & & 0 \\
\vdots & 0 & X & \ldots & \ldots & \ldots & 0 \\
1 & & & & & & \\
\vdots & \vdots & \vdots & \ldots & \ldots & \ldots & \vdots \\
\vdots & \vdots & \vdots & \ldots & \ldots & \ldots & \vdots \\
\vdots & \vdots & \vdots & \ldots & \ldots & \ldots & \vdots \\
1 & 0 & 0 & \ldots & \ldots & \ldots & X \\
\vdots & 0 & & & \\
1 & & & & & & \\
\hline & & & F^{\prime} & & &
\end{array}\right]
$$

where $\boldsymbol{F}^{\prime}$ is some $t^{\prime} \times\left(n_{m} q+1\right)$ matrix; $t^{\prime}=n_{m}-m$.
Lemma 2.2. The generator matrix of the Hamming code with parity check matrix $H_{m+1}$ has the form of $G_{m+1}$.

Proof. From the form of $H_{2}$ and $G_{2}$ it follows that the matrix

$$
\left[\begin{array}{llllll}
0 & S & S & S & \cdots & S \\
1 & 0 & \alpha^{0} & \alpha^{1} & \cdots & \alpha^{q-2}
\end{array}\right]
$$

for any given column vector $S$, is orthogonal to the matrix

$$
\left[\begin{array}{ccc}
1 & & \\
\vdots & X & \\
1 &
\end{array}\right.
$$

Taking this fact into account the claim follows directly from the form of $H_{m+1}$ and $G_{m+1}$.

We say that a vector $v$ covers the set $U$ if for any $u \in U$ we have $d(v, u) \leq 1$. A code $C$ covers a set $U$ if for every element $u \in U$ there exists a codeword $c \in C$ such that $d(c, u) \leq 1$. Let $C(G)$ denote the code generated by a generator matrix $G$.

LEMMA 2.3. If $G_{m+1}^{1}$ is the matrix consisting of the first $n_{m}(q-1)$ rows of $G_{m+1}$, then $C\left(G_{m+1}^{1}\right)$ and $\left(\alpha^{j}: 0 \cdots 0\right)+C\left(G_{m+1}^{1}\right), j \geq 0$, cover the same subset of $F_{q}^{n_{m} q+1}$.

Proof. Since $G_{2}=G_{2}^{1}$ and $C\left(G_{2}\right)$ is a perfect code, it follows that its coset $\left(\alpha^{j}: 0 \cdots 0\right)+C\left(G_{2}\right)$ is also a perfect code and thus $C\left(G_{2}^{1}\right)$ and ( $\left.\alpha^{j}: 0 \cdots 0\right)+C\left(G_{2}^{1}\right)$ cover the same subset of $F_{q}^{q+1}$. Let $v=\left(\gamma \vdots u_{1}, \ldots, u_{n_{m}}\right) \in C\left(G_{m+1}^{1}\right)$, where $\left(\delta_{i} \vdots u_{i}\right) \in C\left(G_{2}\right)$, $u_{i} \in F_{q}^{q}, \delta_{i} \in G F(q)$, and $\gamma=\sum_{i=1}^{n_{m}} \delta_{i}$. This is the form of codewords from $C\left(G_{m+1}^{1}\right)$ as follows from the form of $G_{2}$ and $G_{m+1}^{1}$. We will show that every vector which is covered by $v$ is also covered by a codeword of ( $\left.\alpha^{j}: 0 \cdots 0\right)+C\left(G_{m+1}^{1}\right)$. Obviously, $v+\left(\beta^{:} 0 \cdots 0\right), \beta \in G F(q)$, is covered by $v+\left(\alpha^{j}: 0 \cdots 0\right) \in\left(\alpha^{j}: 0 \cdots 0\right)+C\left(G_{m+1}^{1}\right)$. So, we only have to show that any word of the form ( $\gamma: u_{1} \cdots u_{i-1} u_{i}^{\prime} u_{i+1} \cdots u_{n_{m}}$ ), where $u_{i}$ and $u_{i}^{\prime}$ differ in exactly one position, is covered by a codeword of ( $\alpha^{j}: 0 \cdots 0$ ) + $C\left(G_{m+1}^{1}\right)$. We know that the vector $\left(\delta_{i}: u_{i}^{\prime}\right)$ is covered by a codeword $v_{i}^{\prime} \in\left(\alpha^{j}: 0 \cdots 0\right)+$ $C\left(G_{2}\right)$ because $\left(\alpha^{j}: 0 \cdots 0\right)+C\left(G_{2}\right)$ is a perfect code. Since $\left(\delta_{i}: u_{i}\right) \in C\left(G_{2}\right)$ and since the minimum distance of $C\left(G_{2}\right)$ is 3 , it follows that a vector of the form $\left(x: u_{i}^{\prime}\right)$ is not in $C\left(G_{2}\right)$ and hence also not in $\left(\alpha^{j}: 0 \cdots 0\right)+C\left(G_{2}\right)$. Therefore, $v_{i}^{\prime}=\left(\delta_{i}: u_{i}^{\prime \prime}\right)$, where $u_{i}^{\prime \prime}$ differs in exactly one position from $u_{i}^{\prime}$ and in exactly two positions from $u_{i}$. Since $\left(\delta_{i}: u_{i}^{\prime \prime}\right) \in\left(\alpha^{j}: 0 \cdots 0\right)+C\left(G_{2}\right)$, it follows that $\left(\delta_{i}-\alpha^{j}: u_{i}^{\prime \prime}\right) \in C\left(G_{2}\right)$ and hence $\left(\gamma-\alpha^{j}: u_{1} \cdots u_{i-1} u_{i}^{\prime \prime} u_{i+1} \cdots u_{n_{m}}\right) \in C\left(G_{m+1}^{1}\right)$. Hence, $\left(\gamma: u_{1} \cdots u_{i-1} u_{i}^{\prime} u_{i+1} \cdots u_{n_{m}}\right)$ is covered by $\left(\gamma: u_{1} \cdots u_{i-1} u_{i}^{\prime \prime} u_{i+1} \cdots u_{n_{m}}\right) \in\left(\alpha^{j}: 0 \cdots 0\right)+C\left(G_{m+1}^{1}\right)$. Thus, every vector which is covered by $C\left(G_{m+1}^{1}\right)$ is also covered by $\left(\alpha^{j}: 0 \cdots 0\right)+C\left(G_{m+1}^{1}\right)$ and since $C\left(G_{m+1}^{1}\right)$ and $\left(\alpha^{j}: 0 \cdots 0\right)+C\left(G_{m+1}^{1}\right)$ have the same size the lemma follows.

Now, we can write $G_{m}$ as

$$
G_{m}=\left[\begin{array}{c}
G_{m}^{1} \\
\hline F
\end{array}\right], \text { where } F=\left[\begin{array}{c}
f_{1} \\
\vdots \\
f_{t}
\end{array}\right]
$$

where $f_{i}$ is a $1 \times n$ matrix. Let $c_{j}, 1 \leq j \leq q^{t}$, be the $q^{t}$ codewords formed from $\boldsymbol{F}$. By Lemma 2.3 we have that $c_{j}+C\left(G_{m}^{1}\right)$ and $\left(\alpha^{j}: 0 \cdots 0\right)+c_{j}+C\left(G_{m}^{1}\right)$ cover the same subset of $F_{q}^{n_{m}}$.

Lemma 2.4. Given the vector $\left(g_{1}, g_{2}, \ldots, g_{q^{t}}\right), g_{i} \in G F(q), 1 \leq i \leq q^{t}$, the code

$$
C=\bigcup_{i=1}^{q^{t}}\left(\left(g_{i}: 0 \cdots 0\right)+c_{i}+C\left(G_{m}^{1}\right)\right)
$$

forms a q-ary perfect code.
Proof. If $g_{i}=0$ for all $i$, then $C$ is the Hamming code. The lemma now follows from the fact that $c_{i}+C\left(G_{m}^{1}\right)$ and $\left(g_{i}: 0 \cdots 0\right)+c_{i}+C\left(G_{m}^{1}\right)$ cover the same subset of $F_{q}^{n_{m}}$.

Let $\Omega\left(n_{m}\right)$ be the set of perfect codes constructed in Lemma 2.4. Obviously $\left|\Omega\left(n_{m}\right)\right|=q^{q^{t}}=q^{q^{n_{m-1}+1-m}}=q^{\frac{n_{m}-1}{q}+1-\log _{q}\left(n_{m}(q-1)+1\right)}$. Given a perfect code $C$ of length $n_{m}$, there are at most $q^{n_{m}} n_{m}!\leq q^{n_{m}} q^{n_{m} \cdot \log _{q} n_{m}}=q^{n_{m}\left(1+\log _{q} n_{m}\right)}$ different perfect codes equivalent to $C$. Hence we have Theorem 2.5.

Theorem 2.5. $\Omega\left(n_{m}\right)$ contains at least $q^{\frac{n_{m}-1}{q}+1-\log _{q}\left(n_{m}(q-1)+1\right)}-n_{m}\left(1+\log _{q} n_{m}\right)$ nonequivalent perfect codes.

A more precise enumeration will slightly improve the result of Theorem 2.5. Finally, we would like to mention that given a perfect code $C$ one might permute symbols independently in each position to obtain another perfect code. If we consider these perfect codes as equivalent we will have that there are at most $q^{n_{m}} n_{m}!(q!)^{n}$ different perfect codes equivalent to $C$. But, this will hardly influence the result of Theorem 2.5 .
3. Splitting submatrices of the Hamming code. In Lemma 2.3 we have proved that $C\left(G_{m+1}^{1}\right)$ and $\left(\alpha^{j}: 0 \cdots 0\right)+C\left(G_{m+1}^{1}\right), j \geq 0$, cover the same subset of $F_{q}^{n_{m} q+1}$. The following question is of interest and importance. For a given $i$, $2 \leq i \leq n_{m} q+1$, does there exist an $n_{m}(q-1) \times\left(n_{m} q+1\right)$ submatrix $G_{m+1}^{i}$ of $G_{m+1}$ such that $C\left(G_{m+1}^{i}\right)$ and $\alpha^{j} e_{i}+C\left(G_{m+1}^{i}\right), j \geq 0$, where $e_{i}=(0 \cdots 010 \cdots 0)$ with the 1 in position $i$, cover the same subset of $F_{q}^{n_{m} q+1}$ ? For $q=2$ these submatrices exist as proved in [1]. These subcodes together with $C\left(G_{m+1}^{1}\right)$ were used in [1] to construct codes with various ranks and in [8] to construct codes with various kernels. This submatrix, $G_{m+1}^{i}, 1 \leq i \leq n_{m+1}$, will be called a splitting submatrix of $G_{m+1}$ and these submatrices are the subject of this section.

In this section we will prove that for each $i, 1 \leq i \leq n_{m+1}$, a splitting submatrix $G_{m+1}^{i}$ of $G_{m+1}$ exists. We will also prove the uniqueness of these submatrices. In order to simplify the understanding of the construction for $G_{m+1}^{i}$ we will permute the columns of the code such that column $i$ will become the first column.

We start by considering the Hamming code of length $q+1$. As shown in $\S 2$, a parity check matrix of the code $H_{2}$ has the form

$$
H_{2}=\left[\begin{array}{llllll}
0 & 1 & 1 & 1 & \cdots & 1 \\
1 & 0 & \alpha^{0} & \alpha^{1} & \cdots & \alpha^{q-2}
\end{array}\right]
$$

the generator matrix of the code has the form

$$
\left[\begin{array}{lrrrrrr}
\alpha^{0}-0 & 1 & -1 & 0 & \cdots & 0 & 0 \\
\alpha^{1}-\alpha^{0} & 0 & 1 & -1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\alpha^{q-2}-\alpha^{q-3} & 0 & 0 & 0 & \cdots & 1 & -1
\end{array}\right]
$$

and from this matrix we can immediately compute

$$
G_{2}=\left[\begin{array}{cc}
1 & \\
\vdots & X \\
1 &
\end{array}\right]
$$

as given is $\S 2$.
If $q=p$ then we can take instead of $H_{2}$ the check matrix

$$
\left[\begin{array}{llllll}
0 & 1 & 1 & 1 & \cdots & 1 \\
1 & 0 & 1 & 2 & \cdots & p-1
\end{array}\right]
$$

and its generator matrix has the form

$$
\left[\begin{array}{rrrrrrr}
1 & 1 & -1 & 0 & \cdots & 0 & 0 \\
1 & 0 & 1 & -1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
1 & 0 & 0 & 0 & \cdots & 1 & -1
\end{array}\right]
$$

For a given $\beta \in G F(q)$, if the parity check matrix has the column $\binom{1}{\beta}$ as the first column then we take the parity check matrix

$$
H_{2}^{*}=\left[\begin{array}{llllll}
1 & 0 & 1 & 1 & \cdots & 1 \\
\beta & 1 & \beta+\alpha^{0} & \beta+\alpha^{1} & \cdots & \beta+\alpha^{q-2}
\end{array}\right]
$$

and its generator matrix is

$$
G_{2}^{*}=\left[\begin{array}{llrrlr}
1 & \alpha^{0} & -1 & 0 & \cdots & 0 \\
1 & \alpha^{1} & 0 & -1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
1 & \alpha^{q-2} & 0 & 0 & \cdots & -1
\end{array}\right]=\left[\begin{array}{ll}
1 & \\
\vdots & Y \\
1 &
\end{array}\right]
$$

where $\boldsymbol{Y}$ is a $(q-1) \times q$ matrix.
The proof that $H_{2}^{*}$ is a parity check matrix of the Hamming code is based on the following simple lemma.

Lemma 3.1. If $\beta$ is an element in $G F(q)$ then the set of elements $\left\{\beta+\alpha^{i}: 0 \leq\right.$ $i \leq q-2\}$ consists of all the elements of $G F(q)$.

We will make extensive use of this lemma in our constructions to prove that the parity check matrix of the codes, which we will construct, has all the columns of length $m+1$ and the form $\left(0 \cdots 01 x_{1} \cdots x_{r}\right)^{T}$ for all $r, 0 \leq r \leq m$, where $x_{i} \in G F(q)$, $1 \leq i \leq r$.

Now, we want to form the Hamming code of length $n_{m+1}$, which has as the first column in the parity check matrix the column vector of length $m+1,\left(0 \cdots 01 a_{1} \cdots a_{r}\right)^{T}$ for some $r, 0 \leq r \leq m$, and some $a_{i}$ 's, $a_{i} \in G F(q), 1 \leq i \leq r$. We start with the parity check matrix $H_{m+1-r}$ and the splitting submatrix $G_{m+1-r}^{1}$ given in $\S 2$. For $r=m$ we take $H_{1}=[1]$ and $G_{1}^{1}$ is an empty matrix. Now, let $H_{m+1-r}^{*}=H_{m+1-r}$ and $G_{m+1-r}^{*}=G_{m+1-r}^{1}$. Assume we have constructed the $i \times n_{i}$ parity check matrix $H_{i}^{*}, i \geq m+1-r$, where $S=\left(0 \cdots 01 a_{1} \cdots a_{i-m-1+r}\right)^{T}$ is the first column of $H_{i}^{*}$, and the $\left(q^{i-1}-1\right) \times n_{i}$ splitting submatrix $G_{i}^{*}$ which is a submatrix of the generator matrix of the Hamming code with the parity check matrix $H_{i}^{*}$. Assume further that $G_{i}^{*}$ has the form

$$
G_{i}^{*}=\left[\begin{array}{ccccccc}
1 & & & & & & 0 \\
\vdots & Z_{1} & 0 & \ldots & \ldots & \ldots & 0 \\
1 & & & & & & \\
1 & & & & & & 0 \\
\vdots & 0 & Z_{2} & \ldots & \ldots & \ldots & \\
1 & & & & & & \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
1 & & 0 & & & & \\
\vdots & 0 & 0 & \cdots & \cdots & \cdots & Z_{n_{i-1}} \\
1 & & & & & &
\end{array}\right]
$$

where $\boldsymbol{Z}_{i}$ is either the $(q-1) \times q$ matrix $\boldsymbol{X}$ given in $\S 2$ or the $(q-1) \times q$ matrix $\boldsymbol{Y}$ given in this section. W.l.o.g. we will further assume that there exists an integer $l$,
$0 \leq l \leq n_{i-1}$, such that for each $j, 1 \leq j \leq l, \boldsymbol{Z}_{j}=\boldsymbol{X}$, and for each $j, l+1 \leq j \leq n_{i-1}$, $\boldsymbol{Z}_{j}=\boldsymbol{Y}$. Now, assume $H_{i}^{*}$ has the form

$$
H_{i}^{*}=\left[\begin{array}{lllll}
S & T_{1} & T_{2} & \cdots & T_{n_{i-1}}
\end{array}\right]
$$

where $T_{j}, 1 \leq j \leq n_{i-1}$ is an $i \times q$ matrix.
We distinguish between two cases.
Case 1. If $a_{i-m+r}=0$, we generate the following $(i+1) \times n_{i+1}$ parity check matrix $H_{i+1}^{*}$ :

$$
\left.\begin{array}{llllllllll}
H_{i+1}^{*}=\left[\begin{array}{ccccccccc}
S & \cdots & T_{j} & T_{j} & \cdots & T_{j} \\
0 & \cdots & 0 \cdot L & \alpha^{0} \cdot L & \cdots & \alpha^{q-2} \cdot L & \\
\cdots & T_{k} & T_{k} & \cdots & T_{k} & \cdots & \vdots & S & S \\
\cdots & & \\
\cdots & 0 \cdot K & \alpha^{0} \cdot K & \cdots & \alpha^{q-2} \cdot K & \cdots & 1 & \alpha^{0} & \alpha^{1}
\end{array} \cdots\right. & \alpha^{q-2}
\end{array}\right],
$$

where $1 \leq j \leq l, l+1 \leq k \leq n_{i-1}, L$ is an $1 \times q$ matrix of the form $L=[1 \cdots 1]$, and $K$ is a $1 \times q$ matrix of the form $K=\left[\alpha^{0} \alpha^{0} \alpha^{1} \cdots \alpha^{q-2}\right]$.

Case 2. If $a_{i-m+r}=\alpha^{c}$, we generate the following $(i+1) \times n_{i+1}$ parity check matrix $H_{i+1}^{*}$ :

$$
\begin{aligned}
H_{i+1}^{*}= & {\left[\begin{array}{ccccccccc}
S & \cdots & T_{j} & T_{j} & \cdots & T_{j} & \cdots & T_{k} & T_{k} \\
\alpha^{c} & \cdots & M+0 & M+\alpha^{0} & \cdots & M+\alpha^{q-2} & \cdots & N+0 \cdot K & N+\alpha^{0} \cdot K \\
& \cdots & T_{k} & \cdots & \vdots & S & S & \cdots & S \\
& \cdots & N+\alpha^{q-2} \cdot K & \cdots & 1 & \alpha^{c}+\alpha^{0} & \alpha^{c}+\alpha^{1} & \cdots & \alpha^{c}+\alpha^{q-2}
\end{array}\right], }
\end{aligned}
$$

where $1 \leq j \leq l, l+1 \leq k \leq n_{i-1}, M$ is an $1 \times q$ matrix of the form $M=$ $\left[0 \alpha^{c} \alpha^{c+1} \cdots \alpha^{c+q-2}\right]$, and $N$ is a $1 \times q$ matrix of the form $N=\left[\begin{array}{lll}0 & \alpha^{c} & \cdots\end{array} \alpha^{c}\right]$.

Lemma 3.2. $H_{i+1}^{*}$ is a parity check matrix for the Hamming code.
Proof. This is an immediate consequence from the fact that $H_{i}^{*}$ is a parity check matrix of the Hamming code, Lemma 3.1, and the observation that in the four $q \times q$ matrices,

$$
\left[\begin{array}{c}
0 \cdot L \\
\alpha^{0} \cdot L \\
\vdots \\
\alpha^{q-2} \cdot L
\end{array}\right],\left[\begin{array}{c}
0 \cdot K \\
\alpha^{0} \cdot K \\
\vdots \\
\alpha^{q-2} \cdot K
\end{array}\right],\left[\begin{array}{c}
M+0 \\
M+\alpha^{0} \\
\vdots \\
M+\alpha^{q-2}
\end{array}\right], \text { and }\left[\begin{array}{c}
N+0 \cdot K \\
N+\alpha^{0} \cdot K \\
\vdots \\
N+\alpha^{q-2} \cdot K
\end{array}\right]
$$

each column is a permutation of the elements of $G F(q)$.

Note that the definition of $H_{i+1}^{*}$ coincides with the definition of $H_{2}^{*}$ given in $\S 2$ and hence there is no ambiguity. Now, we are in a stage to produce $G_{i+1}^{*}$.

Lemma 3.3. The $\left(q^{i}-1\right) \times n_{i+1}$ matrix

$$
G_{i+1}^{*}=\left[\begin{array}{ccccccc}
1 & & & & & & 0 \\
\vdots & Z_{1} & 0 & \ldots & \ldots & \ldots & 0 \\
1 & & & & & & \\
1 & & & & & & 0 \\
\vdots & 0 & Z_{2} & \ldots & \ldots & \ldots & 0 \\
1 & & & & & & \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
1 & 0 & 0 & \ldots & \ldots & \ldots & Z_{n_{i}} \\
\vdots & 0 & 0 & \ldots & \\
1 & & & & & &
\end{array}\right]
$$

is a splitting submatrix of the generator matrix of the Hamming code which is orthogonal to $H_{i+1}^{*}$. Moreover, for each $j, 1 \leq j \leq l q, \boldsymbol{Z}_{i}=\boldsymbol{X}$ and for each $j, l q+1 \leq j \leq n_{i}$, $\boldsymbol{Z}_{j}=\boldsymbol{Y}$.

Proof. Lemma 3.3 follows immediately after a careful analysis of the structure of $G_{i}^{*}, H_{i}^{*}, H_{i+1}^{*}$, and $G_{i+1}^{*}$ together with the structure of $H_{2}, G_{2}, H_{2}^{*}$, and $G_{2}^{*}$.

An immediate consequence is Theorem 3.4.
Theorem 3.4. For each $i, 2 \leq i \leq n_{m} q+1$, there exists a splitting submatrix $G_{m+1}^{i}$ of the Hamming code of length $n_{m+1}$.

Similar lemmas and theorems such as Lemmas 2.3 and 2.4 and Theorem 2.5 can be obtained by using the splitting submatrix $G_{m+1}^{i}$.

Given the first column of the parity check matrix of the Hamming code, an interesting question is whether there exist different splitting submatrices for the code by proper rearrangement of the other columns. If $q=2$ then $G_{2}=G_{2}^{*}=\left[\begin{array}{lll}1 & 1 & 1\end{array}\right]$ and all the splitting submatrices are isomorphic. This structure was used to construct perfect codes with different ranks in [1] and different kernels in [8]. Although we can obtain similar results from different splitting submatrices (isomorphic splitting submatrices were not vital in those constructions), it is of interest to examine if there are nonisomorphic splitting submatrices given the first column of the parity check matrix of the Hamming code. Now, we will prove that the splitting submatrix is unique, given the first column of the parity check matrix.

We start by examining the vectors, starting with either 0 or 1 , which are orthogonal to the rows of $G_{2}$ and $G_{2}^{*}$. From the structure of $H_{2}$ we have that the vectors starting with either 0 or 1 , which are orthogonal to the rows of $G_{2}$, have the form

$$
\begin{align*}
& (0 \vdots \beta, \ldots, \beta), \quad \beta \in G F(q)  \tag{1}\\
& \left(1 \vdots \beta, \beta+\alpha^{0}, \ldots, \beta+\alpha^{q-2}\right), \quad \beta \in G F(q) . \tag{2}
\end{align*}
$$

From the structure of $H_{2}^{*}$ we have that the vectors, starting with either 0 or 1, which are orthogonal to rows of $G_{2}^{*}$, have the form

$$
\begin{equation*}
\left(0 \vdots \beta, \beta \alpha^{0}, \ldots, \beta \alpha^{q-2}\right), \quad \beta \in G F(q) \tag{3}
\end{equation*}
$$

(4)

$$
\left(1 \vdots \beta, \beta \alpha^{0}+1, \ldots, \beta \alpha^{q-2}+1\right), \quad \beta \in G F(q)
$$

For a row $v=\left(\gamma: u_{1} u_{2} \cdots u_{r}\right), \gamma \in G F(q), u_{i} \in F_{q}^{q}, 1 \leq i \leq r$, of the Hamming code, we say that $\left(\gamma: u_{i}\right)$ is a subrow of $v$ for $1 \leq i \leq r$. Now, assume that we are constructing the parity check matrix $H$ of the Hamming code of length $n_{m+1}$ which have as a first column in the parity check matrix the column vector of length $m+1$, $S=\left(0 \cdots 01 a_{1} \cdots a_{r}\right)^{T}=\left(s_{1} \cdots s_{m+1}\right)^{T}$ for some $r, 0 \leq r \leq m$, and some $a_{i}$ 's, $a_{i} \in G F(q), 1 \leq i \leq r$. Now, we distinguish between two cases.

Case 1. $s_{1}=1$. Since the first row of $H$ consists only of 0 's and 1's, it follows that only subrows of type (4) with $\beta=0$ appear in the first row of $H$ and hence only

$$
G=\left[\begin{array}{ccccccc}
1 & & & & & 0 \\
\vdots & Y & 0 & \ldots & \ldots & \ldots & 0 \\
1 & & & & & & \\
1 & & & & & & 0 \\
\vdots & 0 & Y & \ldots & \ldots & \ldots & 0 \\
1 & & & & & & \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
1 & & & & & & \\
\vdots & 0 & 0 & \ldots & \ldots & \ldots & Y \\
1 & & & & & &
\end{array}\right]
$$

can be a splitting submatrix of the generator matrix of the code.
Case 2. $s_{1}=0$. All the 1's in the first row of $H$ must participate in subrows of type (1). This implies that we can write any splitting submatrix of the code as

$$
G=\left[\begin{array}{ccccccc}
1 & & & & & 0 \\
\vdots & Z_{1} & 0 & \ldots & \cdots & \cdots & 0 \\
1 & & & & & & \\
\vdots & 0 & Z_{2} & \cdots & \cdots & \cdots & 0 \\
1 & & & & & & \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
1 & 0 & & & & & \\
\vdots & 0 & 0 & \cdots & \cdots & \cdots & Z_{n_{m}}
\end{array}\right]
$$

where $\boldsymbol{Z}_{i}=\boldsymbol{X}, 1 \leq i \leq q^{m-1}$, and $H$ has the form

$$
H=\left[\begin{array}{lllllll}
0 & 1 & \cdots & 1 & 0 & \cdots & 0 \\
s_{2} & & & & & & \\
\vdots & & \tilde{H}_{1} & & & \tilde{H}_{2} & \\
s_{m+1} & & & & & &
\end{array}\right]
$$

The matrix

$$
\tilde{H}=\left[\begin{array}{ll}
s_{2} & \\
\vdots & \tilde{H}_{2} \\
s_{m+1} &
\end{array}\right]
$$

is the parity check matrix of the Hamming code of length $n_{m}$, with a splitting submatrix

$$
\tilde{G}=\left[\begin{array}{ccccccc}
1 & & & & & & 0 \\
\vdots & Z_{q^{m-1}+1} & 0 & \cdots & \cdots & \cdots & 0 \\
1 & & & & & & \\
1 & & & & & & 0 \\
\vdots & 0 & Z_{q^{m-1}+2} & \cdots & \cdots & \cdots & 0 \\
1 & & & & & & \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
1 & & 0 & \cdots & \cdots & \cdots & Z_{n_{m}} \\
\vdots & 0 & 0 & & & \\
1 & & & & & &
\end{array}\right]
$$

We proceed to examine $\tilde{H}$ and $\tilde{G}$ inductively in the same manner until we reach $s_{j}=1, j=m+1-r$, using Cases 1 and 2 . This process and the constructions of $\S 2$ and this section lead to Theorem 3.5.

Theorem 3.5. Given the parity check matrix

$$
H_{m+1}^{*}=\left[\begin{array}{ll}
S & H^{\prime}
\end{array}\right]
$$

of the Hamming code, then by ordering the columns of $\boldsymbol{H}^{\prime}$ we can obtain the unique splitting submatrix of the generator matrix of the code. This unique splitting submatrix $G_{m+1}^{*}$ has the form

$$
G_{m+1}^{*}=\left[\begin{array}{ccccccc}
1 & & & & & 0 \\
\vdots & Z_{1} & 0 & \ldots & \ldots & \ldots & 0 \\
1 & & & & & & \\
1 & & & & & & 0 \\
\vdots & 0 & Z_{2} & \ldots & \ldots & \ldots & 0 \\
1 & & & & & & \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
1 & & & & & & \\
\vdots & 0 & 0 & \ldots & \ldots & \ldots & Z_{n_{m}} \\
1 & & & & & &
\end{array}\right]
$$

where $\boldsymbol{Z}_{i}=\boldsymbol{X}$ for $1 \leq i \leq l$ and $\boldsymbol{Z}_{i}=\boldsymbol{Y}$ for $l+1 \leq i \leq n_{m}, l=\sum_{j=r}^{m-1} q^{j}$.
Finally, we will mention that the intersection between $C\left(G_{m+1}^{i_{1}}\right)$ and $C\left(G_{m+1}^{i_{2}}\right)$ for $i_{1} \neq i_{2}$ is not empty since the zero codeword belongs to both of them. Also, $C\left(G_{m+1}^{i_{1}}\right) \neq C\left(G_{m+1}^{i_{2}}\right)$ and the proof is done by a careful analysis of the codewords of weight 3 in the codes. But finding $C\left(G_{m+1}^{i_{1}}\right) \bigcap C\left(G_{m+1}^{i_{2}}\right)$ is not easy, except for the case $q=2$ which was dealt with in [1].
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#### Abstract

Orthogonal arrays (OAs) are basic combinatorial structures, which appear under various disguises in cryptology and the theory of algorithms. Among their applications are universal hashing, authentication codes, resilient and correlation-immune functions, derandomization of algorithms, and perfect local randomizers. In this paper, we give new explicit bounds on the size of orthogonal arrays using Delsarte's linear programming method. Specifically, we prove that the minimum number of rows in a binary orthogonal array of length $n$ and strength $t$ is at least $2^{n}-\left(n 2^{n-1} / t+1\right)$ and also at least $2^{n}-\left(2^{n-2}(n+1) /\left\lceil\frac{t+1}{2}\right\rceil\right)$. We also prove that these bounds are as powerful as the linear programming bound itself for many parametric situations.

An $(n, m, t)$-resilient function is a function $f:\{0,1\}^{n} \longrightarrow\{0,1\}^{m}$ such that every possible output $m$-tuple is equally likely to occur when the values of $t$ arbitrary inputs are fixed by an opponent and the remaining $n-t$ input bits are chosen independently at random. A basic problem is to maximize $t$ given $m$ and $n$, i.e., to determine the largest value of $t$ such that an ( $n, m, t$ )-resilient function exists. In this paper, we obtain upper and lower bounds for the optimal values of $t$ where $1 \leq n \leq 25$ and $1 \leq m<n$. The upper bounds are derived from Delsarte's linear programming bound, and the lower bounds come from constructions based on error-correcting codes. We also obtain new explicit upper bounds for the optimal values of $t$.

It was proved by Chor et al. in [Proc. 26th IEEE Symp. on Foundations of Computer Science, 1985, pp. 396-407] that an ( $n, 2, t$ )-resilient function exists if and only if $t<\left\lfloor\frac{2 n}{3}\right\rfloor$. This result was generalized by Friedman [Proc. 33rd IEEE Symp. on Foundations of Computer Science, 1992, pp. 314-319], who proved a bound for general $m$. We also prove some new bounds, and complete the determination of the optimal resiliency of resilient functions with $m=3$ and most of the cases for $m=4$. Several other infinite classes of (optimal) resilient functions are also constructed using the theory of anticodes.
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1. Introduction. Orthogonal arrays (OAs) are basic combinatorial structures. They and some natural generalizations appear under various disguises in cryptology and the theory of algorithms. Among the possible applications we mention universal hashing and authentication codes, resilient and correlation-immune functions, derandomization of algorithms, and perfect local randomizers.

Here, we concentrate on resilient functions, two possible applications of which are mentioned in [4] and [9]. The first application concerns the generation of shared random strings in the presence of faulty processors. The second involves renewing a partially leaked cryptographic key. (One setting in which this would be relevant is quantum cryptography [3].) Correlation-immune functions are used in stream ciphers

[^39]as combining functions for running-key generators that are resistant to a correlation attack (see, for example, Rueppel [25]).

The concept of binary resilient functions was introduced and studied in the papers Chor et al. [9], Bennett, Brassard, and Robert [4], Friedman [12], and Stinson [28]. Here is the definition. Let $n \geq m \geq 1$ be integers and suppose

$$
f:\{0,1\}^{n} \longrightarrow\{0,1\}^{m}
$$

We will think of $f$ as being a function that accepts $n$ input bits and produces $m$ output bits. Let $t \leq n$ be an integer. Suppose $\left(x_{1}, \ldots, x_{n}\right) \in\{0,1\}^{n}$, where the values of $t$ arbitrary inputs are fixed by an opponent, and the remaining $n-t$ input bits are chosen independently at random. Then $f$ is said to be $t$-resilient provided that every possible output $m$-tuple is equally likely to occur. More formally, the property can be stated as follows. For every $t$-subset $\left\{i_{1}, \ldots, i_{t}\right\} \subseteq\{1, \ldots, n\}$, for every choice of $z_{j} \in\{0,1\}(1 \leq j \leq t)$, and for every $\left(y_{1}, \ldots, y_{m}\right) \in\{0,1\}^{m}$, we have

$$
\operatorname{Pr}\left(f\left(x_{1}, \ldots, x_{n}\right)=\left(y_{1}, \ldots, y_{m}\right) \mid x_{i_{j}}=z_{j}, 1 \leq j \leq t\right)=\frac{1}{2^{m}}
$$

We will refer to such a function $f$ as an ( $n, m, t$ )-resilient function. Here are some examples from [9] (all addition is modulo 2).
(1) $m=1, t=n-1$. Define $f\left(x_{1}, \ldots, x_{n}\right)=x_{1}+\cdots+x_{n}$.
(2) $m=n-1, t=1$. Define $f\left(x_{1}, \ldots, x_{n}\right)=\left(x_{1}+x_{2}, x_{2}+x_{3}, \ldots, x_{n-1}+x_{n}\right)$.
(3) $m=2, n=3 h, t=2 h-1$. Define

$$
f\left(x_{1}, \ldots, x_{3 h}\right)=\left(x_{1}+\cdots+x_{2 h}, x_{h+1}+\cdots+x_{3 h}\right)
$$

Many interesting results on resilient functions can be found in [4], [9], [12], [28], [14], and [13]. The basic problem is to maximize $t$ given $m$ and $n$, or equivalently, to maximize $m$ given $n$ and $t$. An $(n, m, t)$-resilient function is said to be optimal if an ( $n, m, t+1$ )-resilient function does not exist.

The paper is organized as follows. In $\S 2$ the basic definition of orthogonal arrays and the associated terminology are introduced. After a brief survey of the classical bounds on the size of an orthogonal array in $\S 2.1$, stronger bounds based on linear programming are developed in $\S 2.2$. In $\S 3$ the connections between orthogonal arrays and resilient functions are explored, and as a consequence, the lower bounds on the size of an orthogonal array are translated into upper bounds on the optimal resiliency of resilient functions. In $\S 4$ lower bounds on the optimal resiliency of resilient functions are developed. The lower bounds come from various constructions of resilient functions. In $\S 4.1$ constructions using linear codes are presented, and in $\S 4.2$ constructions using nonlinear codes are presented. Some constructions of new resilient functions from old are discussed in $\S 4.3$. The development up to this stage culminates in $\S 4.4$ where a table of upper and lower bounds for the optimal value of $t$ when $1 \leq n \leq 25$ and $1 \leq m<n$ is presented.

Several properties of Krawtchouk polynomials are used extensively in the rest of the paper, and because of their great importance, they are dealt with separately in $\S 5$. In $\S 6$, we consider a recent result of Levenshtein and discuss the implication of the result to resilient functions. The result is that the minimum size $N(n, t)$ of a binary orthogonal array of strength $t$ and length $n$ satisfies the equality $2 N(n, t)=$ $N(n+1, t+1)$, when $t$ is even.

New explicit bounds on the size of orthogonal arrays are derived in $\S 7$ using Delsarte's linear programming method. Specifically, we prove that the minimum
number of rows in a binary orthogonal array of length $n$ and strength $t$ is at least $2^{n}-\left(n 2^{n-1} / t+1\right)$ and also at least $2^{n}-\left(2^{n-2}(n+1) /\left\lceil\frac{t+1}{2}\right\rceil\right)$. We prove in $\S 8$ that these two bounds are as powerful as the linear programming bound itself for many parametric situations.

It was proved by Chor et al. in [9] that an ( $n, 2, t)$-resilient function exists if and only if $t<\left\lfloor\frac{2 n}{3}\right\rfloor$. The corresponding question for $m \geq 3$ was studied by Friedman [12], who gave some partial results. As a consequence of our new explicit bounds, we have completed the determination of the optimal resiliency of resilient functions with $m=3$, and we have also done most of the cases for $m=4$. This is the main theme of $\S 9$. The theory of anticodes provides a method for constructing good linear codes. In many parametric situations, the resilient functions derived from these linear codes are optimal. In $\S 9.1$, anticodes are studied and such parametric situations are characterized. We conclude the paper with several lingering open problems in $\S 10$.
2. Orthogonal arrays. An orthogonal array $O A_{\lambda}(t, k, v)$ is a $\lambda v^{t} \times k$ array of $v$ symbols, such that in any $t$ columns of the array every one of the possible $v^{t}$ ordered $t$-tuples of symbols occurs in exactly $\lambda$ rows. Usually $t$ is referred to as the strength of the orthogonal array, $k$ is called the number of factors, $v$ is called the number of levels, and $\lambda$ is called the index of the orthogonal array. If $\lambda=1$, then we write $O A(t, k, v)$. An orthogonal array is said to be simple if no two rows are identical. Of course, an array with $\lambda=1$ is simple. In this paper, we consider only simple arrays.

A large set of orthogonal arrays $L O A_{\lambda}(t, k, v)$ is a set of $v^{k-t} / \lambda$ simple arrays $O A_{\lambda}(t, k, v)$ such that every possible $k$-tuple of symbols occurs in exactly one of the orthogonal arrays in the set.
2.1. Classical bounds. One classical bound for orthogonal arrays is the Rao bound [24], proved in 1947. We record the Rao bound as the following theorem.

Theorem 2.1. Suppose there exists an $O A_{\lambda}(t, k, v)$. Then

$$
\lambda v^{t} \geq 1+\sum_{i=1}^{t / 2}\binom{k}{i}(v-1)^{i}
$$

if $t$ is even, and

$$
\lambda v^{t} \geq 1+\binom{k-1}{(t-1) / 2}(v-1)^{(t+1) / 2}+\sum_{i=1}^{(t-1) / 2}\binom{k}{i}(v-1)^{i}
$$

if $t$ is odd.
Another classical bound which provides necessary conditions for the existence of orthogonal arrays of index unity $(\lambda=1)$ is the Bush bound [7], proved in 1952. This bound is as follows.

Theorem 2.2. Suppose there exists an $O A(t, k, v)$, where $t>1$. Then

$$
\begin{aligned}
& k \leq v+t-1 \quad \text { if } v \geq t, v \text { even } \\
& k \leq v+t-2 \quad \text { if } v \geq t \geq 3, v \text { odd }, \\
& k \leq t+1 \quad \text { if } v \leq t .
\end{aligned}
$$

2.2. Bounds based on linear programming. We can often find better lower bounds on the size of orthogonal arrays by using Delsarte's linear programming bound; this is the main theme of this section.

While developing the bounds based on linear programming techniques, we will be using several standard results from coding theory without proof; the reader is referred to MacWilliams and Sloane [22] for background information on error-correcting codes.

An $(n, M, d)$ binary error-correcting code $\mathcal{C}$ is a set of $M$ vectors of length $n$ such that the Hamming distance between any two vectors in $\mathcal{C}$ is at least $d$. A code is said to be linear if the codewords form an $m$-dimensional subspace of $[G F(2)]^{n}$, where $M=2^{m}$. We will denote such a linear code as an $[n, m, d]$ linear code. Let $A_{i}$ be the number of codewords having Hamming weight $i$. The sequence $\left(A_{0}, A_{1}, \ldots, A_{n}\right)$ is called the weight distribution of the code. The homogeneous polynomial

$$
\sum_{i=0}^{n} A_{i} x^{n-i} y^{i}
$$

is called the weight enumerator of $\mathcal{C}$ and is denoted by $W_{\mathcal{C}}(x, y)$. Clearly

$$
A_{0}+A_{1}+\cdots+A_{n}=M
$$

The distance distribution of the code is defined to be the sequence $\left(B_{0}, B_{1}, \ldots, B_{n}\right)$, where

$$
B_{i}=\frac{1}{M}|\{(u, v): u, v \in \mathcal{C}, d(u, v)=i\}| .
$$

Note that $B_{0}=1$ and $B_{0}+B_{1}+\cdots+B_{n}=M$. It is easy to observe that, for a linear code, the distance distribution is identical to the weight distribution.

If $\mathcal{C}$ is a linear code, the dual code $\mathcal{C}^{\perp}$ is defined to be the set of all vectors $u$ having inner product zero with every codeword of $\mathcal{C}$. Let $A_{i}^{\prime}$ denote the number of codewords having weight $i$ in $\mathcal{C}^{\perp}$. The weight enumerators of $\mathcal{C}$ and $\mathcal{C}^{\perp}$ are related by the MacWilliams identity shown below. For a proof, see, for example, [22, p. 127].

$$
W_{\mathcal{C}^{\perp}}(x, y)=\frac{1}{M} W_{\mathcal{C}}(x+y, x-y) .
$$

Equivalently,

$$
\sum_{k=0}^{n} A_{k}^{\prime} x^{n-k} y^{k}=\frac{1}{M} \sum_{i=0}^{n} A_{i}(x+y)^{n-i}(x-y)^{i}
$$

If we write

$$
(x+y)^{n-i}(x-y)^{i}=\sum_{k=0}^{n} P_{k}(i) x^{n-k} y^{k}
$$

then we get

$$
A_{k}^{\prime}=\frac{1}{M} \sum_{i=0}^{n} A_{i} P_{k}(i) .
$$

$P_{k}(i)$ is the value of the Krawtchouk polynomial $P_{k}(x)$ at integer $i$ and can be explicitly described as

$$
P_{k}(i)=\sum_{j=0}^{k}(-1)^{j}\binom{i}{j}\binom{n-i}{k-j}, \quad k=0,1,2, \ldots
$$

In the case of nonlinear codes, we cannot talk of the dual code $\mathcal{C}^{\perp}$, since the code $\mathcal{C}$ is not a vector space. However, we can still transform the distance distribution ( $B_{0}, B_{1}, \ldots, B_{n}$ ) of the code $\mathcal{C}$ in a similar way using the Krawtchouk polynomials to obtain the dual distance distribution ( $B_{0}^{\prime}, B_{1}^{\prime}, \ldots, B_{n}^{\prime}$ ), which is defined as follows:

$$
B_{k}^{\prime}=\frac{1}{M} \sum_{i=0}^{n} B_{i} P_{k}(i)
$$

If $B_{i}^{\prime}=0$ for $1 \leq i \leq d^{\prime}-1$ and $B_{d^{\prime}}^{\prime} \neq 0$, then $d^{\prime}$ is called the dual distance of the code $\mathcal{C}$. This concept was defined by Delsarte [11]. If $\mathcal{C}$ is linear then $\left(B_{0}^{\prime}, B_{1}^{\prime}, \ldots, B_{n}^{\prime}\right)$ is indeed the distance distribution as well as the weight distribution of the dual code $\mathcal{C}^{\perp}$, and $d^{\prime}$ is the minimum distance of $\mathcal{C}^{\perp}$. It turns out that even when $\mathcal{C}$ is not a linear code, the dual distance $d^{\prime}$ has a combinatorial significance. The following theorem describes the combinatorial significance of the dual distance $d^{\prime}$, and the proof, due to Delsarte, can be found in [22, p. 139] and [11].

Theorem 2.3. If we write the vectors in $\mathcal{C}$ as rows of an $M \times n$ array, then any set of $r \leq d^{\prime}-1$ columns contains each r-tuple exactly $M / 2^{r}$ times, and $d^{\prime}$ is the largest number with this property. In other words, $\mathcal{C}$ is an orthogonal array $O A_{\lambda}\left(d^{\prime}-1, n, 2\right)$ where $\lambda=M / 2^{d^{\prime}-1}$.

It is clear that for any code $\mathcal{C}$, we have $B_{i} \geq 0$ for $i=0,1, \ldots, n$. On the other hand, it is a nontrivial theorem (see, for example, [22, p. 139] and [11]) that $B_{i}^{\prime} \geq 0$ for $i=0,1, \ldots, n$.

Suppose a simple $O A_{\lambda}(t, n, 2)$ exists. Let $M$ be the number of rows in this orthogonal array. A lower bound on $M$ can be obtained by solving a suitable linear programming problem, if we view the rows of this orthogonal array as codewords of a code $\mathcal{C}$ (see [22, $\S 4$ of Chap. 17] and [10] for similar approaches to a different problem). Let $\left(B_{0}, B_{1}, \ldots, B_{n}\right)$ be the distance distribution of $\mathcal{C}$ and let $\left(B_{0}^{\prime}, B_{1}^{\prime}, \ldots, B_{n}^{\prime}\right)$ be its transform. Then

$$
M=B_{0}+B_{1}+\cdots+B_{n} .
$$

Also

$$
\begin{aligned}
B_{k}^{\prime} & =\frac{1}{M} \sum_{i=0}^{n} B_{i} P_{k}(i) \\
& =\frac{1}{M}\left(\sum_{i=1}^{n} B_{i} P_{k}(i)+\binom{n}{k}\right) .
\end{aligned}
$$

Further,

$$
\sum_{k=0}^{n} B_{k}^{\prime}=\frac{1}{M} \sum_{i=0}^{n} B_{i} \sum_{k=0}^{n} P_{k}(i)=\frac{1}{M} B_{0} 2^{n}=\frac{2^{n}}{M} .
$$

Here we have used

$$
\sum_{k=0}^{n} P_{k}(i)=\delta_{i, 0} 2^{n}
$$

This is a property of the Krawtchouk polynomials and can be found in $\S 5$ as equation (7). Moreover, the Krawtchouk transform is an involutional operation on the set of real $(n+1)$-tuples with nonvanishing sum and constant term $=1$. Hence, if we compute

$$
B_{k}^{\prime \prime}=\frac{M}{2^{n}}\left(\sum_{i=1}^{n} B_{i}^{\prime} P_{k}(i)+\binom{n}{k}\right), \quad k=0,1, \ldots, n,
$$

then $B_{k}^{\prime \prime}=B_{k}$.
In view of Theorem 2.3, the dual distance of $\mathcal{C}$ is at least $t+1$ since it is an orthogonal array of strength $t$. Hence we have $B_{k}^{\prime}=0$ for $1 \leq k \leq t$. So we formulate the following linear programming problem which we will refer to as $L P 1$ :

$$
\begin{aligned}
& \text { Maximize } w_{t+1}+w_{t+2}+\cdots+w_{n} \\
& \text { subject to } \\
& \sum_{i=t+1}^{n} w_{i} P_{k}(i) \geq-\binom{n}{k} \text { for } 1 \leq k \leq n \\
& w_{i} \geq 0 \text { for } t+1 \leq i \leq n \\
& \hline
\end{aligned}
$$

Let $W=W(n, t)$ be the optimal solution to the above linear programming problem. Then we have

$$
\begin{equation*}
\frac{2^{n}}{M}=\sum_{i=0}^{n} B_{i}^{\prime} \leq 1+W \tag{1}
\end{equation*}
$$

Thus, by solving a linear program, we get a lower bound for the size of an orthogonal array.
3. Upper bounds for resilient functions. In this section, we will be concerned with developing upper bounds for the optimum value of $t$ for a given $n$ and $m$. It is easy to see that $n \geq m+t$, and so we have the upper bound

$$
\begin{equation*}
t \leq n-m \tag{2}
\end{equation*}
$$

However, the above bound is usually very weak, and better upper bounds can be obtained by exploring the relationship between resilient functions and orthogonal arrays. These connections were explored and several results were proved in [28], [9], and $[8]$. We will briefly survey them and then use the results for our purposes.

The proof of the following theorem which elucidates the connection between resilient functions and orthogonal arrays can be found in [28].

Theorem 3.1. An ( $n, m, t$ )-resilient function is equivalent to a large set of orthogonal arrays $L O A_{2^{n-m-t}}(t, n, 2)$.

In view of Theorem 3.1, any necessary condition for the existence of an orthogonal array $O A_{2^{n-m-t}}(t, n, 2)$ is also a necessary condition for the existence of an $(n, m, t)$ resilient function. We obtain the following corollary, which gives a necessary condition
for the existence of an ( $n, m, t$ ) - resilient function from the classical Rao bound for orthogonal arrays.

Corollary 3.2 (see [9, 28]). Suppose there exists an ( $n, m, t$ )-resilient function. Then

$$
m \leq n-\log _{2}\left[\sum_{i=0}^{t / 2}\binom{n}{i}\right]
$$

if $t$ is even, and

$$
m \leq n-\log _{2}\left[\binom{n-1}{(t-1) / 2}+\sum_{i=0}^{(t-1) / 2}\binom{n}{i}\right]
$$

if $t$ is odd.
Proof. Set $v=2, k=n$ in Theorem 2.1 and apply Theorem 3.1.
Similarly, from the classical Bush bound, we can obtain the following corollary, which was proved in [4] from first principles.

Corollary 3.3 (see [4, 28]). There exists an ( $n, m, t$ )-resilient function with $n=m+t$ if and only if $m=1$ or $t=1$.

Proof. The cases $t=1$ and $m=1$ were given earlier in examples. So, suppose $n=m+t$ and $2 \leq t \leq n-2$. Apply Theorem 2.2 with $v=2$ to get $m+t \leq t+1$, or $m \leq 1$, a contradiction.

The upper bounds based on the Rao bound for orthogonal arrays are stronger than the ones obtained using the trivial bound of equation (2). However, we can often do better by using Delsarte's linear programming bound. In view of Theorem 3.1, an $(n, m, t)$-resilient function exists if and only if an $L O A_{2^{n-m-t}}(t, n, 2)$ exists. Clearly, an $L O A_{2^{n-m-t}}(t, n, 2)$ exists only if an $O A_{2^{n-m-t}}(t, n, 2)$ exists. The number of rows in this orthogonal array is given by

$$
\begin{equation*}
M=2^{n-m-t} 2^{t}=2^{n-m} . \tag{3}
\end{equation*}
$$

In view of the bound of inequality (1) of $\S 2.2$, this immediately implies that

$$
m \leq \log _{2}(1+W)
$$

Thus we have an upper bound for the optimal value of $m$, given $n$ and $t$. The upper bound for the optimal value of $t$ for a given $n$ and $m$ can be trivially computed once we have a table of upper bounds for the optimal value of $m$. The upper bounds depicted in Table 2 are obtained in this manner using MAPLE V to do the necessary computation.

In a forthcoming book [16], Hedayat, Sloane, and Stufken provide a compilation of a table of minimal possible index of orthogonal arrays with 2 , 3 , and 4 levels, $k$ factors, and strength $t$. Upper bounds for the optimal value of $t$ can also be obtained from these tables.

We now have three upper bounds on the optimal value of $t$, viz., the trivial bound of equation (2), the bound based on the Rao bound for orthogonal arrays, and the bound based on Delsarte's linear programming (LP) bound. In Table 1, a comparison of these three bounds for some values of $n$ and $m$ is provided. This table illustrates the relative strengths of the various bounds. The improvements provided by the stronger bounds are more marked for larger values of $n$.

Table 1
A comparison of the bounds.

| $n$ | $m$ | Trivial bound | Rao bound | LP bound |
| :---: | :---: | :---: | :---: | :---: |
| 18 | 2 | 16 | 14 | 11 |
| 19 | 2 | 17 | 15 | 11 |
| 20 | 2 | 18 | 15 | 12 |
| 18 | 3 | 15 | 12 | 9 |
| 19 | 3 | 16 | 13 | 9 |
| 20 | 3 | 17 | 13 | 10 |
| 18 | 4 | 14 | 10 | 8 |
| 19 | 4 | 15 | 11 | 9 |
| 20 | 4 | 16 | 12 | 9 |

4. Lower bounds for resilient functions. Obviously, any method of construction of resilient functions yields a lower bound on the optimal value of $t$. The most important construction method for resilient functions uses linear error-correcting codes, which are discussed in §4.1. Recently, Stinson and Massey [29] constructed resilient functions from nonlinear codes as well. This construction is discussed in §4.2. Some constructions of new resilient functions from old ones are developed in §4.3. Finally, a table of bounds for resilient functions is presented in $\S 4.4$
4.1. Constructions using linear codes. The most basic and well-known construction method for resilient functions uses linear error-correcting codes, and therefore we will explore the connection between $t$-resilient functions and error-correcting codes in this section. A resilient function constructed in this way is said to be a linear resilient function.

An $[n, m, d]$ linear code is an $m$-dimensional subspace $C$ of $[G F(2)]^{n}$ such that the Hamming distance between any two vectors in $C$ is at least $d$. Let $G$ be an $m \times n$ matrix whose rows form a basis for $C$; $G$ is called a generating matrix for $C$. The following construction for resilient functions was given in [9, 4].

Theorem 4.1. Let $G$ be a generating matrix for an $[n, m, d]$ linear code $C$. Define a function $f:[G F(2)]^{n} \longrightarrow[G F(2)]^{m}$ by the rule $f(x)=x G^{T}$. Then $f$ is an ( $n, m, d-1$ )-resilient function.

This result can easily be seen to be true using the orthogonal array characterization of Theorem 3.1. The inverse image $f^{-1}(0,0, \ldots, 0)$ is in fact the dual code $C^{\perp}$. Any $d-1$ columns of the generating matrix for $C^{\perp}$ ( $=$ the parity check matrix for $C$ ) are linearly independent, since the minimum distance of $C$ is $d$. This implies that any set of $d-1$ columns of $C^{\perp}$ contains each $d-1$ tuple exactly $\left|C^{\perp}\right| / 2^{d-1}=2^{n-m-d+1}$ times, and hence it follows that $C^{\perp}$ is an orthogonal array $O A_{2^{n-m-d+1}}(d-1, n, 2)$. Now, any other inverse image $f^{-1}(y)$ is an additive coset of $C^{\perp}$, and thus is also an $O A_{2^{n-m-d+1}}(d-1, n, 2)$. Hence we obtain $2^{m}$ OAs that form a large set. By Theorem 3.1, it follows that $f$ is an ( $n, m, d-1$ )-resilient function.

Thus, whenever an $[n, m, d]$ linear code exists, so does an $(n, m, d-1)$-resilient function. Brouwer and Verhoeff [6] provide a compilation of the best known linear binary codes. These provide lower bounds for the optimum value of $t$ for a given $n$ and $m$.
4.2. Constructions using nonlinear codes. Often the lower bounds derived from the constructions based on linear codes do not match the upper bounds. In some such cases, constructions from nonlinear codes might be of help.

An $(n, M, d)$ code is said to be a systematic code if there exist $m$ coordinates such that every possible $m$-tuple occurs in exactly one codeword within the $m$ spec-
ified coordinates (of course, this implies $M=2^{m}$ ). These $m$ coordinates are called information bits and the remaining $n-m$ coordinates are called parity-check bits. Clearly, any linear code is a systematic code. However, there are several well-known classes of nonlinear codes (for example, Preparata codes and Kerdock codes) which are systematic codes. The following theorem was proved by Stinson and Massey in [29].

THEOREM 4.2. If there exists a systematic ( $n, M, d$ ) code, $\mathcal{C}$, having a dual distance $d^{\prime}$, then there is an $\left(n, n-m, d^{\prime}-1\right)$-resilient function, where $M=2^{m}$.

Note that this result subsumes Theorem 4.1, since any linear code is a systematic code.

It was conjectured in [9] and [4] that if there exists a resilient function with certain parameters, then there exists a linear function with the same parameters. However, this conjecture was disproved by Stinson and Massey [29]. They constructed a class of nonlinear resilient functions from the Kerdock codes; further, there are no linear resilient functions with the same parameters. The proof of the following theorem can be found in [29].

THEOREM 4.3. For any odd integer $r \geq 3$, $a\left(2^{r+1}, 2^{r+1}-2 r-2,5\right)$-resilient function exists, but no linear resilient function with these parameters exists.

The first member of the above infinite class will be of special interest to us. It is the ( $16,8,5$ )-resilient function constructed from the Kerdock code $\mathcal{K}(4)$, which is also known as the Nordstrom-Robinson code. This resilient function is optimal since the upper bound for $t$ is 5 when $n=16$ and $m=8$.
4.3. New resilient functions from old. We now proceed to describe some constructions of new resilient functions from old. When we apply these constructions to the ( $16,8,5$ )-resilient function, we obtain new resilient functions which are optimal.

Theorem 4.4. Suppose there is a linear ( $n, m, t$ )-resilient function. Then there exists an ( $n-1, m, t-1$ )- and an ( $n-1, m-1, t$ )-resilient function.

Proof. Since the ( $n, m, t$ )-resilient function is linear, it must have been derived from an $[n, m, t+1]$ linear code $\mathcal{C}$. The punctured code is obtained by deleting a fixed coordinate from every codeword in $\mathcal{C}$, thus producing a linear $[n-1, m, t]$ code. From this punctured code, we obtain an $(n-1, m, t-1)$-resilient function.

If we choose a coordinate, say $i$, of $\mathcal{C}$ which is not always zero, then there will be $2^{m-1}$ codewords in $\mathcal{C}$ with a " 0 " in the $i$ th coordinate, and $2^{m-1}$ codewords with a " 1 " in the $i$ th coordinate. If we delete the codewords with a " 1 " in the $i$ th coordinate, and then delete the $i$ th coordinate, then we obtain the shortened code, which is an $[n-1, m-1, t+1]$ linear code. From this shortened code, we obtain an ( $n-1, m-1, t)$ resilient function.

Unfortunately, Theorem 4.4 is not of much use for us, as the only $(16,8,5)$-resilient functions are nonlinear. Let us see if we can generalize these constructions to the case of an arbitrary (nonlinear) resilient function. In one case, we can always do so.

Theorem 4.5. Suppose there is an ( $n, m, t$ )-resilient function. Then there is an ( $n-1, m, t-1$ )-resilient function.

Proof. Let $f:\{0,1\}^{n} \longrightarrow\{0,1\}^{m}$ be an $(n, m, t)$-resilient function. Define $g:\{0,1\}^{n-1} \longrightarrow\{0,1\}^{m}$ by the rule $g\left(x_{1}, \ldots, x_{n-1}\right)=f\left(x_{1}, \ldots, x_{n-1}, 0\right)$. It is easy to see that $g$ is $(t-1)$-resilient.

Let us recast this procedure in terms of large sets of orthogonal arrays. Suppose $A$ is an $O A_{\lambda}(t, n, v)$. Let $x$ be a symbol. Delete all rows in which $x$ does not occur in the last column, and then delete the last column. In this way we obtain an $O A_{\lambda}(t-$ $1, n-1, v$ ) (this operation is called "derivation" [30]). If we have a large set of OAs,
then the set of derived arrays also forms a large set. Hence, we obtain the following general result (which holds for arbitrary " $v$ ").

Theorem 4.6. Suppose there is a large set of $O A_{\lambda}(t, n, v)$. Then there is a large set of $O A_{\lambda}(t-1, n-1, v)$.

On the other hand, it does not appear that the existence of an ( $n, m, t$ )-resilient function automatically implies the existence of an ( $n-1, m-1, t$ )-resilient function. Again, it is useful to think of this in terms of orthogonal arrays. Suppose $A$ is an $O A_{\lambda}(t, n, v)$, and we delete the last column. Then it is clear that we get an $O A_{\lambda}(t, n-1, v)$ (this operation is called "restriction" [30]). Unfortunately, the set of restricted arrays of a large set of OAs is never a large set, since every possible row occurs $v$ times in the set of restricted arrays.

However, in certain special cases we can obtain an ( $n-1, m-1, t$ )- resilient function from an $(n, m, t)$-resilient function. One such case is when the original $(n, m, t)$ resilient function is obtained from a systematic code.

Theorem 4.7. Suppose there is an ( $n, m, t$ )-resilient function derived from a systematic code. Then there is an ( $n-1, m-1, t$ )-resilient function (which is also derived from a systematic code).

Proof. Let $\mathcal{C}$ be the $\left(n, 2^{n-m}, d\right)$ systematic code from which the $(n, m, t)$-resilient function is derived. Then the dual distance of the code is $t+1$. If we choose a paritycheck coordinate, say $i$, of $\mathcal{C}$ and delete the $i$ th coordinate from every codeword in $\mathcal{C}$, then we obtain the punctured code, which is an $\left(n-1,2^{n-m}, d-1\right)$ code. It is easy to see that the punctured code is also a systematic code. The deletion of a column of an orthogonal array does not change its strength, and so the dual distance of the punctured code is still $t+1$. Hence we can obtain an ( $n-1, m-1, t$ )-resilient function from the punctured code.

A (16, 8,5)-resilient function exists by virtue of Theorem 4.3. Applying Theorem 4.7 repeatedly, starting with the $(16,8,5)$-resilient function, we get resilient functions with parameters $(15,7,5),(14,6,5)$, and $(13,5,5)$. Applying Theorem 4.5 to each of these resilient functions, we get resilient functions with parameters $(15,8,4),(14,7,4)$, $(13,6,4)$, and $(12,5,4)$. All these resilient functions are optimal, as they match the upper bounds derived from the linear programming bound.
4.4. A table of bounds. In Table 2 upper and lower bounds for the optimal value of $t$ when $1 \leq n \leq 25$ and $1 \leq m<n$ are given. The rows are indexed by values of $n$ and the columns are indexed by values of $m$. Suppose that the ordered pair ( $u, l$ ) is the entry in the $m$ th column of the $n$th row. This indicates that there is no $(n, m, u+1)$ resilient binary function. (Specifically, such a function is ruled out by the linear programming bound of §2.2.) It also means that there exists an $(n, m, l)$-resilient binary function. Specifically, there exists an $[n, m, l+1]$ binary linear code from which we can obtain the ( $n, m, l$ )-resilient binary function unless the entry is marked with a *. The ( $n, m, l$ )-resilient functions corresponding to the entries marked with a * are obtained from constructions using nonlinear codes discussed in this section. If there is a single entry in the $m$ th column of the $n$th row, then it indicates that $u=l$. In other words, the entry is the optimal value of $t$. It is clear from the table that the optimal value of $t$ is determined exactly for all cases where $1 \leq m<n \leq 17$.
5. Properties of Krawtchouk polynomials. The Krawtchouk polynomials were introduced and defined in $\S 2.2$. In the rest of the paper, we will be using several properties of Krawtchouk polynomials extensively, and so we list them together in this section. This is not intended to be an exhaustive list of their properties; we list
Table 2: Upper and lower bounds for the optimal value of resiliency

| $n, m$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 3 | 2 | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 4 | 3 | 1 | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5 | 4 | 2 | 1 | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 6 | 5 | 3 | 2 | 1 | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 7 | 6 | 3 | 3 | 2 | 1 | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 | 7 | 4 | 3 | 3 | 1 | 1 | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9 | 8 | 5 | 3 | 3 | 2 | 1 | 1 | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 10 | 9 | 5 | 4 | 3 | 3 | 2 | 1 | 1 | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 11 | 10 | 6 | 5 | 4 | 3 | 3 | 2 | 1 | 1 | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 12 | 11 | 7 | 5 | 5 | 4* | 3 | 3 | 2 | 1 | 1 | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 13 | 12 | 7 | 6 | 5 | $5^{*}$ | $4^{*}$ | 3 | 3 | 2 | 1 | 1 | 1 |  |  |  |  |  |  |  |  |  |  |  |  |
| 14 | 13 | 8 | 7 | 6 | 5 | 5* | $4^{*}$ | 3 | 3 | 2 | 1 | 1 | 1 |  |  |  |  |  |  |  |  |  |  |  |
| 15 | 14 | 9 | 7 | 7 | 6 | 5 | $5^{*}$ | 4* | 3 | 3 | 2 | 1 | 1 | 1 |  |  |  |  |  |  |  |  |  |  |
| 16 | 15 | 9 | 7 | 7 | 7 | 5 | 5 | $5^{*}$ | 3 | 3 | 3 | 1 | 1 | 1 | 1 |  |  |  |  |  |  |  |  |  |
| 17 | 16 | 10 | 8 | 7 | 7 | 6 | 5 | 5 | 4 | 3 | 3 | 2 | 1 | 1 | 1 | 1 |  |  |  |  |  |  |  |  |
| 18 | 17 | 11 | 9 | $(8,7)$ | 7 | 7 | 6 | 5 | 5 | $(4,3)$ | 3 | 3 | 2 | 1 | 1 | 1 | 1 |  |  |  |  |  |  |  |
| 19 | 18 | 11 | 9 | $(9,8)$ | $(8,7)$ | 7 | 7 | 6 | 5 | $(5,4)$ | $(4,3)$ | 3 | 3 | 2 | 1 | 1 | 1 |  |  |  |  |  |  |  |
| 20 | 19 | 12 | 10 | 9 | $(9,8)$ | $(8,7)$ | 7 | 7 | 6 | 5 | $(5,4)$ | $(4,3)$ | 3 | 3 | 2 | 1 | 1 | 1 | 1 |  |  |  |  |  |
| 21 | 20 | 13 | 11 | 9 | 9 | (9,7) | 7 | 7 | 7 | 6 | 5 | $(5,4)$ | 3 | 3 | 3 | 2 | 1 | 1 | 1 | 1 |  |  |  |  |
| 22 | 21 | 13 | 11 | 10 | 9 | $(9,8)$ | $(8,7)$ | 7 |  | 7 | 6 | 5 | 4 | 3 | 3 | 3 | 2 | 1 |  | 1 |  |  |  |  |
| 23 | 22 | 14 | 11 | 11 | 10 | 9 | $(9,8)$ | $(8,7)$ | 7 | 7 | 7 | 6 | 5 | 4 | 3 | 3 | 3 | 2 | 1 | 1 | 1 | 1 |  |  |
| 24 | 23 | 15 | 12 | 11 | 11 | $(10,9)$ | 9 | $(9,7)$ | $(8,7)$ | 7 | 7 | 7 | 5 | 5 | $(4,3)$ | 3 | 3 | 3 | 2 | 1 | 1 | 1 | 1 |  |
| 25 | 24 | 15 | 13 | 11 | 11 | $(11,10)$ | 9 | $(9,8)$ | $(9,7)$ | $(8,7)$ | 7 | 7 | $(6,5)$ | 5 | $(5,4)$ | $(4,3)$ | 3 | 3 | 3 | 2 | 1 | 1 | 1 | 1 |

Refer to Section 4.4 to interpret the above table of bounds.
only those properties which we need in the sequel. All these properties can be found either as theorems or as problems in [22, Chap. 5, §7].

Recall that for any positive integer $n$, the Krawtchouk polynomial $P_{k}^{n}(x)=P_{k}(x)$ is defined by

$$
P_{k}(x)=\sum_{j=0}^{k}(-1)^{j}\binom{x}{j}\binom{n-x}{k-j}, \quad k=0,1,2, \ldots .
$$

The first few Krawtchouk polynomials are shown below.

$$
\begin{aligned}
& P_{0}(x)=1 \\
& P_{1}(x)=n-2 x, \\
& P_{2}(x)=\binom{n}{2}-2 n x+2 x^{2} .
\end{aligned}
$$

The following two simple properties deal with the values of Krawtchouk polynomials under certain special situations.

$$
\begin{align*}
P_{k}(0) & =\binom{n}{k}  \tag{4}\\
P_{0}(i) & =1 \tag{5}
\end{align*}
$$

From the definition of the Krawtchouk polynomials, it immediately follows that

$$
\begin{equation*}
\sum_{i=0}^{n} P_{i}(k) z^{i}=(1+z)^{n-k}(1-z)^{k} \tag{6}
\end{equation*}
$$

Setting $z=1$ in the identity (6) gives

$$
\begin{equation*}
\sum_{i=0}^{n} P_{i}(k)=2^{n} \delta_{k, 0} \tag{7}
\end{equation*}
$$

where $\delta_{r, s}$ is the Kronecker symbol defined by $\delta_{r, s}=1$ if $r=s$ and $\delta_{r, s}=0$ if $r \neq s$.
There is also some sort of symmetry among the values of the Krawtchouk polynomial which are captured in the following identities.

$$
\begin{align*}
& P_{k}(i)=(-1)^{k} P_{k}(n-i),  \tag{8}\\
& P_{k}(i)=(-1)^{i} P_{n-k}(i) . \tag{9}
\end{align*}
$$

Actually, identity (9) can be inferred from identity (8) using the following more general identity, which we refer to as the inversion identity.

$$
\begin{equation*}
\binom{n}{i} P_{s}(i)=\binom{n}{s} P_{i}(s) . \tag{10}
\end{equation*}
$$

Finally, we will need the following simple identity which follows at once from the identity (6):

$$
\begin{equation*}
P_{k}^{n+1}(i)=P_{k}^{n}(i)+P_{k-1}^{n}(i) . \tag{11}
\end{equation*}
$$

6. Self-complementary orthogonal arrays. In this section we shall consider a theorem concerning the construction of orthogonal arrays of strength $t+1$ from arrays of strength $t$ when $t$ is even. This result seems to have been rediscovered several times over the years (see [26], [1], [17], and [19]). We present the proof of this theorem (for the sake of completeness) and then discuss its implications to resilient functions.

Theorem 6.1. Let $t$ be even. Then an $O A_{\lambda}(t, n, 2)$ exists if and only if an $O A_{\lambda}(t+1, n+1,2)$ exists, and hence the minimum size $N(n, t)$ of an $O A$ of strength $t$ and length $n$ satisfies the equality

$$
2 N(n, t)=N(n+1, t+1)
$$

Proof. We will first show that an $O A_{\lambda}(t+1, n+1,2)$ exists if an $O A_{\lambda}(t, n, 2)$ exists. Suppose an $O A_{\lambda}(t, n, 2)$ exists. Let $A$ be such an OA. Let $M$ denote the number of rows in $A$. Let $P$ be an array formed by adding a column of zeroes to the array $A$. Now define the array $B$ to consist of all the rows of the array $P$ and their complements. More formally, a binary vector $x$ of length $n+1$ is a row of $B$ if and only if either $x$ or $1+x$ is a row of $P$, where 1 is the all-ones vector of length $n+1$. We shall prove that the array $B$ is indeed an $O A_{\lambda}(t+1, n+1,2)$.

Let $\left(A_{0}, A_{1}, \ldots, A_{n}\right)$ be the distance distribution of the OA $A$ considered as a code, and similarly let $\left(B_{0}, B_{1}, \ldots, B_{n}, B_{n+1}\right)$ be the distance distribution of the OA $B$. As we saw earlier, it is always the case that $B_{0}=1$. Also

$$
\begin{aligned}
B_{n+1} & =\frac{1}{2 M}|\{(u, v): u, v \in B, d(u, v)=n+1\}| \\
& =1
\end{aligned}
$$

since for every row $u$ of $B$, there is exactly one row $v$ of $B$ such that $d(u, v)=n+1$ ( $v$ is simply the complement of $u$ ), and $B$ has $2 M$ rows. Let us now express $B_{i}$ in terms of the $A_{i}$ 's. By definition,

$$
B_{i}=\frac{1}{2 M}|\{(u, v): u, v \in B, d(u, v)=i\}| .
$$

The number of ordered pairs $(u, v)$ such that $d(u, v)=i$ and both $u$ and $v$ are rows of $P$ is simply $A_{i} M$ since the last element is zero for all the rows of $P$. We will denote by $P^{c}$ the complements of the rows of $P$. As $P^{c}$ is merely a translate of $P$, the number of ordered pairs $(u, v)$ such that $d(u, v)=i$ and both $u$ and $v$ are rows of $P^{c}$ is once again $A_{i} M$.

Now suppose $u \in P$ and $v \in P^{c}$. Then clearly $1+v \in P$ and $d(u, v)=i$ if and only if $d(u, 1+v)=n+1-i$. So it follows that the number of ordered pairs ( $u, v$ ) such that $u \in P, v \in P^{c}$, and $d(u, v)=i$ is simply $A_{n+1-i} M$. By symmetry we also have that the number of ordered pairs $(u, v)$ such that $u \in P^{c}, v \in P$, and $d(u, v)=i$ is also $A_{n+1-i} M$.

Altogether, the number of ordered pairs $(u, v)$ such that $d(u, v)=i$ and both $u$ and $v$ are rows of $B$ is simply $2 M\left(A_{i}+A_{n+1-i}\right)$, and so, by definition, we have for $1 \leq i \leq n$

$$
B_{i}=A_{i}+A_{n+1-i}
$$

Thus the distance distribution of $B$ is completely determined by that of $A$.
Let $\left(A_{0}^{\prime}, A_{1}^{\prime}, \ldots, A_{n}^{\prime}\right)$ be the transform of the distance distribution of $A$ and let $\left(B_{0}^{\prime}, B_{1}^{\prime}, \ldots, B_{n}^{\prime}\right)$ be the transform of the distance distribution of $B$. It is always the
case that $A_{0}^{\prime}=B_{0}^{\prime}=1$. As $A$ is an orthogonal array of strength $t$, we also have that $A_{i}^{\prime}=0$ for $1 \leq i \leq t$ by Theorem 2.3. We now compute $B_{k}^{\prime}$ in terms of the values of $A_{i}^{\prime}$ using the properties of the Krawtchouk polynomials developed in $\S 5$. The computation proceeds as follows:

$$
\begin{aligned}
B_{k}^{\prime}= & \sum_{i=0}^{n+1} B_{i} P_{k}^{n+1}(i) \\
= & B_{0} P_{k}^{n+1}(0)+B_{n+1} P_{k}^{n+1}(n+1)+\sum_{i=1}^{n} B_{i} P_{k}^{n+1}(i) \\
= & \binom{n+1}{k}\left[1+(-1)^{k}\right]+\sum_{i=1}^{n}\left(A_{i}+A_{n+1-i}\right) P_{k}^{n+1}(i) \\
& \text { using identities (4) and (8) } \\
= & \binom{n+1}{k}\left[1+(-1)^{k}\right]+\sum_{i=1}^{n} A_{i} P_{k}^{n+1}(i)+\sum_{i=1}^{n} A_{n+1-i} P_{k}^{n+1}(i) \\
= & \binom{n+1}{k}\left[1+(-1)^{k}\right]+\sum_{i=1}^{n} A_{i} P_{k}^{n+1}(i)+(-1)^{k} \sum_{i=1}^{n} A_{n+1-i} P_{k}^{n+1}(n+1-i)
\end{aligned}
$$

using identity (8)
$=\binom{n+1}{k}\left[1+(-1)^{k}\right]+\sum_{i=1}^{n} A_{i} P_{k}^{n+1}(i)+(-1)^{k} \sum_{i=1}^{n} A_{i} P_{k}^{n+1}(i)$

$$
=\left[1+(-1)^{k}\right]\left(\binom{n+1}{k}+\sum_{i=1}^{n} A_{i} P_{k}^{n+1}(i)\right)
$$

$$
=\left[1+(-1)^{k}\right] \sum_{i=0}^{n} A_{i} P_{k}^{n+1}(i)
$$

using identity (4)
$=\left[1+(-1)^{k}\right]\left(\sum_{i=0}^{n} A_{i} P_{k}^{n}(i)+\sum_{i=0}^{n} A_{i} P_{k-1}^{n}(i)\right)$
using identity (11)
$=\left[1+(-1)^{k}\right]\left(A_{k}^{\prime}+A_{k-1}^{\prime}\right)$.
As $A$ is an orthogonal array of strength $t$, its dual distance is $t+1$ and so $A_{i}^{\prime}=0$ for $1 \leq i \leq t$. This fact implies, in view of the above expression for $B_{k}^{\prime}$, that $B_{k}^{\prime}=0$ for $2 \leq k \leq t$. Also $B_{1}^{\prime}=0$, as $\left[1+(-1)^{k}\right]=0$ when $k=1$. Finally $B_{t+1}^{\prime}=0$, as $\left[1+(-1)^{t+1}\right]=0$ when $t$ is even (which is a hypothesis in the theorem). Thus $B_{k}^{\prime}=0$ for $1 \leq k \leq t+1$, and hence it follows that the strength of $B$ as an orthogonal array is at least $t+1$ by Theorem 2.3. Thus, when $t$ is even, an $O A_{\lambda}(t+1, n+1,2)$ exists if an $O A_{\lambda}(t, n, 2)$ exists.

The fact that an $O A_{\lambda}(t, n, 2)$ exists if an $O A_{\lambda}(t+1, n+1,2)$ exists is easy and follows immediately from the proof of Theorem 4.6. Note that we do not need the assumption that $t$ is even for this part. A simple consequence is that the minimum size $N(n, t)$ of an OA of strength $t$ and length $n$ satisfies the equality

$$
2 N(n, t)=N(n+1, t+1)
$$

The above constructions easily extend to large sets of orthogonal arrays as well and hence an equivalent statement can be made about resilient functions.

Theorem 6.2. Let $t$ be even. Then an ( $n, m, t$ )-resilient function exists if and only if an ( $n+1, m, t+1$ )-resilient function exists. Hence, if the optimal resiliency $t$ is even for parameters $(n, m)$, then the optimal resiliency is $t+1$ for parameters $(n+1, m)$.

Note further that an ( $n, m, t$ )-resilient function always exists if an $(n+1, m, t+1)$ resilient function exists, as stated in Theorem 4.5; i.e., the assumption that $t$ is even is not required.

Using Theorems 4.5 and 6.2 , we can make the following comments about Table 2. For each fixed $m$, the optimal resiliency increases by at most 1 when $n$ is increased by 1 . So all the integers appear in each column in their natural order. An integer may appear several times in a column, but any even integer can appear exactly once in each column as dictated by Theorem 6.2. Stated in another way, for each $m$ the probability that the optimal resiliency $t$ is odd for a randomly picked $n$ is at least half.
7. Explicit bounds for orthogonal arrays and resilient functions. For large values of $t$, the orthogonal array bounds obtained by the linear programming technique are usually much better than the Rao bound. The disadvantage of the linear programming bound is that one needs to solve a different linear program for every parameter situation. Of course, this can be done in polynomial time by using Karmarkar's algorithm, among others. Nonetheless, the linear programming bound is fairly difficult to compute as compared to the Rao bound. Thus it is of interest to try to derive explicit bounds as corollaries of the linear programming bound. We will pursue this idea in this section.

Let us first form the dual of the linear programming problem LP1. We will refer to the dual as $D L P 1$.
Minimize $\sum_{k=1}^{n} x_{k}\binom{n}{k}$
subject to
$\sum_{k=1}^{n} x_{k} P_{k}(i) \leq-1$ for $i=t+1$ to $n$
$x_{1}, x_{2}, \ldots x_{n} \geq 0$

It is a standard theorem in the theory of linear programming (see, for example, [23]) that in a pair of primal-dual linear programs the optimal value of the maximization problem will always be less than or equal to the value attained by the objective function of the minimization problem at any feasible solution vector. So any feasible solution to the dual linear program DLP1 would yield a lower bound on the size of the orthogonal array of strength $t$ and length $n$ and consequently an upper bound on $m$ of $t$-resilient functions on $n$-tuples. In fact, similar techniques were previously used by Delsarte and others to obtain explicit bounds on the size of a code with a given minimum distance [22, §4, Chap. 17] (see [19] for recent results in this vein).

Assume $2(t+1)>n$. Consider the solution vector

$$
x_{k}= \begin{cases}\frac{1}{2(t+1)-n} & \text { if } k=1 \\ 0 & \text { otherwise }\end{cases}
$$

The nonnegativity conditions are certainly satisfied. As $P_{1}(x)=n-2 x$, we have

$$
\sum_{k=1}^{n} x_{k} P_{k}(i)=x_{1}(n-2 i) \leq-1
$$

for $i \geq t+1$. So this is indeed a feasible solution. The value of the objective function at this solution vector is

$$
x_{1} n=\frac{n}{2(t+1)-n}
$$

Hence it follows that

$$
\begin{equation*}
\frac{2^{n}}{M} \leq 1+W \leq 1+\frac{n}{2(t+1)-n}=\frac{2(t+1)}{2(t+1)-n} \tag{12}
\end{equation*}
$$

As a consequence, we get the following theorem, which was first proved by Friedman [12] using very different methods.

Theorem 7.1. Suppose an $O A_{\lambda}(t, n, 2)$ exists. Let $M=\lambda 2^{t}$ be the number of rows in the OA. Then

$$
\begin{equation*}
M \geq 2^{n}-\frac{n 2^{n-1}}{t+1} \tag{13}
\end{equation*}
$$

Note. The assumption that $2(t+1)>n$ is not needed for the final statement of the theorem as otherwise the right-hand side of the above equation is not positive and hence the theorem will be trivially true.

This theorem along with equation (3) immediately yields an explicit bound on resilient functions as well. We state this bound as the following corollary.

Corollary 7.2. If an $(n, m, t)$-resilient function exists, then

$$
t \leq\left\lfloor\frac{2^{m-1} n}{2^{m}-1}\right\rfloor-1
$$

Now we derive a second bound. Assume $2 t>n-3, t$ even. Consider the solution vector

$$
x_{k}= \begin{cases}\frac{1}{2 t+3-n} & \text { if } k=1 \text { or } n \\ 0 & \text { otherwise }\end{cases}
$$

Again, the nonnegativity is obvious. The main condition is

$$
\frac{1}{2 t+3-n}\left(P_{1}(i)+P_{n}(i)\right)=\frac{n-2 i+(-1)^{i}}{2 t+3-n} \leq-1
$$

for $i \geq t+1$. This is trivially satisfied for $i>t+1$. For $i=t+1$ it is satisfied with equality as $i=t+1$ is odd. The value attained by the objective function at this feasible solution is

$$
x_{1}\binom{n}{1}+x_{n}\binom{n}{n}=\frac{n+1}{2 t+3-n}
$$

Hence it follows that

$$
\begin{equation*}
\frac{2^{n}}{M} \leq 1+W \leq \frac{2(t+2)}{2 t+3-n} \tag{14}
\end{equation*}
$$

As a consequence, we get the following theorem.
ThEOREM 7.3. Suppose an $O A_{\lambda}(t, n, 2)$ exists, where $t$ is even. Let $M=\lambda 2^{t}$ be the number of rows in the $O A$. Then

$$
\begin{equation*}
M \geq 2^{n}-\frac{2^{n-1}(n+1)}{t+2} \tag{15}
\end{equation*}
$$

Note. The assumption that $2 t>n-3$ is not needed for the final statement of the theorem since otherwise the right-hand side of the above equation is not positive, and so the theorem will be trivially true.

The bound of Theorem 7.3 is exactly half of the bound given by Theorem 7.1 if ( $n, t$ ) is replaced by $(n+1, t+1$ ). So when $t$ is even, the above bound is also implied by Theorem 7.1 in light of Theorem 6.1. This observation is made by Levenshtein [20].

We have the following corollary obtained by combining Theorems 7.1 and 7.3.
Corollary 7.4. Suppose an $O A_{\lambda}(t, n, 2)$ exists. Let $M=\lambda 2^{t}$ be the number of rows in the OA. Then

$$
\begin{equation*}
M \geq 2^{n}-\frac{2^{n-2}(n+1)}{\left\lceil\frac{t+1}{2}\right\rceil} \tag{16}
\end{equation*}
$$

Proof. Note that when $t$ is odd,

$$
2^{n}-\frac{2^{n-2}(n+1)}{\left\lceil\frac{t+1}{2}\right\rceil}=2^{n}-\frac{2^{n-1}(n+1)}{t+1}
$$

The above bound is inferior to the bound given by Theorem 7.1 and hence is valid. On the other hand, when $t$ is even,

$$
2^{n .}-\frac{2^{n-2}(n+1)}{\left\lceil\frac{t+1}{2}\right\rceil}=2^{n}-\frac{2^{n-1}(n+1)}{t+2}
$$

This bound is valid in view of Theorem 7.3.
Corollary 7.4, together with equation (3), yields a second explicit bound on resilient functions. We state this bound as the following corollary.

Corollary 7.5. If an ( $n, m, t$ )-resilient function exists, then

$$
t \leq 2\left\lfloor\frac{2^{m-2}(n+1)}{2^{m}-1}\right\rfloor-1
$$

Several remarks are now in order. The statement in Corollary 7.2 was conjectured in [9]. It was shown to be true for $m=1,2$ (and in these cases, the bound is tight). The conjecture was also proved for arbitrary $m$ in the special case of linear resilient functions, i.e., one where every output bit is a linear function of the input bits. Corollary 7.2 establishes that the conjecture is true for arbitrary $m$ and for arbitrary resilient functions.

As stated earlier, Theorem 7.1 and Corollary 7.2 were previously proved by Friedman [12] in a different setting. His proof involved a study of colorings of the $n$ dimensional boolean cube and can be interpreted as bounds for orthogonal arrays as well. As shown in this section, these bounds can be derived in a straightforward way from the well-known linear programming bounds of coding theory.

Further, the classical Rao bound can also be obtained as the objective function of an appropriate feasible solution to the dual linear programming problem DLP1. Thus the linear programming technique gives a unified approach to prove the known general bounds on orthogonal arrays and resilient functions as well as new better bounds.
8. The power of explicit bounds. It is clear that the explicit bounds of inequalities (13) and (15) are trivial to compute. One might ask if these explicit bounds are weaker than the bounds computed by the linear programming technique. It turns out that for many parametric situations, these two bounds are as powerful as the linear programming bound itself. We will pursue this issue in this section.

Theorem 8.1. When $t$ is odd and $t+1 \leq n \leq 2 t+1$, the bound of equation (13) is as powerful as the linear programming bound.

Proof. It has already been shown in equation (12) that

$$
1+W \leq \frac{2(t+1)}{2(t+1)-n}
$$

If we can also show that

$$
1+W \geq \frac{2(t+1)}{2(t+1)-n}
$$

when $t$ is odd and $t+1 \leq n \leq 2 t+1$, then the proof is completed. We can indeed do so by exhibiting a feasible solution for the primal linear programming problem. Observe first that because of equation (10) the main condition in LP1 may equivalently be written as follows:

$$
\sum_{i=t+1}^{n} \frac{w_{i} P_{i}(k)}{\binom{n}{i}} \geq-1 \text { for } 1 \leq k \leq n
$$

Consider the solution vector given by

$$
w_{i}= \begin{cases}\frac{n}{2(t+1)-n} & \text { if } i=t+1 \\ 0 & \text { otherwise }\end{cases}
$$

Because we are assuming $2(t+1)>n$, the nonnegativity is certainly satisfied. The main condition has been reformulated above. It says

$$
w_{t+1} P_{t+1}(k) \geq-\binom{n}{t+1}
$$

or equivalently,

$$
P_{t+1}(k) \geq\binom{ n}{t+1}\left[1-\frac{2(t+1)}{n}\right]
$$

That this is true is the content of the following lemma.

Lemma 8.2. When $t$ is odd and $t+1 \leq n \leq 2 t+1,1 \leq i \leq n$, it is the case that

$$
P_{t+1}(i) \geq\binom{ n}{t+1}\left[1-\frac{2(t+1)}{n}\right]
$$

Clearly the value of the objective function is as claimed. Although this lemma can be viewed as yet another property of the values of Krawtchouk polynomials at certain points, it does not seem to be known. The proof of this lemma is fairly technical and is not relevant to the main theme of this paper, and hence it is omitted here. However, the proof is made available in Appendix A for the interested reader.

Note that we are using the assumption that $t$ is odd only in the proof of this lemma and not anywhere else.

A similar statement is made about the bound of equation (15) in the following theorem.

Theorem 8.3. When $t$ is even and $t+1 \leq n \leq 2 t+2$, the bound of equation (15) is as powerful as the linear programming bound.

Proof. The proof will be along the same lines as that of Theorem 8.1. It has already been shown in equation (14) that

$$
1+W \leq \frac{2(t+2)}{2 t+3-n}
$$

If we can also show the reverse inequality when $t$ is even and $t+1 \leq n \leq 2 t+2$, then the proof is completed. Once again, we can do so by exhibiting a feasible solution for the primal linear programming problem. Consider the solution vector given by

$$
w_{i}= \begin{cases}\frac{t+2}{2 t+3-n} & \text { if } i=t+1 \\ \frac{n-t-1}{2 t+3-n} & \text { if } i=t+2 \\ 0 & \text { otherwise }\end{cases}
$$

Again nonnegativity is obvious by our assumptions. The value of the objective function is just right as

$$
1+w_{t+1}+w_{t+2}=1+\frac{n+1}{2 t+3-n}=\frac{2(t+2)}{2 t+3-n} .
$$

We have to check the main condition of the primal problem in the reformulation given above. As

$$
\frac{w_{t+1}}{\binom{n}{t+1}}=\frac{w_{t+2}}{\binom{n}{t+2}}=\frac{t+2}{(2 t+3-n)\binom{n}{t+1}}
$$

this condition is

$$
\frac{t+2}{(2 t+3-n)\binom{n}{t+1}}\left(P_{t+1}(k)+P_{t+2}(k)\right) \geq-1 .
$$

As $P_{t+1}(k)+P_{t+2}(k)=P_{t+2}^{n+1}(k)$ by equation (11) and

$$
\binom{n}{t+1}=\binom{n+1}{t+2} \frac{t+2}{n+1}
$$

this is equivalent to

$$
P_{t+2}^{n+1}(k) \geq\binom{ n+1}{t+2}\left[1-\frac{2(t+2)}{n+1}\right]
$$

This is just another instance of Lemma 8.2 proved in Appendix A.
We end this section with the following corollary, which is a simple consequence of Theorem 8.3.

COROLLARY 8.4. When $t$ is even and $n=t+1$, the bound given by equation (13) is the same as the one given by (15), and hence is also as powerful as the linear programming bound.
9. Optimal resilient functions for fixed $m$. Let us now focus on the special cases where $m$ is a small fixed integer. When $m=1$, the trivial upper bound of equation (2) says that $t \leq n-1$. The function $f:\{0,1\}^{n} \longrightarrow\{0,1\}$ defined by the rule $f\left(x_{1}, \ldots, x_{n}\right)=x_{1}+\cdots+x_{n}$ is clearly an $(n, 1, n-1)$-resilient function. Thus, the optimal value of $t$ is indeed $n-1$, when $m=1$ (see [9]). When $m=2$, it was proved in [9] that an $(n, m, t)$-resilient function exists if and only if $t<\left\lfloor\frac{2 n}{3}\right\rfloor$. Partial results for $m \geq 3$ were found by Friedman [12]. As a consequence of our new bounds, we have completed the determination of the optimal resiliency of resilient functions with $m=3$, and we have also done most of the cases for $m=4$.

The simplex code $\mathcal{S}_{m}$ is the dual of the Hamming code $\mathcal{H}_{m}$. The generator matrix of $\mathcal{S}_{m}$ is of size $m \times 2^{m}-1$ and has all nonzero binary $m$-tuples as its columns. It is not too difficult to see that each nonzero codeword of the simplex code has weight $2^{m-1}$. Thus $\mathcal{S}_{m}$ is a linear constant-weight code with parameters $\left[2^{m}-1, m, 2^{m-1}\right]$. We shall make use of the simplex code in the proof of the following theorem.

THEOREM 9.1. Suppose there exists an ( $n, m, t$ ) linear resilient function which is optimal by virtue of meeting one of the two bounds of Corollaries 7.2 and 7.5. Then there exists an $\left(n+2^{m}-1, m, t+2^{m-1}\right)$ linear resilient function which is also optimal by virtue of meeting the same bound.

Proof. Since the ( $n, m, t$ )-resilient function is linear, it must have been constructed from an $[n, m, t+1]$ linear code $\mathcal{C}$. Now consider the linear code $\mathcal{C}^{\prime}$ whose generating matrix is obtained by pasting the generating matrices of the code $\mathcal{C}$ and the simplex code $\mathcal{S}_{m}$, i.e.,

$$
G_{\mathcal{C}^{\prime}}=\left[G_{\mathcal{C}} \mid G_{\mathcal{S}_{m}}\right]
$$

Clearly $\mathcal{C}^{\prime}$ is a linear $\left[n+2^{m}-1, m, t+1+2^{m-1}\right]$ code, and from this code we can construct a linear resilient function with parameters $\left(n+2^{m}-1, m, t+2^{m-1}\right)$.

By assumption, the $(n, m, t)$-resilient function is optimal as the parameters meet one of the two bounds derived in $\S 7$. If we increase $n$ by $2^{m}-1$, both the bounds go up by $2^{m-1}$, and so it immediately follows that the linear resilient function with parameters $\left(n+2^{m}-1, m, t+2^{m-1}\right)$ is also optimal by virtue of meeting the same bound.

The simplex code itself yields a $\left(2^{m}-1, m, 2^{m-1}-1\right)$ linear resilient function, which meets the bound of Theorem 7.2 and hence is optimal. Applying Theorem 9.1, we see that optimal linear resilient functions exist whenever $n \equiv 0 \bmod \left(2^{m}-1\right)$, a result first shown by Friedman [12].

Let us now consider resilient functions with $m=3$. The bound of Corollary 7.2 gives $t \leq\lfloor 4 n / 7\rfloor-1$ and the bound of Corollary 7.5 gives $t \leq 2\lfloor(2 n+2) / 7\rfloor-1$. The two bounds are tabulated in Table 3.

Table 3
A comparison of the two explicit bounds when $m=3$.

| $n$ | $\lfloor 4 n / 7\rfloor-1$ | $2\lfloor(2 n+2) / 7\rfloor-1$ |
| :---: | :---: | :---: |
| $7 h$ | $4 h-1$ | $4 h-1$ |
| $7 h+1$ | $4 h-1$ | $4 h-1$ |
| $7 h+2$ | $4 h$ | $4 h-1$ |
| $7 h+3$ | $4 h$ | $4 h+1$ |
| $7 h+4$ | $4 h+1$ | $4 h+1$ |
| $7 h+5$ | $4 h+1$ | $4 h+1$ |
| $7 h+6$ | $4 h+2$ | $4 h+3$ |

We see from the table that Corollary 7.2 gives the strongest bound for $n \equiv$ $3,6 \bmod 7$, Corollary 7.5 gives the strongest bound for $n \equiv 2 \bmod 7$, and the two bounds are equal for $n \equiv 0,1,4,5 \bmod 7$.

Of course these are only upper bounds on $t$. But matching lower bounds could be obtained as follows. In view of Theorem 4.1, whenever a linear $[n, m, d]$ code exists, so does an ( $n, m, d-1$ )-resilient function. When $m=3$ and $4 \leq n \leq 10$, it so happens that the linear resilient functions constructed from the best known linear codes are optimal by virtue of meeting one of the two bounds of Corollaries 7.2 and 7.5. In fact, the bound of Corollary 7.2 is always met except when $n=9$, in which case the bound of Corollary 7.5 is met. This fact coupled with Theorem 9.1 completely determines the optimal resiliency of resilient functions with $m=3$. We record the result as the following theorem.

Theorem 9.2. The optimal resiliency $t$ of resilient functions with $m=3$ is

$$
\left\lfloor\frac{4 n}{7}\right\rfloor-1 \text { if } n \not \equiv 2 \bmod 7 \quad \text { and }\left\lfloor\frac{4 n}{7}\right\rfloor-2 \text { if } n \equiv 2 \bmod 7 .
$$

Similar analysis settles the question for $m=4$ in all cases except for two congruence classes modulo 15 , as described in the following theorem.

Theorem 9.3. The optimal resiliency $t$ of resilient functions with $m=4$ is

$$
\begin{aligned}
& \left\lfloor\frac{8 n}{15}\right\rfloor-1 \text { if } n \not \equiv 2,3,4,6 \text { or } 10 \bmod 15 \text { and } \\
& \left\lfloor\frac{8 n}{15}\right\rfloor-2 \text { if } n \equiv 2,6 \text { or } 10 \bmod 15 .
\end{aligned}
$$

Here, it turns out that the bound of Corollary 7.2 is met in those cases when $n \not \equiv$ $2,3,4,6,10 \bmod 15$, and the bound of Corollary 7.5 is relevant for $n \equiv 2,6,10 \bmod 15$. The two congruence classes $n \equiv 3,4 \bmod 15$ are unsolved at present.
9.1. Optimal resilient functions from anticodes. It is also possible to determine other infinite classes of optimal resilient functions by using the method of anticodes [22, Chap. 17, $\S 6]$, and we do so in the following.

A well-known technique for constructing good linear codes is to take several copies of the generator matrix of the simplex code $\mathcal{S}_{m}$ and delete certain columns from it. The columns to be deleted constitute the generator matrix of an anticode. An anticode is a code which has an upper bound on the distance between its codewords. Note that an anticode may contain repeated codewords, since even a distance of zero between the codewords is allowed.

Consider an anticode whose generator matrix is of size $m \times k$ and whose maximum distance is $\delta$. Suppose $s$ is the maximum number of times any column occurs in the generating matrix of the anticode. Then we can form a new code whose generator matrix can be obtained by deleting the columns of the generator matrix of the anticode
from $s$ copies of the generator matrix of $\mathcal{S}_{m}$ placed side-by-side. The new code has length $s\left(2^{m}-1\right)-k$, dimension $\leq m$, and minimum distance $s 2^{m-1}-\delta$.

Using the above general technique and anticodes formed from subspaces, Solomon and Stiffler [27, 2] constructed a large class of good linear codes. Let $V_{m}$ denote a $m$-dimensional vector space over GF(2). Let $B_{1}, B_{2}, \ldots, B_{p}$ be subspaces of $V_{m}$ of dimensions $u_{1}, u_{2}, \ldots, u_{p}$ such that no nonzero element of $V_{m}$ is contained in more than $s$ of the $B_{i}$. Let $m>u_{1} \geq u_{2} \geq \cdots \geq u_{p} \geq 1$. Then they showed that there exists an $[n, m, d]$ binary linear code, where

$$
\begin{aligned}
& n=s\left(2^{m}-1\right)-\sum_{i=1}^{p}\left(2^{u_{i}}-1\right) \\
& d \geq s 2^{m-1}-\sum_{i=1}^{p} 2^{u_{i}-1}
\end{aligned}
$$

Belov, Logachev, and Sandimirov [2] showed that a necessary and sufficient condition for the existence of such subspaces is

$$
\sum_{i=1}^{\min (s+1, p)} u_{i} \leq s m
$$

We now proceed to determine the parametric situations where the resilient functions constructed from the linear codes obtained by the above construction meet the bound of Corollary 7.2 or 7.5 , and so are optimal.

The resilient functions so constructed will meet the bound of Corollary 7.2 if and only if

$$
\begin{aligned}
s 2^{m-1}-\sum_{i=1}^{p} 2^{u_{i}-1} & =\left\lfloor\frac{2^{m-1} n}{2^{m}-1}\right\rfloor \\
& =\left\lfloor\frac{2^{m-1}\left[s\left(2^{m}-1\right)-\sum_{i=1}^{p}\left(2^{u_{i}}-1\right)\right]}{2^{m}-1}\right] \\
& =\left\lfloor s 2^{m-1}-\frac{2^{m-1} \sum_{i=1}^{p}\left(2^{u_{i}}-1\right)}{2^{m}-1}\right\rfloor \\
& =s 2^{m-1}-\left\lfloor\frac{2^{m-1} \sum_{i=1}^{p}\left(2^{u_{i}}-1\right)}{2^{m}-1}\right\rfloor
\end{aligned}
$$

So, the bound of Corollary 7.2 will be met if and only if

$$
\left\lceil\frac{2^{m-1} \sum_{i=1}^{p}\left(2^{u_{i}}-1\right)}{2^{m}-1}\right]=\sum_{i=1}^{p} 2^{u_{i}-1}
$$

This could be equivalently expressed as

$$
\sum_{i=1}^{p} 2^{u_{i}-1}-1<\frac{2^{m-1} \sum_{i=1}^{p}\left(2^{u_{i}}-1\right)}{2^{m}-1} \leq \sum_{i=1}^{p} 2^{u_{i}-1}
$$

The right inequality holds if and only if

$$
\begin{aligned}
2^{m-1} \sum_{i=1}^{p}\left(2^{u_{i}}-1\right) & \leq\left(2^{m}-1\right) \sum_{i=1}^{p} 2^{u_{i}-1} \\
\Longleftrightarrow \sum_{i=1}^{p} 2^{m-1+u_{i}}-p 2^{m-1} & \leq \sum_{i=1}^{p} 2^{m-1+u_{i}}-\sum_{i=1}^{p} 2^{u_{i}-1} \\
\Longleftrightarrow \quad \sum_{i=1}^{p} 2^{u_{i}-1} & \leq p 2^{m-1}
\end{aligned}
$$

But the last statement indeed holds as $u_{i}<m$ for $1 \leq i \leq p$.
The left inequality holds if and only if

$$
\begin{aligned}
\left(\sum_{i=1}^{p} 2^{u_{i}-1}-1\right)\left(2^{m}-1\right) & <2^{m-1} \sum_{i=1}^{p}\left(2^{u_{i}}-1\right) \\
\Longleftrightarrow \sum_{i=1}^{p} 2^{m-1+u_{i}}-\sum_{i=1}^{p} 2^{u_{i}-1}-2^{m}+1 & <\sum_{i=1}^{p} 2^{m-1+u_{i}}-p 2^{m-1} \\
\Longleftrightarrow 2^{m-1}(p-2) & <\sum_{i=1}^{p} 2^{u_{i}-1}-1 .
\end{aligned}
$$

The last statement clearly holds if $p=1$ or $p=2$, and so we will focus on them. When $p=1$, the feasibility condition (17) reduces to $u_{1} \leq m$, which is indeed the case. When $p=2$, the feasibility condition (17) reduces to $u_{1}+u_{2} \leq s m$. This is always satisfied for $s \geq 2$ and satisfied only if $u_{1}+u_{2} \leq m$ for $s=1$. Thus for each fixed $m$, we get many infinite classes of optimal resilient functions. We summarize the above discussion as the following theorem.

Theorem 9.4. Let $m$ be a fixed integer. Let $m>u_{1} \geq u_{2} \geq 1$. Then for the following values of $n$, the upper bound on resiliency given in Corollary 7.2 is tight and it can be attained by linear resilient functions.

$$
\begin{aligned}
& n=s\left(2^{m}-1\right)-2^{u_{1}}+1 \text { for } s \geq 1 \\
& n=s\left(2^{m}-1\right)-2^{u_{1}}-2^{u_{2}}+2 \\
& \quad \text { for } s=1 \text { if } u_{1}+u_{2} \leq m \text { and for } s \geq 2 .
\end{aligned}
$$

A similar analysis yields the parametric situations where the bound of Corollary 7.5 is met by the resilient functions constructed using the above technique. We omit the details and record the final result as the following theorem.

Theorem 9.5. Let $m$ be a fixed integer. Let $m>u_{1} \geq u_{2} \geq u_{3} \geq 1$ and let the number of $u_{i}=1$ be even. Then for the following values of $n$, the upper bound on resiliency given in Corollary 7.5 is tight and it can be attained by linear resilient functions.

$$
\begin{aligned}
& n=s\left(2^{m}-1\right)-2^{u_{1}}+1 \text { for } s \geq 1, \\
& n=s\left(2^{m}-1\right)-2^{u_{1}}-2^{u_{2}}+2 \\
& \quad \text { for } s=1 \text { if } u_{1}+u_{2} \leq m \text { and for } s \geq 2, \\
& n=s\left(2^{m}-1\right)-2^{u_{1}}-2^{u_{2}}-2^{u_{3}}+3 \\
& \quad \text { for } s=1 \text { if } u_{1}+u_{2} \leq m, \text { for } s=2 \text { if } u_{1}+u_{2}+u_{3} \leq 2 m \\
& \quad \text { and for } s \geq 3 .
\end{aligned}
$$

As an example, consider $m=4$. Then the dimensions of the subspaces must be 1,2 , or 3 . The number of nonzero vectors in these subspaces are, respectively, 1,3 , and 7. Taking one at a time, we get optimal resilient functions when $n \equiv 8,12,14 \bmod 15$. Taking two at a time (with possible repetition), we get optimal resilient functions when $n \equiv 1,5,7,9,11,13 \bmod 15$. These resilient functions meet the bound of Corollary 7.2. Taking three at a time (with possible repetition), we get the additional optimal resilient functions corresponding to $n \equiv 2,6,10 \bmod 15$, which meet the bound of Corollary 7.5. Note that in this case, we are not allowed to use subspaces of dimension one.

It should be noted that originally the theory of anticodes was developed to construct optimal linear codes which meet the Griesmer bound [15]. But, we used the theory here to construct linear optimal resilient functions.

Analogous results can be found in [12, Prop. 2.2] and [5, Thm. 5]. However, they were obtained from first principles without using the theory of anticodes. The above discussion is intended to illustrate the application of the existing theory of anticodes in the construction of linear optimal resilient functions and is not meant to be exhaustive.
10. Concluding remarks and open problems. In this paper, upper and lower bounds on the largest value of $t$ such that an ( $n, m, t$ )-resilient function exists are derived. The upper bounds are derived from linear programming techniques and the lower bounds come from constructions based on error-correcting codes. Although we have determined exactly the optimal value of $t$ for $1 \leq m<n \leq 17$, it is evident from Table 2 that there are still many parameter situations where the upper bounds and the lower bounds differ. It would be interesting to determine the optimal values in those cases as well. It is possible that constructions from some other nonlinear codes, augmented with our constructions of new resilient functions from §4.3, might do the trick. For example, if we could construct a $(21,12,5)$-resilient function from a systematic code, it would imply that $(20,11,5)-,(19,10,5)-$, $(20,12,4)-,(19,11,4)-$, and ( $18,10,4$ )-resilient functions exist and are optimal.

We derived two explicit bounds on the size of the orthogonal arrays using linear programming techniques in $\S 7$. It was also proved in $\S 8$ that these bounds are as powerful as the LP bound itself for certain parameter situations. But we still need to use the original LP bound to get tighter bounds for other parametric situations. It would be interesting to determine whether a set of explicit bounds could be developed using the LP bounds such that for any parametric situation at least one of them is
as powerful as the LP bound itself. If this can be done, then the original LP bound could be completely eliminated.

By applying our new bounds, we have completed the determination of the optimal resiliency of resilient functions with $m=3$ in $\S 9$. Most of the cases for $m=4$ were also done. One question pertinent to the remaining cases is whether $(18,4,8)$ and (19, 4, 9)-resilient functions exist or not. Actually, an (18, 4, 8)-resilient function exists if and only if a $(19,4,9)$-resilient function exists in view of Theorem 6.2 , and so we will restrict our attention to one of them. Even if an (18, 4, 8)-resilient function exists, we cannot immediately extend it to an infinite class of optimal resilient functions using Theorem 9.1 since it has to be a nonlinear resilient function. Note that an $(18,4,7)$-resilient function is the best possible linear resilient function for this parameter situation. On the other hand, if an (18, 4, 8)-resilient function does not exist, then the linear $(18,4,7)$-resilient function would be an optimal one. Unfortunately, once again, we cannot extend it to an infinite class of optimal resilient functions using Theorem 9.1 since it is not optimal by virtue of meeting one of the two bounds of Corollaries 7.2 and 7.5 (which happens to be 8 and 9 , respectively, in this case).

Although we have confined our discussion throughout this paper to binary orthogonal arrays and resilient functions for the sake of simplicity, most of the techniques used in this paper are applicable mutatis mutandis to nonbinary orthogonal arrays and resilient functions. As an example, the following bound on nonbinary orthogonal arrays was proved by Bierbrauer [5] by an algebraic method based on characters of homocyclic groups.

Theorem 10.1. If there exists an $O A_{\lambda}(t, n, v)$, then

$$
M \geq v^{n}\left(1-\frac{(v-1) n}{v(t+1)}\right)
$$

Several other results about nonbinary resilient functions can be found in [14].
Appendix A. A property of Krawtchouk polynomials. In this appendix we shall prove Lemma 8.2, which was used in $\S 8$ to prove the power of the explicit bounds derived in the paper. First we will state it in a slightly different form.

Theorem A.1. Let $k$ be an even integer, let $k \leq n \leq 2 k-1$, and let $1 \leq i \leq n$. Then

$$
P_{k}(i) \geq\binom{ n}{k}\left[1-\frac{2 k}{n}\right] .
$$

The right-hand side can be written in a handier combinatorial form:

$$
\binom{n}{k}\left[1-\frac{2 k}{n}\right]=\binom{n}{k}-2\binom{n-1}{k-1}=\binom{n-1}{k}-\binom{n-1}{k-1} .
$$

The number $P_{k}(i)$ can also be expressed in a combinatorial fashion in the following way [21, Chap. 5, p. 64]:

$$
P_{k}(i)=\sum_{y}(-1)^{<x, y>} .
$$

Here $x$ is a fixed binary vector of length $n$ and weight $i$ and the sum is over all the binary vectors of length $n$ and weight $k$. This invites the following combinatorial interpretation.

Let $S$ be an $n$-element set. Let $X$ be a fixed subset of $S$ of size $i$. Denote by $g=g(n, k, i)$ the number of subsets $Y$ of $S$ of size $k$ such that $|X \cap Y|$ is even. Similarly, denote by $u=u(n, k, i)$, the number of subsets $Y$ of $S$ of size $k$ such that $|X \cap Y|$ is odd. Then clearly

$$
\begin{aligned}
& g(n, k, i)+u(n, k, i)=\binom{n}{k} \\
& g(n, k, i)-u(n, k, i)=P_{k}(i)
\end{aligned}
$$

Using these relations the claim of Theorem A. 1 can be equivalently expressed in terms of the function $g$.

Theorem A.2. Let $k$ be an even integer, let $k \leq n \leq 2 k-1$, and let $1 \leq i \leq n$. Then

$$
g(n, k, i) \geq\binom{ n-1}{k}
$$

Lemma A.3. The statement of Theorem A. 2 is true when $i=n$.
Proof. When $i=n$, any $k$-subset intersects $X$ in $k$ elements. As $k$ is even, the number of $k$-subsets intersecting $X$ in an even number of elements is simply $\binom{n}{k}$, which is clearly greater than or equal to $\binom{n-1}{k}$.

So we may assume $1 \leq i \leq n-1$ in the sequel. For these cases, instead of proving the claim of Theorem A.2, we shall prove the following stronger claim.

Theorem A.4. Let $k \leq n \leq 2 k-1$ and let $1 \leq i \leq n-1$. Then

$$
g(n, k, i) \geq\binom{ n-1}{k}
$$

Proof. The proof is by induction on all three of the parameters $n, k$, and $i$. As $i \leq n-1$, the set $S-X$ is nonempty. Let $x \in S-X$. Considering those subsets $Y$ of size $k$ which exclude and include $x$, we can form the following recurrence relation.

$$
g(n, k, i)=g(n-1, k, i)+g(n-1, k-1, i)
$$

Then using the induction hypothesis we get

$$
\begin{aligned}
g(n, k, i) & \geq\binom{ n-2}{k}+\binom{n-2}{k-1} \\
& =\binom{n-1}{k}
\end{aligned}
$$

As long as the recurrence relation is applicable, it gives exactly what we want. It is also easy to see that the recurrence relation is not applicable exactly when either $n=k$ or $n=2 k-1$. So we have to take care of these two limiting cases.

Lemma A.5. The statement of Theorem A. 4 is true when $k=n$.
Proof. When $k=n, g(n, k, i)=g(n, n, i)$ is 1 if $i$ is even and 0 if $i$ is odd. But $\binom{n-1}{n}=0$. Hence the statement of Theorem A. 4 is true when $k=n$.

The case of $n=2 k-1$ is a little bit more laborious and will be done through the following sequence of lemmas.

Let $n=2 k$. If $i$ is odd, then of each complementary pair of $k$-subsets, precisely one will intersect $X$ in even cardinality. Thus we get the following lemma.

Lemma A. 6.

$$
g(2 k, k, i)=\frac{1}{2}\binom{2 k}{k}=\binom{2 k-1}{k} \text { if } i \text { is odd. }
$$

Using the same trick in the case of odd $n(n=2 k-1)$, we get the following lemma.

Lemma A. 7 .

$$
g(2 k-1, k-1, i)+g(2 k-1, k, i)=\binom{2 k-1}{k} \text { for odd } i .
$$

As $i \geq 1$, the fixed subset $X$ is nonempty. Let $x \in X$. Considering those subsets $Y$ of size $k$ which exclude and include $x$, we can form the following recurrence relation.

$$
\begin{aligned}
g(n, k, i) & =g(n-1, k, i-1)+u(n-1, k-1, i-1) \\
& =\binom{n-1}{k-1}-g(n-1, k-1, i-1)+g(n-1, k, i-1) .
\end{aligned}
$$

Lemma A.8. If $i$ is even, then

$$
g(2 k, k, i)=2 g(2 k-1, k, i-1) .
$$

Proof. By the second recurrence relation, we have

$$
g(2 k, k, i)=\binom{2 k-1}{k-1}+g(2 k-1, k, i-1)-g(2 k-1, k-1, i-1) .
$$

As $i-1$ is odd, we can use Lemma A. 7 to get

$$
g(2 k-2, k-1, i-1)=\binom{2 k-1}{k}-g(2 k-1, k, i-1) .
$$

Further simplification establishes the lemma.
Lemma A.9. If $i$ is even, then $g(2 k, k, i) \geq 2\binom{2 k-2}{k}$.
Proof. By Lemma A. 8 we have

$$
g(2 k, k, i)=2 g(2 k-1, k, i-1) .
$$

Using the first recursion, we get

$$
g(2 k, k, i)=2\{g(2 k-2, k, i-1)+g(2 k-2, k-1, i-1)\} .
$$

Since $i-1$ is odd, we can use Lemma A. 6 to get

$$
2 g(2 k-2, k-1, i-1)=\binom{2 k-2}{k-1} .
$$

It follows that

$$
g(2 k, k, i)=\binom{2 k-2}{k-1}+2 g(2 k-2, k, i-1) .
$$

We can now use induction on $i$ to assume the validity of the claim of Theorem A. 4 in the case of the last term (note that the parameter $k$ also satisfies the desired conditions) and get

$$
g(2 k, k, i) \geq\binom{ 2 k-2}{k-1}+2\binom{2 k-3}{k}=2\binom{2 k-2}{k}
$$

This is exactly what was claimed.
The above lemma immediately yields the following corollary in view of Lemma A.8.
Corollary A.10. The statement in Theorem A. 4 is true in the case $n=2 k-1$ when $i$ is odd.

Lemma A.11. The statement in Theorem A. 4 is true in the case $n=2 k-1$ when $i$ is even.

Proof. By the second recurrence relation, we have

$$
g(2 k-1, k, i)=\binom{2 k-2}{k-1}+g(2 k-2, k, i-1)-g(2 k-2, k-1, i-1)
$$

Since $i-1$ is odd, we can use Lemma A. 6 to get

$$
g(2 k-2, k-1, i-1)=\binom{2 k-3}{k-1}
$$

It follows that

$$
g(2 k-1, k, i)=\binom{2 k-3}{k-1}+g(2 k-2, k, i-1)
$$

Once again, we can use induction on $i$ to assume the validity of the claim of Theorem A. 4 in the case of the last term and get

$$
g(2 k-1, k, i) \geq\binom{ 2 k-3}{k-1}+\binom{2 k-3}{k}=\binom{2 k-2}{k}
$$

Finally, we need to take care of the case $i=1$. This is to assure the basis of induction since it is done over $i$ also.

Lemma A.12. The statement of Theorem A. 4 is true when $i=1$.
Proof. When $i=1$, clearly

$$
g(n, k, i)=g(n, k, 1)=\binom{n-1}{k}
$$

Thus the claim of Theorem A. 4 is trivially satisfied.
It would be nice to have a combinatorial proof of Theorem A. 4 instead of the above lengthy proof by induction through multiple parameters. We leave this as an open problem.
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# SECOND-ORDER RIGIDITY AND PRESTRESS STABILITY FOR TENSEGRITY FRAMEWORKS* 
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#### Abstract

This paper defines two concepts of rigidity for tensegrity frameworks (frameworks with cables, bars, and struts): prestress stability and second-order rigidity. We demonstrate a hierarchy of rigidity-first-order rigidity implies prestress stability implies second-order rigidity implies rigidity-for any framework. Examples show that none of these implications are reversible, even for bar frameworks. Other examples illustrate how these results can be used to create rigid tensegrity frameworks.

This paper also develops a duality for second-order rigidity, leading to a test which combines information on the self stresses and the first-order flexes of a framework to detect second-order rigidity. Using this test, the following conjecture of Roth is proven: a plane tensegrity framework, in which the vertices and bars form a strictly convex polygon with additional cables across the interior, is rigid if and only if it is first-order rigid.
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1. Introduction. A fundamental problem in geometry is to determine when selected distance constraints, on a finite number of points, fix these points up to congruence, at least for small perturbations. We rephrase this as a problem in the rigidity of frameworks. From this point of view, we do the following:
(i) provide methods for recognizing when a given framework is rigid;
(ii) find ways of generating rigid frameworks;
(iii) explore the relationship among these methods;
(iv) solve a conjecture of Roth, in [29], concerning the rigidity of a specific class of frameworks in the plane.

Many of the concepts here are inspired by techniques used in structural engineering, such as the principle of least work and energy, but our treatment is independent of any such concepts. Broadly speaking our objective in this paper is to investigate the geometric properties of configurations of points in Euclidean space. However, our results clarify and justify mathematically some of the techniques used by structural engineers to analyze certain tensegrity structures. (See [5, 27, 28] for example.) Our techniques extend those of [21] and are related to the questions posed by Tarnai [31]. A summary of these results, for engineers, was presented in [13].
1.1. Terminology. A tensegrity framework is an ordered finite collection of points in Euclidean space, called a configuration, with certain pairs of these points,

[^40]called cables, constrained not to get further apart; certain pairs, called struts, constrained not to get closer together; and certain pairs, called bars, constrained to stay the same distance apart. Together, struts, cables, and bars are called members. If each continuous motion of the points satisfying all the constraints is the restriction of a rigid motion of the ambient Euclidean space, then we say the tensegrity framework is rigid. See [9] and [29].

For the recognition problem (i) there has been much work done using the concept of first-order rigidity. A tensegrity framework is first-order rigid (or infinitesimally rigid) if the only smooth motion of the vertices, such that the first derivative of each member length is consistent with the constraints, has its derivative at time zero equal to that of the restriction of a congruent motion of Euclidean space. See $\S 2.2$ for more details. An equivalent dual concept says that a tensegrity framework is statically rigid if every equilibrium load can be resolved. See [10] or [29] for more details and a precise definition. Our working definition will be that of first-order rigidity as above.

A stress in a tensegrity framework is an assignment of a scalar to each member. It is called a self stress if the vector sum of the scalar times the corresponding member vector is zero at each vertex. It is called proper if the cable stresses are nonnegative and the strut stresses are nonpositive (with no condition on the bars). It is called strict if the stress in each cable and strut is nonzero.
1.2. First-order duality. The interplay between first-order motions and self stresses yields a test for first-order rigidity. Every first-order rigid tensegrity framework has a strict proper self stress, by a result of Roth and Whiteley [29]. We state the firstorder stress test as follows: There is a first-order flex of a framework which strictly changes the length of a strut or cable if and only if every proper self stress is zero on the given member.


Fig. 1. Two first-order rigid tensegrity frameworks ( $\mathrm{a}, \mathrm{b}$ ) where cables and struts are reversed.
In addition, if a first-order rigid bar framework has any nonzero self stress at all, one can change these members to cables or struts following the sign of the self stress to get another statically rigid tensegrity framework. In the spirit of (ii), this is a first-order method for generating examples of statically rigid tensegrity frameworks. See [29] and [35] for examples. Note that any first-order rigid tensegrity framework can have its cables and struts reversed to struts and cables, respectively, and it will remain first-order rigid. Figure 1 shows a pair of frameworks which are infinitesimally rigid in the plane.
1.3. Prestress stability and second-order rigidity. In this paper, we define two other classes of frameworks, those that are prestress stable and those that are second-order rigid. We call a tensegrity framework prestress stable if it has a proper strict self stress such that a certain energy function, defined in terms of the stress and defined for all configurations, has a local minimum at the given configuration, and this
minimum is a strict local minimum up to congruence of the whole framework. (See $\S 3.3$ for the precise formula for this energy function.)

Prestress stability is a concept we have borrowed from structural engineering. The "principle of least work" is the motivation behind the definition of our energy functions. If a certain configuration of a framework corresponds to a local minimum (modulo rigid motions) of an energy function, which is the sum of the energies of all the members, then it is clear that the framework is rigid. When the usual second derivative test detects such a minimum, this corresponds to prestress stability. Pellegrino and Calladine [28] describe certain matrix rank conditions that are necessary but not sufficient for prestress stability. However, their condition essentially ignores the basic positive definite conditions. See [5] for an improved version, though. For engineering calculations, the stress-strain relation in each member is given, and this information determines the corresponding energy function. On the other hand, for the simpler mathematical recognition problem (i), one is free to choose the member energy functions at will.

A tensegrity framework is second-order rigid if every smooth motion of the vertices, which does not violate any member constraint in the first and second derivative, has its first derivative trivial; i.e., its first derivative is the derivative of a one parameter family of congruent motions.


Fig. 2. A diagram of the hierarchy of "rigidity" (numbers refer to illustrative examples).
A series of basic results shows that for any tensegrity framework, first-order rigidity (i.e., infinitesimal rigidity) implies prestress stability, which implies second-order rigidity, which implies rigidity, and none of these implications can be reversed. See Figure 2, where the figure numbers refer to examples seen later in this paper that lie only in that region of the diagram. This extends the second-order rigidity results of [6] for bar frameworks and places prestress stability between first-order and second-order rigidity.
1.4. The second-order stress test. Information about a framework, or a class of frameworks, may come in various forms, and it can be useful to relate these different forms for the situation at hand. For example, to test the first-order rigidity of a tensegrity framework we may use both the self stresses and the first-order flexes, as in the first-order stress test.

We extend this first-order duality to the second-order situation. Regard any stress as the constant coefficients of a quadratic form on the space of all configurations as well as the space of first-order flexes. This is a "homogeneous" energy function. Suppose we have a fixed first-order flex of a given framework, and we wish to know when that first-order flex extends to some second-order flex. Our second-order stress test states the following: A second-order flex exists if and only if for every proper self stress of the framework the quadratic form it defines is nonpositive when evaluated at the given
first-order flex. Thus information about proper self stresses of a framework, as well as first-order flexes, can provide information about second-order rigidity. The proof amounts to observing that the (inequality and equality) constraints of second-order rigidity and our dual stress condition is a special case of the "Farkas alternative" (as used in linear programming duality).

It is also possible to sharpen the second-order stress test to provide necessary and sufficient conditions to detect when the second-order inequalities are strict. This sharpening is a generalization of the first-order stress test. The sharpened secondorder stress test can be helpful not only in detecting second-order rigidity but also quite often in detecting when there is an actual continuous flex that has the cable and strut conditions slacken at the second-order.
1.5. Roth's conjecture. As an application of these methods we verify a conjecture of Roth about polygons in the plane in [29]. In their Lectures on Lost Mathematics $[18,19]$, Grünbaum and Shepard conjectured that if one has a framework $G(\mathbf{p})$ in the plane with the points as the vertices of a convex polygon, bars on the edges, and cables inside connecting certain pairs of the vertices (Figure 3a, c) in such a way that the framework is rigid in the plane (Figure 1a), then reversing the cables and bars to get $\hat{G}(\mathbf{p})$ (Figure 1b) preserves rigidity. (They also observed that starting with cables on the outside and bars inside does not necessarily preserve rigidity (Figure 3b, a).)

If Grünbaum and Shephard's polygonal frameworks are rigid because they are infinitesimally rigid, then it follows that the reversed framework is also infinitesimally rigid and therefore rigid. Roth's conjecture was that all rigid convex polygons with cables on the inside were indeed infinitesimally rigid. For example, Figure 3c shows a regular octagon with bars on the edges and fourteen cables on the inside. It is easy to check that this framework is not infinitesimally rigid. Thus Roth's conjecture implies that this framework is not rigid since if it were rigid, it would be infinitesimally rigid. The reader is invited to find the motion of the vertices in the plane directly. (See Remark 6.2.1.)


Fig. 3. Framework (b) is rigid, but framework (a), where cables and struts are reversed, is not. Framework (c) is not first-order rigid and is not rigid, illustrating Roth's conjecture.

Meanwhile, Connelly [7] showed that any proper self stress coming from one of Grünbaum and Shepard's polygonal frameworks $G(\mathbf{p})$ had an associated negative semidefinite quadratic form with nullity three. Equivalently the reversed framework $\hat{G}(\mathbf{p})$ had a positive semidefinite quadratic form with nullity three. Then it is easy to show that $\hat{G}(\mathbf{p})$ is rigid by showing that (globally) there is no other noncongruent configuration satisfying the bar and cable constraints. This global type of rigidity is somewhat different from infinitesimal rigidity. Neither infinitesimal rigidity nor global rigidity implies the other. However, the energy functions used to prove the global rigidity also imply prestress stability. Thus Grünbaum's conjecture was proved
and generalized in one direction, but Roth's conjecture, a generalization in another direction, was not proved.
1.6. The proof of Roth's conjecture. The idea behind our proof of Roth's conjecture is the following. We observe that the conditions for a strict second-order flex, in the second-order stress test, are satisfied by any one of Grünbaum and Shepard's frameworks $G(\mathbf{p})$, since any proper self stress defines a negative semidefinite quadratic form which is negative definite on any space of nontrivial first-order flexes. Thus if there is any nontrivial first-order flex, it will extend to a strict second-order flex which in turn implies that there will be a nontrivial continuous flex of the framework. Thus (the contrapositive of) Roth's conjecture is verified: if $G(\mathbf{p})$ is not infinitesimally rigid, then $G(\mathbf{p})$ is not rigid. In particular, if any one of Grünbaum and Shepard's frameworks $G(\mathbf{p})$ is rigid, the reversed framework $\hat{G}(\mathbf{p})$ is both infinitesimally rigid and globally rigid.

In an appendix we summarize a series of "replacement principles" which describe when and how one can switch between bars and cables or struts and preserve the various levels of rigidity or flexibility.
2. Review of tensegrity frameworks. Throughout this paper the word tensegrity is used to describe any framework with cables-each cable determines a maximum distance between two points, struts-each strut determines a minimum distance between two points, and bars-each bar determines a fixed distance between two points. Statically, cables can only apply tension and struts can only apply compression. We partition the edges of our graph into three disjoint classes - $E_{-}$for cables, $E_{0}$ for bars, and $E_{+}$for struts, creating a signed graph $G=\left(V ; E_{-}, E_{0}, E_{+}\right)$. In our figures, cables are indicated by dashed lines, struts by double thin lines, and bars by single thick lines (see Figure 1). General references for this chapter are [8, 9, 29, 35].

### 2.1. Rigidity.

Definition 2.1.1. A tensegrity framework in d-space $G(\mathbf{p})$ is a signed graph $\left(V ; E_{-}, E_{0}, E_{+}\right)$, and an assignment $\mathbf{p} \in \mathbb{R}^{d v}$ such that each $\mathbf{p}_{i} \in \mathbb{R}^{d}$ corresponds to a vertex of $G$, where $\mathbf{p}=\left(\mathbf{p}_{1}, \ldots, \mathbf{p}_{v}\right)$ is a configuration. The members in $E_{-}$ are cables, the members in $E_{0}$ are bars, and the members in $E_{+}$are struts. A bar framework is a tensegrity framework with no cables or struts; i.e., $E=E_{0}$.

Definition 2.1.2. A tensegrity framework $G(\mathbf{p})$ dominates the tensegrity framework $G(\mathbf{q})$, written $G(\mathbf{p}) \geq G(\mathbf{q})$, if

$$
\begin{array}{lll}
\left|\mathbf{p}_{i}-\mathbf{p}_{j}\right| \geq\left|\mathbf{q}_{i}-\mathbf{q}_{j}\right| & \text { when } & \{i, j\} \in E_{-}, \\
\left|\mathbf{p}_{i}-\mathbf{p}_{j}\right|=\left|\mathbf{q}_{i}-\mathbf{q}_{j}\right| & \text { when } & \{i, j\} \in E_{0}, \\
\left|\mathbf{p}_{i}-\mathbf{p}_{j}\right| \leq\left|\mathbf{q}_{i}-\mathbf{q}_{j}\right| & \text { when } & \{i, j\} \in E_{+}
\end{array}
$$

A tensegrity framework $G(\mathbf{p})$ is rigid in $\mathbf{R}^{d}$ if any of the following three equivalent conditions holds [9] or [29]:
(a) there is an $\varepsilon>0$ such that if $G(\mathbf{p}) \geq G(\mathbf{q})$ and $|\mathbf{p}-\mathbf{q}|<\varepsilon$ then $\mathbf{p}$ is congruent to $\mathbf{q}$; or
(b) for every continuous path, or continuous flex, $\mathbf{p}(t) \in \mathbb{R}^{v d}, \mathbf{p}(0)=\mathbf{p}$, such that $G(\mathbf{p}) \geq G(\mathbf{p}(t))$ for all $0 \leq t \leq 1$, then $\mathbf{p}$ is congruent to $\mathbf{p}(t)$ for all $0 \leq t \leq 1$; or
(c) for every analytic path, or analytic flex, $\mathbf{p}(t) \in \mathbb{R}^{v d}, \mathbf{p}(0)=\mathbf{p}$, such that $G(\mathbf{p}) \geq G(\mathbf{p}(t))$ for all $0 \leq t \leq 1$, then $\mathbf{p}$ is congruent to $\mathbf{p}(t)$ for all $0 \leq t \leq 1$.

### 2.2. First-order rigidity.

Definition 2.2.1. A first-order flex, or an infinitesimal flex, of a tensegrity framework $G(\mathbf{p})$ is an assignment $\mathbf{p}^{\prime}: V \rightarrow \mathbb{R}^{n}, \mathbf{p}^{\prime}\left(v_{i}\right)=\mathbf{p}_{i}^{\prime}$, such that for each edge $\{i, j\} \in E$ (Figure 4),

$$
\begin{array}{lll}
\left(\mathbf{p}_{j}-\mathbf{p}_{i}\right) \cdot\left(\mathbf{p}_{j}^{\prime}-\mathbf{p}_{i}^{\prime}\right) \leq 0 & \text { for cables } & \{i, j\} \in E_{-}, \\
\left(\mathbf{p}_{j}-\mathbf{p}_{i}\right) \cdot\left(\mathbf{p}_{j}^{\prime}-\mathbf{p}_{i}^{\prime}\right)=0 & \text { for bars } & \{i, j\} \in E_{0} \\
\left(\mathbf{p}_{j}-\mathbf{p}_{i}\right) \cdot\left(\mathbf{p}_{j}^{\prime}-\mathbf{p}_{i}^{\prime}\right) \geq 0 & \text { for struts } & \{i, j\} \in E_{+}
\end{array}
$$

The dot product of two vectors $X, Y$ is indicated by $X Y$ or $X \cdot Y$.
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Fig. 4. Some first-order motions (velocities) permitted by cables, bars, and struts.
Definition 2.2.2. A first-order flex $\mathbf{p}^{\prime}$ of a tensegrity framework $G(\mathbf{p})$ is trivial if there is a skew symmetric matrix $S$ and a vector $\mathbf{t}$ such that $\mathbf{p}_{i}^{\prime}=S \mathbf{p}_{i}+\mathbf{t}$ for all vertices $i$.

Definition 2.2.3. A tensegrity framework $G(\mathbf{p})$ is first-order rigid (or infinitesimally rigid) if every first-order flex is trivial and first-order flexible otherwise.

Let

$$
\mathbf{p}^{*}=\left[\begin{array}{c}
\mathbf{p}_{1}^{*} \\
\vdots \\
\mathbf{p}_{v}^{*}
\end{array}\right]
$$

be regarded as a column vector in $\mathbb{R}^{d v}$, where each $\mathbf{p}_{i}^{*} \in \mathbb{R}^{d}, i=1, \ldots, v$. Then $R(\mathbf{p})$ is the $e$-by- $d v$ matrix defined by

$$
R(\mathbf{p}) \mathbf{p}^{*}=\left[\begin{array}{c}
\vdots \\
\left(\mathbf{p}_{j}-\mathbf{p}_{i}\right) \cdot\left(\mathbf{p}_{j}^{*}-\mathbf{p}_{i}^{*}\right) \\
\vdots
\end{array}\right]
$$

See [9] or [29]. $R(\mathbf{p})$ is called the rigidity matrix for the framework $G(\mathbf{p})$. Notice that a first-order flex of a bar framework is a solution to the linear equations

$$
R(\mathbf{p}) \mathbf{p}^{*}=0
$$

Remark 2.2.1. A basic theorem of the subject says that first-order rigidity for a tensegrity framework implies rigidity for the framework. (See [9, 29].)

Definition 2.2.4. A first-order flex $\mathbf{p}^{\prime}$ is an equilibrium flex if $\mathbf{p}^{\prime} \cdot \mathbf{q}^{\prime}=0$ for all trivial first-order flexes $\mathbf{q}^{\prime}$.

Physically, a first-order flex is a velocity vector field associated with the configuration, and it turns out that an equilibrium flex is a vector field such that the linear and angular momentum is preserved (Figure 5).

a

b

Fig. 5. The cable $\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right)$ in example (a) is unstressed because it can be shortened, while the strut $\left(\mathbf{p}_{3}, \mathbf{p}_{4}\right)$ in (b) is unstressed because it can be lengthened.

### 2.3. Stresses.

Definition 2.3.1. A stress $\omega$ on a tensegrity framework $G(\mathbf{p})$ is an assignment of scalars $\omega_{i j}=\omega_{j i}$ to the edges of $G$, where $\omega=\left(\ldots, \omega_{i j}, \ldots\right) \in \mathbb{R}^{e}$, and $e$ is the number of edges of $G$.

A stress $\omega$ on a tensegrity framework is a self stress if the following equilibrium condition holds at each vertex $i$ :

$$
\sum_{j} \omega_{i j}\left(\mathbf{p}_{j}-\mathbf{p}_{i}\right)=0
$$

where the sum is taken over all $j$ with $\{i, j\} \in E$.
A self stress $\omega$ is called $a$ proper self stress if (a) $\omega_{i j} \geq 0$ for cables $\{i, j\} \in E_{-}$ and (b) $\omega_{i j} \leq 0$ for struts $\{i, j\} \in E_{+}$.
There is no condition for a bar.
A proper self stress $\omega$ is strict if the inequalities in (a) and (b) are strict.
With this notation a self stress $\omega$ is a solution to the linear equations $\omega R(\mathbf{p})=\mathbf{0}$, and $\omega$ is a proper self stress if each of the $\omega_{i j}$ corresponding to cables and struts have the proper sign. The following is shown in [35].

Theorem 2.3.2 (first-order stress test). Let $G(\mathbf{p})$ be a tensegrity framework, where $\{i, j\}$ is a fixed cable or strut. There is a first-order flex $\mathbf{p}^{\prime}$ for $G(\mathbf{p})$ such that

$$
\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{p}_{i}^{\prime}-\mathbf{p}_{j}^{\prime}\right) \neq 0
$$

which means that a cable $\left\{\mathbf{p}_{i}, \mathbf{p}_{j}\right\}$ is shortened or a strut $\left\{\mathbf{p}_{i}, \mathbf{p}_{j}\right\}$ is lengthened, to first-order, if and only if for every proper self stress $\omega$ for $G(\mathbf{p})$ has $\omega_{i j}=0$.

It is helpful to change the presentation of a stress. Let $\omega=\left(\ldots, \omega_{i j}, \ldots\right) \in \mathbb{R}^{e}$ be a stress for $G(\mathbf{p})$. Define a $v$-by- $v$ symmetric matrix, the reduced stress matrix $\bar{\Omega}$, by setting the $(i, j)$ entry to be

$$
\bar{\Omega}_{i j}=\left\{\begin{array}{lll}
-\omega_{i j} & \text { if } & i \neq j, \\
\sum_{k} \omega_{i k} & \text { if } & i=j .
\end{array}\right.
$$

Denoting by $p_{i k}$ the $k$ th coordinate of $\mathbf{p}_{i} \in \mathbb{R}^{d}, k=1, \ldots, d$, the expression

$$
\sum_{k=1}^{d}\left[p_{1 k}, \ldots, p_{v k}\right] \bar{\Omega}\left[\begin{array}{c}
p_{1 k} \\
\vdots \\
p_{v k}
\end{array}\right]
$$

is a quadratic form on the $v d$-dimensional space of coordinates of all points of the configuration. Reordering the coordinates by the order of the points yields

$$
\left[\mathbf{p}_{1}^{T}, \ldots, \mathbf{p}_{v}^{T}\right] \Omega\left[\begin{array}{c}
\mathbf{p}_{1} \\
\vdots \\
\mathbf{p}_{v}
\end{array}\right]
$$

where ( $)^{T}$ represents the transpose operation. This defines the stress matrix $\Omega$, which is, up to permutation of the coordinates of $\mathbf{p}$, just $k$ "copies" of $\bar{\Omega}$. It is easy to check that if $\mathbf{p}, \mathbf{q} \in \mathbb{R}^{v d}, \omega \in \mathbb{R}^{e}$, then

$$
\begin{equation*}
\omega R(\mathbf{p}) \mathbf{q}=\mathbf{p}^{T} \Omega \mathbf{q}=\sum_{i j} \omega_{i j}\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{q}_{i}-\mathbf{q}_{j}\right) \tag{1}
\end{equation*}
$$

Thus $\Omega$ is just the matrix of a bilinear form in the coordinates of $\mathbf{p}$ and $\mathbf{q}$, and it turns out that $\omega$ is a self stress if $\mathbf{p}^{T} \Omega=0$.

## 3. Prestress stability.

3.1. The energy principle. If a cable is stretched, the energy in the cable increases. Similarly, if a strut is shortened, or a bar is changed in length, the energy increases. We put these together in the following energy function:

$$
\begin{equation*}
H^{*}(\mathbf{q})=\sum_{i j} f_{i j}\left(\left|\mathbf{q}_{j}-\mathbf{q}_{i}\right|^{2}\right), \tag{2}
\end{equation*}
$$

where
for each cable $\{i, j\}, f_{i j}$ is strictly monotone increasing, for each strut $\{i, j\}, f_{i j}$ is strictly monotone decreasing, for each bar $\{i, j\}, f_{i j}$ has a strict minimum at $\left|\mathbf{p}_{j}-\mathbf{p}_{i}\right|^{2}$.

See Figure 6.




Fig. 6. At the given configuration, the energy function is increasing on cables, a local minimum on bars, and decreasing on struts.

We have the following Theorem 3.1.1.
Theorem 3.1.1 (energy principle). If such an $H^{*}$ has a local minimum at $\mathbf{p}$ which is strict up to congruence in some neighborhood of $\mathbf{p}$ in $\mathbb{R}^{d v}$, then the framework $G(\mathbf{p})$ is rigid.

Proof. Any nearby $\mathbf{q}$ with $G(\mathbf{q}) \leq G(\mathbf{p})$ will have $f_{i j}\left(\left|\mathbf{q}_{j}-\mathbf{q}_{i}\right|^{2}\right) \leq f_{i j}\left(\left|\mathbf{p}_{j}-\mathbf{p}_{i}\right|^{2}\right)$ for all members. Since this makes $H^{*}(\mathbf{q}) \leq H^{*}(\mathbf{p})$, we conclude that $\mathbf{q}$ is congruent to $\mathbf{p}$. This makes $G(\mathbf{p})$ rigid, by Definition 2.1.2(a) of rigidity.

Remark 3.1.1. It turns out that any rigid tensegrity framework $G(\mathbf{p})$ will have "some" energy functions that make $H^{*}$ a minimum at $\mathbf{p}$, but they would only satisfy certain "relaxed" conditions (2). Later it will be necessary to use conditions (2) as they stand.
3.2. Stiffness matrix, stress matrix decomposition. We apply the energy principle for functions $H^{*}(\mathbf{p})$ which have their minimum by the second derivative test. Let equation (2) define an energy function, where each $f_{i j}$ is twice continuously differentiable and chosen so that the first derivative $f_{i j}^{\prime}\left(\left|\mathbf{p}_{j}-\mathbf{p}_{i}\right|^{2}\right)=\omega_{i j}$ for each member, $\omega_{i j} \neq 0$ are scalars for all cables and struts, and the second derivative $f^{\prime \prime}\left(\left|\mathbf{p}_{j}-\mathbf{p}_{i}\right|^{2}\right)=c_{i j}>0$ for all members. Note that (3) insures that $\omega$ is a strict and proper stress. We suppose that $\mathbf{p}$ is a fixed particular configuration.

To find a local minimum, the first step is to find a critical point. Note that $\mathbf{p}$ is a critical point for $H^{*}$ if and only if the directional derivative at $\mathbf{p}$ is zero for all directions $\mathbf{p}^{*}$. Hence, we compute the directional derivative of this energy function in the direction $\mathbf{p}^{*}$ starting from $\mathbf{p}$.

Let $\mathbf{p}(t)=\mathbf{p}+t \mathbf{p}^{*}$. So $D_{t}(\mathbf{p}(t))=\mathbf{p}^{*}$, where $D_{t}$ represents differentiation with respect to $t$. We compute the derivative of $H^{*}(\mathbf{p}(t))$ with respect to $t$,

$$
D_{t}\left(H^{*}(\mathbf{p}(t))\right)=\sum_{i j} f_{i j}^{\prime}\left(\left|\mathbf{p}_{j}(t)\right|^{2}\right)\left[2\left(\mathbf{p}_{j}(t)-\mathbf{p}_{i}(t)\right) \cdot\left(\mathbf{p}_{j}^{*}-\mathbf{p}_{i}^{*}\right)\right] .
$$

The directional derivative is then the above function evaluated at $t=0$.

$$
\left.D_{t}\left(H^{*}(\mathbf{p}(t))\right)\right|_{t=0}=\sum_{i j} f_{i j}^{\prime}\left(\left|\mathbf{p}_{j}-\mathbf{p}_{i}\right|^{2}\right)\left[2\left(\mathbf{p}_{j}-\mathbf{p}_{i}\right) \cdot\left(\mathbf{p}_{j}^{*}-\mathbf{p}_{i}^{*}\right)\right]
$$

Since $f_{i j}^{\prime}\left(\left|\mathbf{p}_{j}-\mathbf{p}_{i}\right|^{2}\right)=\omega_{i j}$, using (1) we have

$$
\left.D_{t}\left(H^{*}(\mathbf{p}(t))\right)\right|_{t=0}=2 \sum_{i j} \omega_{i j}\left(\mathbf{p}_{j}-\mathbf{p}_{i}\right) \cdot\left(\mathbf{p}_{j}^{*}-\mathbf{p}_{i}^{*}\right)=2 \omega R(\mathbf{p}) \mathbf{p}^{*}
$$

By the above calculation $\mathbf{p}$ is a critical point for $H^{*}$ if and only if $2 \omega R(\mathbf{p}) \mathbf{p}^{*}=0$ for all $\mathbf{p}^{*}$ if and only if $\omega R(\mathbf{p})=0$ if and only if $\omega$ is a self stress for $G(\mathbf{p})$.

If $\omega$ is a self stress on $G(\mathbf{p})$, we use the second derivative test to check whether $H^{*}$ has a strict minimum at $\mathbf{p}$, up to congruences. For each direction $\mathbf{p}^{*}$ we calculate the second derivative along the path $\mathbf{p}(t)$ and then evaluate when $t=0$ and $\mathbf{p}(0)=\mathbf{p}$.

$$
\begin{aligned}
\left.D_{t}^{2}\left[H^{*}(\mathbf{p}(t))\right]\right|_{t=0}= & \sum_{i j} f_{i j}^{\prime \prime}\left(\left|\mathbf{p}_{j}-\mathbf{p}_{i}\right|^{2}\right)\left[2\left(\mathbf{p}_{j}-\mathbf{p}_{i}\right) \cdot\left(\mathbf{p}_{j}^{*}-\mathbf{p}_{i}^{*}\right)\right]^{2} \\
& +\sum_{i j} f_{i j}^{\prime}\left(\left|\mathbf{p}_{j}-\mathbf{p}_{i}\right|^{2}\right) 2\left|\mathbf{p}_{j}^{*}-\mathbf{p}_{i}^{*}\right|^{2} \\
= & \sum_{i j} 4 c_{i j}\left[\left(\mathbf{p}_{j}-\mathbf{p}_{i}\right) \cdot\left(\mathbf{p}_{j}^{*}-\mathbf{p}_{i}^{*}\right)\right]^{2} \\
& \quad+\sum_{i j} 2 \omega_{i j}\left(\mathbf{p}_{j}^{*}-\mathbf{p}_{i}^{*}\right) \cdot\left(\mathbf{p}_{j}^{*}-\mathbf{p}_{i}^{*}\right) .
\end{aligned}
$$

The constant $c_{i j}$ is often called the stiffness coefficient for the member $\{i, j\}$ and in physics it is normally a function of the Young modulus of the material forming the member, the rest length of the member, and the cross-sectional area of the member.

The rigid congruences of $\mathbf{p}$ form a submanifold in the space of all configurations, and it is clear that $H^{*}$ is constant on this set. Thus when $\mathbf{p}^{*}$ is a trivial infinitesimal flex of $G(\mathbf{p})$ it is easy to see that both the first and second derivative of $H^{*}$ along a path in the direction of $\mathbf{p}^{*}$ are zero. (This can also be seen by a direct calculation.) We conclude with Proposition 3.2.1.

Proposition 3.2.1. The energy function $H^{*}$ has a strict local minimum, up to congruence, if the quadratic form

$$
H\left(\mathbf{p}^{*}\right)=\sum_{i j} 2 \omega_{i j}\left(\mathbf{p}_{j}^{*}-\mathbf{p}_{i}^{*}\right) \cdot\left(\mathbf{p}_{j}^{*}-\mathbf{p}_{i}^{*}\right)+\sum_{i j} 4 c_{i j}\left[\left(\mathbf{p}_{j}-\mathbf{p}_{i}\right) \cdot\left(\mathbf{p}_{j}^{*}-\mathbf{p}_{i}^{*}\right)\right]^{2}
$$

regarded as a function of the coordinates of $\mathbf{p}^{*}$, satisfies $H\left(\mathbf{p}^{*}\right) \geq 0$ for all $\mathbf{p}^{*}$, and $H\left(\mathbf{p}^{*}\right)=0$ if and only if $\mathbf{p}^{*}$ is a trivial infinitesimal flex of $G(\mathbf{p})$. In other words $H$ is positive definite on any complement of the trivial infinitesimal flexes.

Note that each $f_{i j}$ for each cable and strut is a monotone function with nonzero derivative. For that reason we know that the self stress is strict and proper. In other words the self stress $\omega$ is nonzero with the correct sign on each cable and strut.

What we have done is calculate the Hessian $H$ as a quadratic form for the function $H^{*}$. Note, however, that $H$ itself is not the sum of energy functionals of the members of $G$. Thus the energy principle does not apply directly to $H$ but applies only because $H^{*}$ is locally approximated by $H$.

We now rewrite the formula for $H$ in terms of the rigidity matrix. Let $C$ denote the $d v$-by- $d v$ diagonal matrix with entries $c_{i j}$, where its rows and columns correspond to the members of $G$. If $\{i, j\}$ is a member of $G$, then the corresponding diagonal entry is $c_{i j}$.

$$
\begin{aligned}
H & =2 \omega R\left(\mathbf{p}^{*}\right) \mathbf{p}^{*}+4\left(\mathbf{p}^{*}\right)^{T} R(\mathbf{p})^{T} C R(\mathbf{p}) \mathbf{p}^{*} \\
& =2\left(\mathbf{p}^{*}\right)^{T} \Omega \mathbf{p}^{*}+4\left(\mathbf{p}^{*}\right)^{T} R(\mathbf{p})^{T} C R(\mathbf{p}) \mathbf{p}^{*} \\
& =\left(\mathbf{p}^{*}\right)^{T}\left[2 \Omega+4 R(\mathbf{p})^{T} C R(\mathbf{p})\right] \mathbf{p}^{*} .
\end{aligned}
$$

In structural engineering, the matrix $R(\mathbf{p})^{T} C R(\mathbf{p})$ is called the stiffness matrix of the framework, $\Omega$ is the geometric stiffness matrix or the stress matrix, and $2[\Omega+$ $\left.2 R(\mathbf{p})^{T} C R(\mathbf{p})\right]$ is the tangential stiffness matrix. The matrix $R(\mathbf{p})^{T} C R(\mathbf{p})$ is clearly positive semidefinite with the first-order flexes in its kernel. If the framework is infinitesimally rigid, then $\Omega=0$ can be used in the above. The interesting cases for us occur when there are some nontrivial infinitesimal flexes and some nonzero self stresses.

Remark 3.2.1. The condition of Proposition 3.2.1 is a particular kind of stability which corresponds to the engineer's concept of first-order stiffness [30]. If we take gradients of this energy function, we find that if the force at the $i$ th joint is $\mathbf{F}_{i}$, then this set of forces is resolved, at first-order, by a displacement $\mathbf{p}^{*}$ of the joints, where

$$
\mathbf{F}_{i}=\Delta H=2 \sum_{j} \omega_{i j}\left(\mathbf{p}_{j}^{*}-\mathbf{p}_{i}^{*}\right)+4 \sum_{j} c_{i j}\left[\left(\mathbf{p}_{j}-\mathbf{p}_{i}\right) \cdot\left(\mathbf{p}_{j}^{*}-\mathbf{p}_{i}^{*}\right)\right]\left(\mathbf{p}_{j}-\mathbf{p}_{i}\right) .
$$

Regarding the forces as one column vector $\mathbf{F}=\left(\mathbf{F}_{1}^{T}, \ldots, \mathbf{F}_{v}^{T}\right)^{T}$, we get

$$
\mathbf{F}=\left[2 \Omega+4 R(\mathbf{p})^{T} C R(\mathbf{p})\right] \mathbf{p}^{*}
$$

All equilibrium loads are resolved if and only if the matrix $\left[2 \Omega+4 R(\mathbf{p})^{T} C R(\mathbf{p})\right]$ is invertible when restricted to the orthogonal complement of the trivial motions. In this
case, the deformation $\mathbf{p}^{*}$ resolves the load $\left[2 \Omega+4 R(\mathbf{p})^{T} C R(\mathbf{p})\right] \mathbf{p}^{*}$. This is a feasible physical response of the structure, corresponding to positive work by the force, if and only if $\mathbf{p}^{*}$ is in the same direction as $\mathbf{F}$ or $\mathbf{p}^{*} \cdot \mathbf{F} \geq 0$, with equality only if $\mathbf{F}=0$. This is a restatement of the fact that $H$ is positive definite on a complement of the trivial motions.

If $H$ is only positive semidefinite on a complement of the trivial infinitesimal motions, then there is a direction $\mathbf{p}^{*}$ for which there is no change in the energy up to the second derivative. It may turn out that there will still be third- or higher-order effects of a real energy which produce rigidity. However, if $H$ is indefinite there is a direction $\mathbf{p}^{*}$ in which the energy strictly decreases.

Remark 3.2.2. Looking at this discussion in terms of the physics we can also understand the rule of the energy functions. If $H$ strictly decreases in the direction $\mathbf{p}^{*}$, then any smooth energy function $\mathbf{H}^{*}$ with the equilibrium stresses $\omega_{i j}$ as the first derivatives and the $c_{i j}$ as the second derivatives for each member will have a local maximum at $\mathbf{p}$ along the line $\mathbf{p}+t \mathbf{p}^{*}$. If released with this energy in the direction of $\mathbf{p}^{*}$, the framework will continue to move while seeking a smaller overall energy. It is also possible to interpret the behavior of the framework in terms of Lagrange multipliers.
3.3. Definition of prestress stability. Recall that if $Q$ is a quadratic form on a finite-dimensional vector space, then there is a symmetric matrix $A$ such that $Q(\mathbf{p})=\mathbf{p}^{T} A \mathbf{p}$, where $\mathbf{p}$ is a vector written as coordinates with respect to some basis of the vector space. If $Q(\mathbf{p}) \geq 0$ for all vectors $\mathbf{p}$, then $Q$ (or $A$ ) is called positive semidefinite. The zero set of $Q$ is the set of vectors $\mathbf{p}$ such that $Q(\mathbf{p})=0$. If $Q$ is positive semidefinite and the zero set consists of just the zero vector, then $Q$ is called positive definite.

Definition 3.3.1. We say a tensegrity framework $G(\mathbf{p})$ is prestress stable if there is a proper self stress $\omega$ and nonnegative scalars $c_{i j}$ (where $\{i, j\}$ is a member of $G$ ) such that the energy function regarded as quadratic form in the coordinates of $\mathbf{p}^{*}$

$$
H=\sum_{i j} \omega_{i j}\left(\mathbf{p}_{i}^{*}-\mathbf{p}_{j}^{*}\right)^{2}+\sum_{i j} c_{i j}\left[\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{p}_{i}^{*}-\mathbf{p}_{j}^{*}\right)\right]^{2}
$$

is positive semidefinite, $c_{i j}=0$ when $\omega_{i j}=0$ and $\{i, j\}$ is a cable or strut, and only the trivial infinitesimal flexes of $\mathbf{p}$ are in the kernel of $H$. In this case we say $\omega$ stabilizes $G(\mathbf{p})$. The $c_{i j}$ are called the stiffness coefficients as in $\S 3.2$. We have dropped the constants 2 and 4 that appeared in $\S 3.2$ for simplicity.

Remark 3.3.1. If, for some member $\{i, j\}, H$ has $\omega_{i j}=0$ but $c_{i j}>0$, then for the energy principle to apply, the member must be a bar. Imagine a single cable, which has no nonzero self stress. It is certainly not rigid, but it would be prestress stable with the zero self stress if we did not insist that $c_{i j}=0$ when $\omega_{i j}=0$. This is why the definition insists that each cable or strut which appears with a zero stress does not appear in the formula at all.

Thus if any $G(\mathbf{p})$ is prestress stable, stabilized at $\omega$, then we might as well change $G(\mathbf{p})$ to have struts only for those members where $\omega_{i j}<0$ and cables only for those members where $\omega_{i j}>0$, deleting any cables or struts with a zero stress.

Note also that if we regard unstressed members as not being in $G$, then increasing any $c_{i j}$ keeps $H$ positive definite (if it already was) and so we may assume they are all equal to each other, assuming that we are only interested in recognizing the rigidity of the framework. Thus if $\omega$ stabilizes $G(\mathbf{p})$ with all cables and struts stressed, with
stiffness coefficients $c_{i j}$, then $\frac{\omega}{\max \left\{c_{i j}\right\}}$ stabilizes $G(\mathbf{p})$ with all the stiffness coefficients equal to one.

Proposition 3.3.2. If a tensegrity framework $G(\mathbf{p})$ is prestress stable for a self stress $\omega$, then $G(\mathbf{p})$ is rigid.

Proof. The positive definite property of $H$ guarantees a strict local minimum modulo trivial first-order flexes of $\mathbf{p}$. Since $\omega_{i j} \neq 0$ for all the cables and struts of $G$ that appear in $H^{*}$, we have the strictly monotone property of their energy functions, near $\mathbf{p}$. Thus the energy principle applies to show $G(\mathbf{p})$ is rigid.

Remark 3.3.2. We will see, by Theorem 4.4.1, that if $G(\mathbf{p})$ is prestress stable, then $G(\mathbf{p})$ is second-order rigid and, by Theorem 4.3.1, $G(\mathbf{p})$ is rigid. However, the present proof is much simpler since it is a direct application of the energy principle.

Proposition 3.3.3. If a tensegrity framework $G(\mathbf{p})$ is first-order rigid, then it is prestress stable.

Proof. The underlying bar framework $\bar{G}(\mathbf{p})$ is certainly first-order rigid; thus $R(\mathbf{p})^{T} R(\mathbf{p})$ has only the trivial infinitesimal flexes in its kernel. In other words $R(\mathbf{p})^{T} R(\mathbf{p})$ is positive definite on the equilibrium infinitesimal motions perpendicular to the trivial infinitesimal motions in $\mathbb{R}^{v d}$. By [29] there is a proper self stress $\omega$ which is nonzero on each cable and strut. By choosing $\omega$ sufficiently small, then $\Omega+R(\mathbf{p})^{T} R(\mathbf{p})$ also will be positive definite on the equilibrium infinitesimal flexes restricted to the compact unit sphere. Thus $G(\mathbf{p})$ is prestress stable.

Often it is convenient to assume that a proper stress $\omega$ for $G(\mathbf{p})$ is strict; i.e., $\omega_{i j} \neq 0$ for every cable or strut. If we are willing to consider subframeworks of $G(\mathbf{p})$, we need only consider strict self stresses for prestress stability.

Remark 3.3.3. Pellegrino and Calladine [28] use a different analysis of the rigidifying effect of a prestress. (See also [4].) Given a framework $G(\mathbf{p})$ with a self stress $\omega$ and a set of generators $\mathbf{p}_{1}^{\prime}, \ldots, \mathbf{p}_{k}^{\prime}$ for a complementary space of nontrivial first-order flexes, they add $k$ new rows to the rigidity matrix $\omega R\left(\mathbf{p}_{1}^{\prime}\right), \omega R\left(\mathbf{p}_{2}^{\prime}\right), \ldots, \omega R\left(\mathbf{p}_{k}^{\prime}\right)$. If this extended matrix $R^{*}(\mathbf{p}, \omega)$ has rank $v d-\frac{d(d+1)}{2}$, they say that the prestress $\omega$ "stiffens" the framework, modulo the positive definiteness of an unspecified matrix.

If $R^{*}(\mathbf{p}, \omega)$ does not have rank $v d-d(d+1) / 2$ (assuming the vertices span $\mathbb{R}^{d}$ ), then there is a nontrivial first-order flex $\mathbf{p}^{\prime}=\sum \alpha_{i} \mathbf{p}_{j}$ satisfying $\omega R\left(\mathbf{p}_{i}^{\prime}\right) \mathbf{p}^{\prime}=0$ for all $i=1, \ldots, k$. Thus $\omega R\left(\mathbf{p}^{\prime}\right) \mathbf{p}^{\prime}=0$ and $G(\mathbf{p})$ is certainly not prestress stable for this self stress $\omega$. In fact, it is easy to see that their condition for stiffening is equivalent to requiring that the rank of $\alpha^{2} \Omega+R(\mathbf{p})^{T} R(\mathbf{p})$ be $v d-\frac{d(d+1)}{2}$ for all sufficiently small $\alpha$ (assuming that the affine span of $\mathbf{p}$ is at least ( $d-1$ )-dimensional). The matrix that they have in mind, which must be positive definite, must be equivalent to $\Omega+R(\mathbf{p})^{T} R(\mathbf{p})$ restricted to some space complementary to the space of trivial first-order flexes. If no positive definiteness is required, many mechanisms, such as collinear parallelograms, would be declared "stiff."

On the other hand, if there is a one-dimensional space of equilibrium first-order flexes, then we will see that prestress stability, the rank of $R^{*}(\mathbf{p})=d v-\frac{d(d+1)}{2}$, and second-order rigidity will all coincide. It is interesting that in the paper [28], most examples have a one-dimensional space of equilibrium flexes. See [5] for corrections, as well as [22-26] for a discussion of the problem of how to do the second-order analysis.
3.4. Interpretation in terms of the stress matrix and quadratic forms. We now present some simple facts about quadratic forms that we will find useful later.

Lemma 3.4.1. Let $Q_{1}$ and $Q_{2}$ be two quadratic forms on a finite-dimensional real (inner product) vector space. Suppose that $Q_{2}$ is positive semidefinite with zero
set $K$, and $Q_{1}$ is positive definite on $K$. Then there is a positive real number $\alpha$ such that $Q_{1}+\alpha Q_{2}$ is positive definite.

Proof. Let $X$ denote the compact set (a sphere) of unit vectors in the inner product space.

$$
X=\{\mathbf{p} \mid \mathbf{p} \cdot \mathbf{p}=1\}
$$

Recall that the zero set of $Q_{2}$ is

$$
K=\left\{\mathbf{p} \mid Q_{2}(\mathbf{p})=0\right\}
$$

Let $K \cap X \subset N \subset X$ be an open neighborhood of $K$ in $X$ such that

$$
Q_{1}(\mathbf{p})>0 \quad \text { for all } \quad \mathbf{p} \in N
$$

Such an open set $N$ exists since $K \cap X$ is compact, $Q_{1}$ is positive on $K \backslash\{0\} \supset K \cap X$, and thus $Q_{1}$ restricted to $K \cup X$ must have a positive minimum $m$. Then take $N=\left\{\mathbf{p} \in X \left\lvert\, Q_{1}(\mathbf{p})>\frac{m}{2}\right.\right\}$. For similar reasons there are real constants $c_{1}, c_{2}$ such that

$$
\begin{array}{rll}
Q_{1}(\mathbf{p})>c_{1} & \text { for all } & \mathbf{p} \in X \\
Q_{2}(\mathbf{p}) \geq c_{2}>0 & \text { for all } & \mathbf{p} \in X \backslash N
\end{array}
$$

Then we define $\alpha=\frac{\left|c_{1}\right|}{c_{2}}$. We calculate for $\mathbf{p} \in N \cap X$,

$$
Q_{1}(\mathbf{p})+\alpha Q_{2}(\mathbf{p}) \geq Q_{1}(\mathbf{p})>0
$$

For $\mathbf{p} \in X \backslash N$,

$$
Q_{1}(\mathbf{p})+\alpha Q_{2}(\mathbf{p})=Q_{1}(\mathbf{p})+\frac{\left|c_{1}\right|}{c_{2}} Q_{2}(\mathbf{p})>c_{1}+\left|c_{1}\right| \geq 0
$$

Thus $Q_{1}+\alpha Q_{2}$ is positive on all of $X$, and hence it is positive definite.
Remark 3.4.1. Note that $Q_{1}$ is allowed to be an indeterminate term on the whole vector space. It is only required to be positive definite on $K$. Note also, for any quadratic form given by a symmetric matrix $A$, where $Q(\mathbf{p})=\mathbf{p}^{T} A \mathbf{p}$, certainly the kernel of $A$ is contained in the zero set of $Q$. If $A \mathbf{p}=\mathbf{0}$, then $Q(\mathbf{p})=\mathbf{p}^{T} A \mathbf{p}=0$. However, the converse is not true unless $A$ is positive semidefinite. In particular the converse is true when $A=R(\mathbf{p})^{T} C R(\mathbf{p})$, the stiffness matrix. Then

$$
\left(\mathbf{p}^{*}\right)^{T} R(\mathbf{p})^{T} C R(\mathbf{p}) \mathbf{p}^{*}=\sum_{i j} c_{i j}\left[\left(\mathbf{p}_{j}^{*}-\mathbf{p}_{i}^{*}\right) \cdot\left(\mathbf{p}_{j}-\mathbf{p}_{i}\right)\right]^{2} \geq 0
$$

and the kernel of $A$, assuming all the $c_{i j}>0$, is the same as the zero set of its quadratic form. It is also clear from the above that the kernel of $A$ is precisely the space of all first-order flexes of the corresponding bar framework.

For any tensegrity framework $G(\mathbf{p})$ we recall that $\bar{G}(\mathbf{p})$ is the corresponding bar framework with all members converted to bars. We denote

$$
\bar{I}=I(\bar{G}(\mathbf{p}))=\left\{\mathbf{p}^{\prime} \in \mathbb{R}^{v d} \mid\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{p}_{i}^{\prime}-\mathbf{p}_{j}^{\prime}\right)=0, \quad\{i, j\} \quad \text { a member of } G\right\}
$$

In other words $\bar{I}$ is the space of first-order flexes of $\bar{G}(\mathbf{p})$, a linear subspace of $\mathbf{R}^{v d}$. Recall also that $T_{\mathbf{p}}$ is the space of trivial first-order flexes at $\mathbf{p}$. (So $T_{\mathbf{p}} \subset \bar{I}$.) Note
that if $G(\mathbf{p})$ has a strict proper self stress, then the first-order stress test implies that $I=\bar{I}$.

We now give a way of checking the prestress stability of a tensegrity framework which is useful for calculations later. Recall a stress $\omega$ is strict if it is nonzero on every cable and strut.

Proposition 3.4.2. A tensegrity framework $G(\mathbf{p})$ is prestress stable for the strict proper self stress $\omega$ if and only if the associated stress matrix $\Omega$ is positive definite on any subspace $K \subset \bar{I}$ complementary to $T_{\mathbf{p}}$.

Proof. Assume that $\left[\Omega+R(\mathbf{p})^{T} C R(\mathbf{p})\right]$ is positive semidefinite with only $T_{\mathbf{p}}$ as the kernel, where $C$ is a diagonal matrix with positive stiffness coefficients. Let $\mathbf{p}^{\prime} \in \bar{I}$. Then $R(\mathbf{p}) \mathbf{p}^{\prime}=0$ and so

$$
0 \leq\left(\mathbf{p}^{\prime}\right)^{T}\left[\Omega+R(\mathbf{p})^{T} C R(\mathbf{p})\right] \mathbf{p}^{\prime}=\left(\mathbf{p}^{\prime}\right)^{T} \Omega \mathbf{p}^{\prime}
$$

with equality if and only if $\mathbf{p}^{\prime} \in T_{\mathbf{p}}$. Thus on $K, \Omega$ is positive definite.
Before proving the converse we remark that if $\mathbf{p}^{\prime}$ is any trivial first-order flex at $\mathbf{p}$, then by Definition 2.2.2 there is a $d$-by- $d$ (skew symmetric) matrix $S$ and a vector $\mathbf{t} \in \mathbb{R}^{d}$ such that $\mathbf{p}_{i}^{\prime}=S \mathbf{p}_{i}+\mathbf{t}, i=1, \ldots, v$. Thus

$$
\Omega \mathbf{p}^{\prime}=\left[\begin{array}{c}
\vdots \\
\sum_{j} \omega_{i j}\left(\mathbf{p}_{i}^{\prime}-\mathbf{p}_{j}^{\prime}\right) \\
\vdots
\end{array}\right]=\left[\begin{array}{c}
\vdots \\
\sum_{j} \omega_{i j}\left(S \mathbf{p}_{i}^{\prime}-S \mathbf{p}_{j}^{\prime}\right) \\
\vdots
\end{array}\right]=\left[\begin{array}{c}
\vdots \\
S \sum_{j} \omega_{i j}\left(\mathbf{p}_{i}^{\prime}-\mathbf{p}_{j}^{\prime}\right) \\
\vdots
\end{array}\right]=0 .
$$

Now suppose $\Omega$ is positive definite on $K$. Let $\mathbf{p}^{\prime} \in \mathbb{R}^{v d}$ be arbitrary. Write $\mathbf{p}^{\prime}=\mathbf{p}_{T}+\mathbf{p}_{K}+\mathbf{p}_{E}$, where $\mathbf{p}_{T} \in T_{\mathbf{p}}, \mathbf{p}_{K} \in K$, and $\mathbf{p}_{e} \in E$, the (orthogonal) complement of $\bar{I}$ in $\mathbb{R}^{v d}$. Since $\Omega \mathbf{p}_{T}=0=R(\mathbf{p}) \mathbf{p}_{T}$, we have

$$
\begin{equation*}
\left(\mathbf{p}^{\prime}\right)^{T}\left[\Omega+R(\mathbf{p})^{T} C R(\mathbf{p})\right] \mathbf{p}^{\prime}=\left(\mathbf{p}_{K}+\mathbf{p}_{E}\right)^{T}\left[\Omega+R(\mathbf{p})^{T} C R(\mathbf{p})\right]\left(\mathbf{p}_{K}+\mathbf{p}_{E}\right) \tag{4}
\end{equation*}
$$

By Remark 3.4.1, the kernel of $R(\mathbf{p})^{T} C R(\mathbf{p})$ is $\bar{I}=T_{\mathbf{p}}+K$. Now apply Lemma 3.4.1 to the inner product space $K+E$, where $Q_{1}$ is the quadratic form corresponding to $\Omega$, and $Q_{2}$ is the quadratic form corresponding to $R(\mathbf{p})^{T} C R(\mathbf{p})$. The kernel of $Q_{2}$ is precisely $K$, and we have assumed that $Q_{1}$ is positive definite on $K$. Thus by possibly multiplying $C$ by a positive constant we can assume that $\Omega+R(\mathbf{p})^{T} C R(\mathbf{p})$ is positive definite on $K+E$. By (4), this implies that $\Omega+R(\mathbf{p})^{T} C R(\mathbf{p})$ is positive semidefinite with kernel $T_{\mathbf{p}}$, and $G(\mathbf{p})$ is prestress stable.
3.5. Examples of prestress stable frameworks. The following are examples of tensegrity frameworks that are prestress stable, but not first-order rigid. Thus the converse of Proposition 3.3.3 is false.

In Figure 7a there is a self stress such that the outside members have a positive self stress. A nontrivial first-order flex is given so that one can apply Proposition 3.4.2. Figure ( 7 b ) is stable by a result in [7] concerning spider webs. In Figure 7b it is the inside members we can choose to be positive. In both of these examples there is a strict proper self stress such that the indicated first-order flex is nonzero only on vertices of members that have a positive self stress, and the given first-order flex generates a complementary space to the trivial flexes in the space of all first-order


Fig. 7. Examples of prestress stable bar frameworks that are not first-order rigid. (Nontrivial first-order motions are indicated).


Fig. 8. Corresponding examples of prestress stable tensegrity frameworks, where the bars have been replaced by cables and struts following the stabilizing self stress.
flexes. Hence the stress matrix on this space is positive definite and the framework is prestress stable.

Following Remark 3.3.1, we can change appropriate members to be cables or struts and preserve prestress stability, as in Figure 8.

Can a framework be rigid but not prestress stable? Consider the next two examples. Note that any first-order rigid bar framework with no self stress at all must have $\mathbf{0}$ as its stabilizing self stress. But the example in Figure 9a has a self stress on part of the framework, and the bar can have no stress other than 0 . It still is prestress stable.

However, the example of Figure 9b is not prestress stable, because the short horizontal cable and the horizontal strut are unstressed and the framework becomes nonrigid upon their removal. Nevertheless the framework is clearly still rigid. In fact, built with all bars, it is prestress stable.


Fig. 9. Example (a) is first-order rigid, and thus prestress stable. Example (b) is rigid but not prestress stable.

Suppose we fix (or pin) certain vertices. For our purposes this can be accomplished by adding some first-order framework that contains these vertices and none of the other original vertices. If the original framework has only cables with a proper self stress (where the equilibrium condition only holds at the vertices that are not fixed), then we say that the framework is a spider web. There is a discussion of this in [9] and [36] as well as [7]. It is clear that spider webs are prestress stable. See Figure 10.


Fig. 10. This example is a spider web and thus prestress stable.


Fig. 11. Two prestress stable tensegrity frameworks in three-space.
In three-space there are many examples of prestress stable but not necessarily infinitesimally rigid tensegrity frameworks, such as in Figure 11.

Figure 11a is a regular cube with its main diagonals as struts and its edges as cables. Examples such as in 11b can be obtained by taking any convex polyhedron with a triangular face (in this case a cube with its near upper corner truncated), choosing a point $\mathbf{p}_{0}$ close to that face, and joining $\mathbf{p}_{0}$ to all the other vertices of the polyhedron with struts and making all the edges of the polyhedron cables except the triangle which is composed of struts. Again it turns out that there is a strict proper self stress $\omega$, and $\Omega$ is positive semidefinite with only the affine motions in the kernel. This example is closely related to three-dimensional spider webs. (See [36].)

Another three-dimensional example can be obtained by taking a tetrahedron and putting struts on each of the six edges and some prestressed spider web on the inside of each triangular face, as in Figure 12.

Each face is prestress stable even in $\mathbb{R}^{3}$, so the sum of the energy functions is positive semidefinite with only the first-order flexes that are trivial on each face in the kernel. But since the tetrahedron itself is first-order rigid, flexes which are trivial on each face are trivial on the whole framework. The framework is prestress stable.
3.6. Roth's conjecture. Suppose $G(\mathbf{p})$ has its points as the vertices of a convex polygon in the plane. If the exterior edges of $G$ are cables, and all of the other members are struts, say, then we call it a cable-strut polygon or a $c$-s polygon.

It follows from [7] that any $c-s$ polygon that has a proper self stress $\omega \neq 0$ has $\Omega$ as positive semidefinite with only the affine motions in the kernel. It turns out that the affine motions are never a first-order flex of such a framework [36]. Thus such an


Fig. 12. A prestress stable tetrahedron with cables in the faces and struts on the edges.


Fig. 13. A cable-strut (c-s) polygon.
$\omega$ also stabilizes $G(\mathbf{p})$, and thus $G(\mathbf{p})$ is prestress rigid. Note that such a $c$-s polygon need not be first-order rigid. In the case of Figure 13, the six vertices lie on an ellipse, and by a classical result (see [3] and [34]), the framework has a strict proper self stress and a nontrivial first-order flex. So this framework is prestress stable, but it is not first-order rigid.

On the other hand Roth conjectured that any rigid $b-c$ polygon (bars on the outside, cables inside) was first-order rigid. In $\S 6.2$ we show that this is true. In Figure 14 we show three examples of nonrigid $b-c$ hexagons with first-order flex indicated.


Fig. 14. Examples of bar-cable (b-c) polygons, with nontrivial first-order motions indicated.
For the three frameworks in Figure 14, the six vertices of each configuration form a regular hexagon. For the first two cases, there are certain other configurations for the same tensegrity graph (but still a convex $b-c$ polygon) such that the framework is rigid. This is not true for the last case, though. The reader is invited to find the continuous nontrivial flex of each of these frameworks. But see $\$ 6.2$ for a proof that the flex exists.

Following [29] we see that there are many cabling schemes that guarantee firstorder rigidity, as in Figure 15.


Fig. 15. Examples of first-order rigid bar-cable polygons.

Consider a $b-c$ hexagon with four cables. One can see that either it contains one of the examples of Figure 15 and thus is always first-order rigid, or it is contained in one of the examples of Figure 14 and thus, at least for some convex configurations, it is not rigid.

## 4. Second-order rigidity for tensegrity frameworks.

4.1. The definition of second-order rigidity. Our definition of secondorder rigidity for tensegrity frameworks comes from differentiating the equation $\left|\mathbf{p}_{j}(t)-\mathbf{p}_{i}(t)\right|^{2}=L_{i j}^{2}$ twice. This generalizes the previous definition of second-order rigidity for bar frameworks in [7].

Definition 4.1.1. A second-order flex ( $\mathbf{p}^{\prime}, \mathbf{p}^{\prime \prime}$ ) for a tensegrity framework $G(\mathbf{p})$ is a solution to the following constraints, where $\mathbf{p}^{\prime}$ and $\mathbf{p}^{\prime \prime}$ are configurations in $\mathbb{R}^{d}$ (each regarded as an associated pair of vectors $\mathbf{p}_{i}^{\prime}$ and $\mathbf{p}_{i}^{\prime \prime}$ to each point $\mathbf{p}_{i}$ ).
(a) For $\{i, j\}$ a bar, $\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{p}_{i}^{\prime}-\mathbf{p}_{j}^{\prime}\right)=0$ and $\left|\mathbf{p}_{i}^{\prime}-\mathbf{p}_{j}^{\prime}\right|^{2}+\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{p}_{i}^{\prime \prime}-\mathbf{p}_{j}^{\prime \prime}\right)=0$.
(b) For $\{i, j\}$ a cable, either $\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{p}_{i}^{\prime}-\mathbf{p}_{j}^{\prime}\right)<0$ or $\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{p}_{i}^{\prime}-\mathbf{p}_{j}^{\prime}\right)=0$ and $\left|\mathbf{p}_{i}^{\prime}-\mathbf{p}_{j}^{\prime}\right|^{2}+\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{p}_{i}^{\prime \prime}-\mathbf{p}_{j}^{\prime \prime}\right) \leq 0$.
(c) For $\{i, j\}$ a strut, either $\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{p}_{i}^{\prime}-\mathbf{p}_{j}^{\prime}\right)>0$ or $\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{p}_{i}^{\prime}-\mathbf{p}_{j}^{\prime}\right)=0$ and $\left|\mathbf{p}_{i}^{\prime}-\mathbf{p}_{j}^{\prime}\right|^{2}+\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{p}_{i}^{\prime \prime}-\mathbf{p}_{j}^{\prime \prime}\right) \geq 0$.

A tensegrity framework is second-order rigid if all second-order flexes ( $\mathbf{p}^{\prime}, \mathbf{p}^{\prime \prime}$ ) have $\mathbf{p}^{\prime}$ as a trivial first-order flex. Otherwise $G(\mathbf{p})$ is second-order flexible.

Figure 16 shows second-order flexes of some tensegrity frameworks (double arrows for $\mathbf{p}^{\prime \prime}$, single arrow for $\mathbf{p}^{\prime}$ ). The flex in Figure 16a is nontrivial for $\mathbf{p}^{\prime}$. The flex in Figure 16 b is trivial for $\mathbf{p}^{\prime}$, but $\left(\mathbf{p}^{\prime}, \mathbf{p}^{\prime \prime}\right)$ is not the first and second derivative of a rigid motion of $\mathbf{p}$. The flex in Figure 16c is the derivative of a rigid motion of p. Figure 16d shows a nontrivial second-order flex in a framework which is still rigid.


b



Fig. 16. Examples of bar frameworks with first-order (single arrows) and second-order (double arrows) motions indicated.

Since the second-order extension $\mathbf{p}$ is the solution of an inhomogeneous system of
equations and inequalities, we can add any solution $\mathbf{q}^{\prime}$ of the corresponding homogeneous system to $\mathbf{p}^{\prime \prime}$.

Proposition 4.1.2. If $\left(\mathbf{p}^{\prime}, \mathbf{p}^{\prime \prime}\right)$ is a second-order flex of a tensegrity framework $G(\mathbf{p})$ and $\mathbf{q}^{\prime}$ is any first-order flex of $G(\mathbf{p})$, then $\left(\mathbf{p}^{\prime}, \mathbf{p}^{\prime \prime}+\mathbf{q}^{\prime}\right)$ is a second-order flex of $G(\mathbf{p})$.

Proof. Assume that for each cable $\{i, j\}$ (respectively, each bar, strut) with $\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{p}_{i}^{\prime}-\mathbf{p}_{j}^{\prime}\right)=0$,

$$
\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{p}_{i}^{\prime}-\mathbf{p}_{j}^{\prime}\right)+\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{p}_{i}^{\prime \prime}-\mathbf{p}_{j}^{\prime \prime}\right) \leq 0 \quad(\text { respectively },=0, \geq 0)
$$

and

$$
\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{q}_{i}^{\prime}-\mathbf{q}_{j}^{\prime}\right) \leq 0 \quad(\text { respectively },=0, \geq 0)
$$

Therefore by adding these inequalities we obtain
$\left(\mathbf{p}_{i}^{\prime}-\mathbf{p}_{j}^{\prime}\right) \cdot\left(\mathbf{p}_{i}^{\prime}-\mathbf{p}_{j}^{\prime}\right)+\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left[\left(\mathbf{p}_{i}^{\prime \prime}+\mathbf{q}_{i}^{\prime}\right)-\left(\mathbf{p}_{j}^{\prime \prime}+\mathbf{q}_{j}^{\prime}\right)\right] \leq 0 \quad$ (respectively, $\left.=0, \geq 0\right)$.
These are the inequalities required for Definition 4.1.1.
If we add a multiple of $\mathbf{p}^{\prime}$ itself to any second-order extension $\mathbf{p}$ we can make the second-order extension also satisfy the second-order inequalities even for those members with $\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{p}_{i}^{\prime}-\mathbf{p}_{j}^{\prime}\right) \neq 0$.
4.2. Trivial higher-order motions. In the following $\mathbf{p}(t)=\left(\mathbf{p}_{1}(t), \ldots\right), 0 \leq$ $t \leq 1$ will be an analytic path in the configuration space, so $\mathbf{p}_{i}(t) \in \mathbb{R}^{d}, i=1, \ldots, v$. Following [6] we say that $\mathbf{p}(t)$ is a trivial flex if

$$
\mathbf{p}(t)=T(t) \mathbf{p}(0)=\left(T(t) \mathbf{p}_{1}(0), T(t) \mathbf{p}_{2}(0), \ldots, T(t) \mathbf{p}_{v}(0)\right)
$$

where $T(0)=I, T(t)$ is a rigid motion of $\mathbb{R}^{d}$, and $T(t)$ is an analytic function of $t$. In particular, this means that we can write $T(t) \mathbf{p}_{i}=A(t) \mathbf{p}_{i}+\mathbf{b}(t), i=1, \ldots, v$, where $A(t)$ is an orthogonal matrix, $\mathbf{b}(t) \in \mathbb{R}^{d}$, and all the coordinates are real analytic functions of $t$.

We next say that $\mathbf{p}^{\prime}, \mathbf{p}^{\prime \prime}, \ldots, \mathbf{p}^{(k)}$, each $\mathbf{p}^{(j)} \in \mathbb{R}^{d v}$ for $j=1, \ldots, k$, is a $k$-trivial flex of $\mathbf{p}$ if there is a trivial flex $\mathbf{p}(t)$ such that

$$
\left.D_{t}^{j} \mathbf{p}(t)\right|_{t=0}=\mathbf{p}^{(j)} \quad \text { for } j=1,2, \ldots, k
$$

Recall that $D_{t}^{j}$ represents the jth derivative with respect to $t$.
It is easy to check that if $\mathbf{p}^{\prime}, \ldots, \mathbf{p}^{(k)}$ is a $k$-trivial flex of any framework $G(\mathbf{p})$ in $\mathbb{R}^{d}$, then the analogue of equations (a) in Definition 4.1.1 holds for $j=1, \ldots, k$, since clearly edge lengths are preserved up to any order $k$.

In fact we will give a fairly explicit description of $k$-trivial flexes. Although this description is long, it seems important to be precise, given the long history of confusion in this area.

We already know that 1-trivial flexes $\mathbf{p}^{\prime}$ are given by

$$
\mathbf{p}_{i}^{\prime}=S \mathbf{p}_{i}+\mathbf{b}^{\prime}, \quad i=1, \ldots, v
$$

where $S=-S^{T}$ is a $d$-by- $d$ skew symmetric matrix and $\mathbf{b}^{\prime} \in \mathbb{R}^{d}$. See [6] or [9]. In fact every orthogonal matrix $A$ sufficiently close to the identity matrix $I$ can be written as

$$
A=e^{S}=1+S=\frac{1}{2} S^{2}+\frac{1}{2 \cdot 3} S^{3}+\ldots
$$

where $S$ is a skew symmetric matrix, and the above infinite series converges. It is well known that the exponential map

$$
S \mapsto e^{S}
$$

takes the tangent space of the Lie group to orthogonal matrices, which is the Lie algebra of the Lie group, into the Lie group itself. This exponential map is a local analytic diffeomorphism near $I$, the identity. Thus any analytic path $A(t)$ with $A(0)=$ $I$ pulls back to a path $S(t)$ in the Lie algebra, which is itself analytic. Thus

$$
A(t)=e^{S(t)}
$$

On the other hand since $e^{0}=I$ and thus $S(0)=0$ we can write

$$
S(t)=t S_{1}+\frac{t^{2}}{2} S_{2}+\frac{t^{3}}{2 \cdot 3} S_{3}+\cdots
$$

where each $S_{1}, S_{2}, \ldots$ is skew symmetric. Thus

$$
A(t)=I+\left(t S_{1}+\frac{t^{2}}{2} S_{2}+\frac{t^{3}}{2 \cdot 3} S_{3}+\ldots\right)+\frac{1}{2}\left(t S_{1}+\frac{t^{2}}{2} S_{2}+\frac{t^{3}}{2 \cdot 3} S_{3}+\ldots\right)^{2}+\ldots
$$

Rearranging terms, which is possible since we have an absolutely convergent power series, we get

$$
\begin{equation*}
A(t)=I+t S_{1}+\frac{t^{2}}{2}\left(S_{2}+S_{1}^{2}\right)+\frac{t^{3}}{2 \cdot 3}\left(S_{3}+\frac{3}{2} S_{1} S_{2}+\frac{3}{2} S_{2} S_{1}+S_{1}^{3}\right)+\ldots \tag{5}
\end{equation*}
$$

Thus each of the matrix coefficients of $\frac{t^{j}}{j!}$ gives a parametric description of the jth derivative of $A(t)$, and thus a description of a $k$-trivial flex of $\mathbf{p}$. In particular $\mathbf{p}^{\prime}, \mathbf{p}^{\prime \prime}$ is a 2 -trivial flex of $\mathbf{p}$ if and only if there are skew symmetric matrices $S_{1}, S_{2}$ and $\mathbf{b}^{\prime}, \mathbf{b}^{\prime \prime} \in \mathbb{R}^{d}$ such that

$$
\begin{gathered}
\mathbf{p}^{\prime}=S_{1} \mathbf{p}+\left(\mathbf{b}^{\prime}, \ldots, \mathbf{b}^{\prime}\right) \\
\mathbf{p}^{\prime \prime}=\left(S_{2}+S_{1}^{2}\right) \mathbf{p}+\left(\mathbf{b}^{\prime \prime}, \ldots, \mathbf{b}^{\prime \prime}\right)
\end{gathered}
$$

Later it will be convenient to be able to "cancel" initial parts of a $k$ th order flex, with a $k$-trivial flex. Thus we state the following. See [6].

Proposition 4.2.1. Let $\mathbf{p}(t), \mathbf{p}(0)=\mathbf{p}$, be an analytic path in configuration space such that

$$
\mathbf{p}^{(j)}=\left.D_{t}^{j}[\mathbf{p}(T)]\right|_{t=0}, \quad j=0,1, \ldots, k
$$

is $k$-trivial. Then there is a rigid motion $T(t)$ of $\mathbb{R}^{d}$, analytic in $t$, such that $T(0)=I$ and

$$
\left.D_{t}^{j}[T(t) \mathbf{p}(t)]\right|_{t=0}=0, \quad \text { for } \quad j=1, \ldots, k
$$

Proof. We proceed by induction on $k$. For $k=0$, there is nothing to prove. So we assume

$$
\left.D_{t}^{j}[\mathbf{p}(t)]\right|_{t=0}= \begin{cases}\mathbf{p} & \text { if } \quad j=0, \\ 0 & \text { if } \quad j=1, \ldots, k,\end{cases}
$$

and we wish to find $T(t)$ such that the $(k+1)$ st derivative is 0 as well, assuming that the first $k+1$ derivatives are $k$-trivial.

We restrict to the space spanned by $\mathbf{p}_{1}, \mathbf{p}_{2}, \ldots, \mathbf{p}_{v}$. By adding a translation we have, using (5),

$$
\begin{aligned}
\mathbf{b}^{(j)} & =0, & & j=1, \ldots, k+1, \\
S_{j} & =0, & & j=1, \ldots, k .
\end{aligned}
$$

Note then that $\left.D_{t}^{k+1} \mathbf{p}(t)\right|_{t=0}=S_{k+1} \mathbf{p}$. Define $T(t)$ by

$$
T(t)=e^{\frac{-t^{k+1}}{(k+1)!} S_{k+1}}=I-\frac{t^{k+1}}{(k+1)!} S_{k+1}+\ldots
$$

We then observe, for all $j=1,2, \ldots$,

$$
\begin{equation*}
D_{t}^{j}[T(t) \mathbf{p}(t)]=\sum_{\ell=0}^{j}\binom{j}{\ell} D_{t}^{\ell}[T(t)] \cdot D_{t}^{j-\ell}[\mathbf{p}(t)] \tag{6}
\end{equation*}
$$

But

$$
\left.D_{t}^{\ell} T(t)\right|_{t=0}=\left\{\begin{array}{cc}
0 & \ell=1, \ldots, k \\
-S_{k+1} & \ell=k+1
\end{array}\right.
$$

Thus

$$
\left.D_{t}^{j}[T(t) \mathbf{p}(t)]\right|_{t=0}=\left\{\begin{array}{cc}
S_{k+1} \mathbf{p}-S_{k+1} \mathbf{p}=0, & \text { for } j=k+1 \\
0 & \text { for } j=1, \ldots, k
\end{array}\right\}=0
$$

Remark 4.2.1. There are several ways of handling the problem of "normalizing" the first few derivatives. One way is the above technique; another way is to use "tie downs" as in [33] and discussed in [9]; a third way is to use the method described by [20]. (See also [9].) This normalizing is a nuisance but it is convenient to have for the argument used to show that second-order rigidity implies rigidity.

The following is an immediate consequence of the definition of $k$-trivial and the formula (5).

Lemma 4.2.2. Let $\mathbf{p}^{\prime}, \ldots, \mathbf{p}^{(k)}$ be such that $\mathbf{p}^{\prime}=\mathbf{p}^{\prime \prime} \cdots=\mathbf{p}^{(k-1)}=0$. Then $\mathbf{p}^{(k)}$ is a 1-trivial flex at $\mathbf{p}$ if and only if $\mathbf{p}^{\prime}, \mathbf{p}^{\prime \prime}, \ldots, \mathbf{p}^{(k)}$ is $k$-trivial at $\mathbf{p}$.

It is also useful to have the following.
Lemma 4.2.3. Let $\mathbf{p}(t)$ be any analytic path in configuration space such that $\mathbf{p}^{\prime}=\left.D_{t} \mathbf{p}(t)\right|_{t=0}, \ldots, \mathbf{p}^{(k)}=\left.D_{t}^{k} \mathbf{p}(t)\right|_{t=0}$. Let $T(t)$ be any rigid motion of $\mathbf{R}^{d}$, analytic in $t ; T(0)=I$. Then $\left.D_{t}[T(t) \mathbf{p}(t)]\right|_{t=0}, \ldots,\left.D_{t}^{k}[T(t) \mathbf{p}(t)]\right|_{t=0}$ is $k$-trivial at $\mathbf{p}$ if and only if $\mathbf{p}^{\prime}, \ldots, \mathbf{p}^{(k)}$ is $k$-trivial at $\mathbf{p}$.

Proof. Since $T(t)$ is invertible it is enough to show that if $\mathbf{p}^{\prime}, \ldots, \mathbf{p}^{(k)}$ is $k$-trivial, then $\left.D_{t}[T(t) \mathbf{p}(t)]\right|_{t=0}, \ldots,\left.D_{t}^{k}[T(t) \mathbf{p}(t)]\right|_{t=0}$ is $k$-trivial. But then $\mathbf{p}^{(\ell)}=\left.D_{t}^{\ell}[\bar{T}(t)]\right|_{t=0}$ for $\ell=1, \ldots, k$ for some rigid motion $\bar{T}(t)$ of $\mathbf{R}^{d}$, analytic in $t, \bar{T}(0)=I$. But then clearly for $\ell=1, \ldots, k$,

$$
\left.D_{t}^{\ell}[T(t) \mathbf{p}(t)]\right|_{t=0}=\left.D_{t}^{\ell}[T(t) \bar{T}(t) \mathbf{p}(t)]\right|_{t=0}
$$

by expanding both sides by the product rule (6). But $T(t) \bar{T}(t)$ is again a rigid analytic motion of $\mathbb{R}^{d}$ and we are done.
4.3. Second-order rigidity implies rigidity. We have generalized the notion of second-order flex (see [6] for bar frameworks) to general tensegrity frameworks. In the next theorem we will show that a nontrivial analytic flex of a tensegrity framework
gives rise to a second-order flex ( $\mathbf{p}^{\prime}, \mathbf{p}^{\prime \prime}$ ) whose first-order part $\mathbf{p}^{\prime}$ is nontrivial. The natural idea is to take the first and second derivatives of the analytic flex evaluated at the starting point. Unfortunately, this may not work because the first derivative of the analytic flex may be trivial, and we may have to wait for some higher derivative to be nontrivial. For cables and struts we use the principle that the first nonvanishing derivative of the member length squared has the correct sign.

Theorem 4.3.1. If a tensegrity framework $G(\mathbf{p})$ is second-order rigid, then it is rigid.

Proof. Assume $G(\mathbf{p})$ is not rigid. Then we will show that $G(\mathbf{p})$ is not second-order rigid by finding a second-order flex $\left(\mathbf{q}^{\prime}, \mathbf{q}^{\prime \prime}\right)$ such that $\mathbf{q}^{\prime}$ is not 1-trivial at $\mathbf{p}$.

Since $G(\mathbf{p})$ is not rigid we know that $G(\mathbf{p})$ has a nonrigid analytic flex $\mathbf{p}(t)$ by Definition 2.1.2 (c). (See [6] or [9].) Define, for $\ell=1,2, \ldots$,

$$
\mathbf{p}^{(\ell)}=\left.D_{T}^{\ell} \mathbf{p}(t)\right|_{t=0}
$$

Suppose for all $k=1,2, \ldots, \mathbf{p}^{\prime}, \ldots, \mathbf{p}^{(k)}$ is $k$-trivial. Then for any $\{i, j\}$, not just those members of $G$, for all $k=1,2, \ldots$,

$$
\left.D_{t}^{k}\left[\left|\mathbf{p}_{i}(t)-\mathbf{p}_{j}(t)\right|^{2}\right]\right|_{t=0}=0
$$

which implies that $\left|\mathbf{p}_{i}(t)-\mathbf{p}_{j}(t)\right|^{2}$ is constant in $t$, which implies that $\mathbf{p}(t)$ is a rigid analytic flex, contradicting the choice of $\mathbf{p}(t)$. Thus for some $k \geq 1, \mathbf{p}^{\prime}, \ldots, \mathbf{p}^{(k)}$ is not $k$-trivial.

Now let $k$ be the smallest positive integer such that $\mathbf{p}^{\prime}, \ldots, \mathbf{p}^{(k)}$ is not $k$-trivial, fixing $k$. (If $k=1$, life is especially easy.) Applying Proposition 4.2.1, we can alter $\mathbf{p}(t)$ so that not only is $\mathbf{p}^{\prime}, \ldots, \mathbf{p}^{(k-1)}(k-1)$-trivial, but $\mathbf{p}^{\prime}=\cdots=\mathbf{p}^{(k-1)}=0$. (If $k=1$ we do nothing.) Note that by Lemma $4.2 .3,0=\mathbf{p}^{\prime}, \ldots, \mathbf{p}^{(k)}$ is still not $k$-trivial.

We observe that for any $\{i, j\}$,

$$
\begin{aligned}
\left.D_{t}^{k}\left[\left|\mathbf{p}_{i}(t)-\mathbf{p}_{j}(t)\right|^{2}\right]\right|_{t=0} & =\sum_{\ell=0}^{k}\binom{k}{\ell}\left(\mathbf{p}_{i}^{(\ell)}-\mathbf{p}_{i}^{(\ell)}\right) \cdot\left(\mathbf{p}_{i}^{(k-\ell)}-\mathbf{p}_{j}^{(k-\ell)}\right) \\
& =2\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{p}_{i}^{(k)}-\mathbf{p}_{j}^{(k)}\right)
\end{aligned}
$$

Hence $\mathbf{p}^{(k)}$ is a first-order flex for $G(\mathbf{p})$. By Lemma 4.2.2, $\mathbf{p}^{(k)}$ is not 1-trivial. Now we define

$$
\mathbf{q}^{\prime}=\mathbf{p}^{(k)}
$$

We now proceed to find $\mathbf{q}^{\prime \prime}$. We still must pay attention to conditions analogous to first-order conditions. Recall that $E_{0}$ is the set of bars of $G, E_{-}$is the set of cables of $G$, and $E_{+}$is the set of struts of $G$. For every $n=k, k+1, \ldots, 2 k-1$, define

$$
E_{n}=\left\{\{i, j\} \in E_{0} \cup E_{-} \cup E_{+} \left\lvert\, \begin{array}{l}
\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{p}_{i}^{(\ell)}-\mathbf{p}_{j}^{(\ell)}\right)=0 \text { for } \ell=1, \ldots, n-1 \\
\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{p}_{j}^{(n)}-\mathbf{p}_{j}^{(n)}\right) \neq 0
\end{array}\right.\right\}
$$

Note that when $m=1, \ldots, n$, and $\{i, j\} \in E_{n}$, or when $\{i, j\}$ is a bar,

$$
\begin{aligned}
\left.D_{t}^{m}\left[\left|\mathbf{p}_{i}(t)-\mathbf{p}_{j}(t)\right|^{2}\right]\right|_{t=0} & =\sum_{\ell=0}^{m}\binom{m}{\ell}\left(\mathbf{p}_{i}^{(\ell)}-\mathbf{p}_{j}^{(\ell)}\right) \cdot\left(\mathbf{p}_{i}^{(m-\ell)}-\mathbf{p}_{j}^{(m-\ell)}\right) \\
& =2\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{p}_{i}^{(m)}-\mathbf{p}_{j}^{(m)}\right) \\
& \left\{\begin{array}{lll}
=0 & \text { if }\{i, j\} \in E_{0} \\
=0 & \text { if } m=1,2, \ldots, n-1 \quad \text { and }\{i, j\} \in E_{n} \\
<0 & \text { if } m=n & \text { and }\{i, j\} \in E_{n} \cap E_{-} \\
>0 & \text { if } m=n & \text { and }\{i, j\} \in E_{n} \cap E_{+}
\end{array}\right\},
\end{aligned}
$$

since either $\mathbf{p}^{(\ell)}=0$ or $\mathbf{p}^{(m-\ell)}=0$ if $\ell=1, \ldots, m-1 \leq 2 k-1$. (Note that only cables or struts are in any $E_{n}$.) In other words, for just those members in $E_{n}, \mathbf{p}^{(n)}$ acts as a strict first-order flex of $G(\mathbf{p})$.

We will next find a sequence of real numbers $\varepsilon_{1} \gg \varepsilon_{2} \gg \varepsilon_{k-1}>0$ and define

$$
\mathbf{r}^{\prime}=\mathbf{p}^{(k)}+\varepsilon_{1} \mathbf{p}^{(k+1)}+\varepsilon_{1} \mathbf{p}^{(k+2)}+\cdots+\varepsilon_{k-1} \mathbf{p}^{(2 k-1)}
$$

where $\varepsilon_{i} \gg \varepsilon_{i+1}$ means that $\varepsilon_{i+1}$ is chosen sufficiently small such that later inequalitjes will remain satisfied. We see that $\mathbf{r}^{\prime}$ is also a (nontrivial) first-order flex of $G(\mathbf{p})$. In fact we require that for $\{i, j\}$ a member of $G$,

$$
\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{r}_{i}^{\prime}-\mathbf{r}_{j}^{\prime}\right)\left\{\begin{array}{ll}
<0 & \text { if }\{i, j\} \in\left(E_{k} \cup \cdots \cup E_{2 k-1}\right) \cap E_{-}  \tag{7}\\
>0 & \text { if }\{i, j\} \in\left(E_{k} \cup \cdots \cup E_{2 k-1}\right) \cap E_{+} \\
=0 & \text { otherwise }
\end{array}\right\} .
$$

To see that this is possible we proceed by induction. Define for $n=k, k+1, \ldots, 2 k+1$,

$$
\mathbf{r}^{\prime}(n)=\mathbf{p}^{(k)}+\varepsilon_{1} \mathbf{p}^{(k+1)}+\cdots+\varepsilon_{n-k} \mathbf{p}^{(n)},
$$

where $\mathbf{r}^{\prime}(k)=\mathbf{p}^{(k)}$. We require that for $\{i, j\}$ a member of $G$,

$$
\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{r}_{i}^{\prime}(n)-\mathbf{r}_{j}^{\prime}(n)\right)\left\{\begin{array}{ll}
<0 & \text { if }\{i, j\} \in\left(E_{k} \cup \cdots \cup E_{n}\right) \cap E_{-}  \tag{8}\\
>0 & \text { if }\{i, j\} \in\left(E_{k} \cup \cdots \cup E_{n}\right) \cap E_{+} \\
=0 & \text { otherwise }
\end{array}\right\} .
$$

But this is true for $n=k$, and if $\varepsilon_{n+1}>0$ is chosen small enough we can satisfy (8) for $n+1$, assuming it is true for $n$.

In other words for every cable and strut of $G$, either $\mathbf{r}^{\prime}$ is strict or $\mathbf{r}^{\prime}$ and $\mathbf{p}^{\prime}, \ldots$, $\mathbf{p}^{(2 k-1)}$ act as if $\{i, j\}$ were a bar for the first-order conditions.

We now choose a large real number $B>0$ and define

$$
\mathbf{q}^{\prime \prime}=\frac{2}{\binom{2 k}{k}} \mathbf{p}^{(2 k)}+B \mathbf{r}^{\prime}
$$

Recalling that $\mathbf{q}^{\prime}=\mathbf{p}^{(k)}$, we claim that $\left(\mathbf{q}^{\prime}, \mathbf{q}^{\prime \prime}\right)$ is a second-order flex of $G(\mathbf{p})$ for $B$ large enough. For $\{i, j\} \in E_{k} \cup \cdots \cup E_{2 k-1}$ we calculate

$$
\left.\begin{array}{rl}
\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot & \left(\mathbf{q}_{i}^{\prime \prime}-\mathbf{q}_{j}^{\prime \prime}\right)+\left|\mathbf{q}_{i}^{\prime}-\mathbf{q}_{j}^{\prime}\right|^{2} \\
& =\frac{2}{\binom{2 k}{k}}\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{p}_{i}^{(2 k)}-\mathbf{p}_{j}^{(2 k)}\right)+B\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{r}_{i}^{\prime}-\mathbf{r}_{j}^{\prime}\right)+\left|\mathbf{q}_{i}^{\prime}-\mathbf{q}_{j}^{\prime}\right|^{2} \\
& \left\{\begin{array}{l}
>0 \\
>0
\end{array} \text { if }\{i, j\} \in E_{-} \cap\left(E_{k} \cup \cdots \cup E_{2 k-1}\right)\right. \\
<0 & \text { if }\{i, j\} \in E_{+} \cap\left(E_{k} \cup \cdots \cup E_{2 k-1}\right)
\end{array}\right\}, ~ l
$$

if $B$ is chosen large enough by (7).
For $\{i, j\}$ a member of $G$ but $\{i, j\} \notin E_{k} \cup \cdots E_{2 k-1}$, then $\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{r}_{i}^{\prime}-\mathbf{r}_{j}^{\prime}\right)=0$ and $\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{p}_{I}^{(\ell)}-\mathbf{p}_{j}^{(\ell)}\right)=0$ for $\ell=1, \ldots, 2 k-1$. Then

$$
\begin{aligned}
\left.D_{t}^{2 k}\left[\left|\mathbf{p}_{i}(t)-\mathbf{p}_{j}(t)\right|^{2}\right]\right|_{t=0} & =\sum_{\ell=0}^{2 k}\binom{2 k}{\ell}\left(\mathbf{p}_{i}^{(\ell)}-\mathbf{p}_{j}^{(\ell)}\right) \cdot\left(\mathbf{p}_{i}^{(2 k-\ell)}-\mathbf{p}_{j}^{(2 k-\ell)}\right) \\
& =2\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{p}_{i}^{(2 k)}-\mathbf{p}_{j}^{(2 k)}\right)+\binom{2 k}{k}\left|\mathbf{p}_{i}^{(k)}-\mathbf{p}_{j}^{(k)}\right|^{2} \\
& =\binom{2 k}{k}\left[\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{q}_{i}-\mathbf{q}_{j}\right)+\left|\mathbf{q}_{i}^{\prime}-\mathbf{q}_{j}^{\prime}\right|^{2}\right] \\
& \left\{\begin{array}{lll}
\leq 0 & \text { if }\{i, j\} \in E_{-} \backslash\left(E_{k} \cup \cdots \cup E_{2 k-1}\right) \\
=0 & \text { if }\{i, j\} \in E_{0} \backslash\left(E_{k} \cup \cdots \cup E_{2 k-1}\right) \\
\geq 0 & \text { if }\{i, j\} \in E_{+} \backslash\left(E_{k} \cup \cdots \cup E_{2 k-1}\right) .
\end{array}\right.
\end{aligned}
$$

Thus in either case the second-order conditions are satisfied, $\left(\mathbf{q}^{\prime}, \mathbf{q}^{\prime \prime}\right)$ is a secondorder flex of $G(\mathbf{p})$, and $\mathbf{q}^{\prime}$ is not 1-trivial.

Remark 4.3.1. The general outline for the above proof is the same as in [6], except that the cables and struts can cause complications. Differentiating the edge length condition allows us to detect any cable or strut, but its occurrence causes an appropriate sign somewhere from the level $k$ to $2 k$. The intermediate levels from $k+1$ to $2 k-1$ must be introduced into the ( $\mathbf{q}^{\prime}, \mathbf{q}^{\prime \prime}$ ) carefully.
4.4. Prestress stability and second-order rigidity. We observe that prestress stability is stronger than second-order rigidity.

Theorem 4.4.1. If a tensegrity framework $G(\mathbf{p})$ is prestress stable, then it is second-order rigid.

Proof. Let $\omega$ be the prestress that stabilizes $G(\mathbf{p})$. Then from the comments following the definition of prestress stability, $\omega$ also stabilizes that subframework of $G(\mathbf{p})$ consisting of the same bars and all cables and struts with $\omega_{i j} \neq 0$. Thus, without any loss of generality, we can assume that $\omega$ is strict. For example, $\omega_{i j} \neq 0$ on all the cables and struts of $G$.

Suppose ( $\mathbf{p}^{\prime}, \mathbf{p}^{\prime \prime}$ ) is a second-order flex of $G(\mathbf{p})$, where $\mathbf{p}^{\prime}$ is not a trivial firstorder flex. We wish to find a contradiction. By the first-order stress test we see that $\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{p}_{i}^{\prime}-\mathbf{p}_{j}^{\prime}\right)=0$ for all members of $G$ (because $\omega_{i j} \neq 0$ on all cables and struts). Thus, by the second-order condition,

$$
\left|\mathbf{p}_{i}^{\prime}-\mathbf{p}_{j}^{\prime}\right|^{2}+\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{p}_{i}^{\prime \prime}-\mathbf{p}_{j}^{\prime \prime}\right) \begin{cases}\leq 0 & \{i, j\}=\text { cable } \\ =0 & \{i, j\}=\text { bar } \\ \geq 0 & \{i, j\}=\text { strut }\end{cases}
$$

for all members $\{i, j\}$ of $G$. In any case, since $\omega$ is proper for all members $\{i, j\}$ of $G$,

$$
\omega_{i j}\left|\mathbf{p}_{i}^{\prime}-\mathbf{p}_{j}^{\prime}\right|^{2}+\omega_{i j}\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \leq 0
$$

But since $\mathbf{p}^{\prime}$ is a nontrivial first-order flex of $G(\mathbf{p})$ and since $\omega$ is a stabilizing self stress for $G(\mathbf{p})$,

$$
\omega R\left(\mathbf{p}^{\prime}\right) \mathbf{p}^{\prime}=\sum_{i j} \omega_{i j}\left|\mathbf{p}_{i}^{\prime}-\mathbf{p}_{j}^{\prime}\right|^{2}=\left(\mathbf{p}^{\prime}\right)^{T} \Omega \mathbf{p}^{\prime}>0
$$

by Proposition 3.4.2. Recalling that $\omega R(\mathbf{p})=0$,

$$
\begin{aligned}
0<\omega R\left(\mathbf{p}^{\prime}\right) \mathbf{p}^{\prime} & =\omega R\left(\mathbf{p}^{\prime}\right) \mathbf{p}^{\prime}+\omega R(\mathbf{p}) \mathbf{p}^{\prime \prime} \\
& =\sum_{i j} \omega_{i j}\left(\mathbf{p}_{i}^{\prime}-\mathbf{p}_{j}^{\prime}\right)^{2}+\omega_{i j}\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{p}_{i}^{\prime \prime}-\mathbf{p}_{j}^{\prime \prime}\right) \leq 0
\end{aligned}
$$

a contradiction. Thus $G(\mathbf{p})$ is second-order rigid.
Remark 4.4.1. It turns out that there are tensegrity frameworks that are not prestress stable for any prestress yet are still second-order rigid. For instance, the example of Figure 9b has this property. The two "tetrahedral" blocks are prestress stable. Therefore, all second-order flexes are trivial on these blocks. Any such secondorder flex must extend to a rotation about the common point 0 . However, this violates either the strut or the cable condition on the unstressed connecting members at firstorder.

However, in $\S 5.3$ we will see that if the space of first-order flexes or the space of proper self stresses is one-dimensional, then second-order rigidity and prestress
stability are the same. This will also help us to find examples of bar frameworks which are second-order rigid but not prestress stable in $\S 5.3$.

## 5. The stress test.

5.1. Duality from linear algebra. We now formulate some well-known principles of duality in linear algebra which we will later interpret as a "stress" test for second-order rigidity. These duality principles are a special case of the duality principles used in linear programming.

In the following, let $A$ be a $d$-by-e real matrix, where we write $A$ in block form

$$
A=\left[\begin{array}{l}
A_{0} \\
A_{+}
\end{array}\right]
$$

where $A_{0}$ and $A_{+}$are some designated subsets of the rows of $A$. In our applications $A$ will correspond to the rigidity matrix, $A_{0}$ will correspond to the rows indexed by the bars of $G$, and $A_{+}$will correspond to the rows indexed by the struts and cables of $G$, with the strut rows multiplied by -1 . However, for the general statements in this section we will not need any special properties of $A$.

We can now restate the first-order stress test in this somewhat more general context. We use the notation $\left[x_{1}, x_{2}, \ldots\right]<0$ for vectors to mean $x_{i}<0$ for all $i=1,2, \ldots$.

Proposition 5.1.1. There is a column vector $\mathbf{x} \in \mathbb{R}^{d}$ such that

$$
\begin{aligned}
& A_{0} \mathbf{x}=0 \\
& A_{+} \mathbf{x}<0
\end{aligned}
$$

if and only if for all row vectors $\mathbf{y} \in \mathbb{R}^{e}, \mathbf{y}=\left[\mathbf{y}_{0}, \mathbf{y}_{+}\right]$, such that

$$
\begin{gathered}
\mathbf{y}_{0} A_{0}+\mathbf{y}_{+} A_{+}=0 \\
\mathbf{y}_{+} \geq 0
\end{gathered}
$$

then $\mathbf{y}_{+}=0$.
This is a special case of the duality principle for homogeneous linear equalities, for instance, as found in [32, Thm. 6]. Note that the "only if" implication is easy, since if $A_{0} \mathbf{x}=0, A_{+} \mathbf{x}<0, \mathbf{y}_{0} A_{0}+\mathbf{y}_{+} A_{+}=0, \mathbf{y}_{+} \geq 0$, then $0=\mathbf{y}_{0} A_{0} \mathbf{x}+\mathbf{y}_{+} A_{+} \mathbf{x} \leq 0$. If $\mathbf{y}_{+} \neq 0$ this gives a strict inequality and thus a contradiction. The other implication implicitly or explicitly uses the principle of "hyperplane separation." See, for example, [17, p. 10].

An important point is the strictness of the inequalities. However, in the following we instead concentrate on the duality principle itself, putting aside the strictness properties for the moment.

Let

$$
\mathbf{b}=\left[\begin{array}{l}
\mathbf{b}_{0} \\
\mathbf{b}_{+}
\end{array}\right] \in \mathbb{R}^{e}
$$

be a column vector.
Proposition 5.1.2. There is a column vector $\mathbf{x} \in \mathbb{R}^{d}$ such that

$$
\begin{gathered}
A_{0} \mathbf{x}=\mathbf{b}_{0} \\
A_{+} \mathbf{x} \leq \mathbf{b}_{+}
\end{gathered}
$$

if and only if for all row vectors $\mathbf{y} \in \mathbb{R}^{e}, \mathbf{y}=\left[\mathbf{y}_{0}, \mathbf{y}_{+}\right]$, such that

$$
\begin{gathered}
\mathbf{y}_{0} A_{0}+\mathbf{y}_{+} A_{+}=0 \\
\mathbf{y}_{+} \geq 0
\end{gathered}
$$

then $\mathbf{y}_{0} \mathbf{b}_{0}+\mathbf{y}_{+} \mathbf{b}_{+} \geq 0$.
Note that again the "only if" implication is easy since if $A_{0} \mathbf{x}=\mathbf{b}_{0}, A_{+} \mathbf{x} \leq \mathbf{b}_{+}$, $\mathbf{y}_{0} A_{0}+\mathbf{y}_{+} A_{+}=0$, and $\mathbf{y}_{+} \geq 0$ then $0=\mathbf{y}_{0} A_{0} \mathbf{x}+\mathbf{y}_{+} A_{+} \mathbf{x} \leq \mathbf{y}_{0} \mathbf{b}_{0}+\mathbf{y}_{+} \mathbf{b}_{+}$, and again the "if" implication follows from the hyperplane separation principle.

In the terminology of linear programming this proposition is an asymmetric form of duality in the special case when the primal problem has the constant 0 objective function. See [15] for instance for a discussion of various such forms of the Farkas alternative as well as a proof.

We now sharpen this proposition to obtain an equivalent dual reformulation to determine when we get strict inequality. We fix $A$ and $\mathbf{b}$.

Proposition 5.1.3. There is a column vector $\mathbf{x} \in \mathbb{R}^{d}$ such that

$$
\begin{aligned}
& A_{0} \mathbf{x}=\mathbf{b}_{0} \\
& A_{+} \mathbf{x}<\mathbf{b}_{+}
\end{aligned}
$$

if and only if for all row vectors $\mathbf{y} \in \mathbb{R}^{e}, \mathbf{y}=\left[\mathbf{y}_{0}, \mathbf{y}_{+}\right]$, such that

$$
\begin{gathered}
\mathbf{y}_{0} A_{0}+\mathbf{y}_{+} A_{+}=0 \\
\mathbf{y}_{+} \geq 0
\end{gathered}
$$

then $\mathbf{y}_{0} \mathbf{b}_{0}+\mathbf{y}_{+} \mathbf{b}_{+} \geq 0$ with equality if and only if $\mathbf{y}_{+}=0$.
Proof. Again, the only if implication follows easily. $A_{0} \mathbf{x}=\mathbf{b}_{0}, A_{+} \mathbf{x}<\mathbf{b}_{+}$, $\mathbf{y}_{0} A_{0}+\mathbf{y}_{+} A_{+}=0, \mathbf{y}_{+} \geq 0$ imply that $0=\mathbf{y}_{0} A_{0} \mathbf{x}+\mathbf{y}_{+} A_{+} \mathbf{x} \leq \mathbf{y}_{0} \mathbf{b}_{0}+\mathbf{y}_{+} \mathbf{b}_{+}$and we have strict inequality, and a contradiction, if and only if $\mathbf{y}_{+} \neq 0$.

To show the converse we use the two previous propositions. Assume that the condition on the $\mathbf{y}$ vector holds. By Proposition 5.1.2 we know that there is an $\mathbf{x} \in \mathbb{R}^{d}$ such that $A_{0} \mathbf{x}=\mathbf{b}_{0}, A_{+} \mathbf{x} \leq \mathbf{b}_{+}$. If all of the $\mathbf{b}_{+}$inequalities are strict we are done. If not, throw out those strict inequalities from $A$ to get the condition $A_{0} \mathbf{x}=\mathbf{b}_{0}, A_{+} \mathbf{x}=\mathbf{b}_{+}$. Similarly, we can throw out the corresponding set of variables in the $\mathbf{y}$ vector. Now it is still true that if $\mathbf{y}_{0} A_{0}+\mathbf{y}_{+} A_{+}=0$, then $\mathbf{y}_{0} A_{0} \mathbf{x}+\mathbf{y}_{+} A_{+} \mathbf{x}=$ $\mathbf{y}_{0} \mathbf{b}_{0}+\mathbf{y}_{+} \mathbf{b}_{+}=0$. Thus Proposition 5.1.1 applies, and there is a (small) $\mathbf{x}_{\varepsilon} \in \mathbb{R}^{e}$ such that $A_{0} \mathbf{x}_{\varepsilon}=0, A_{+} \mathbf{x}_{\varepsilon}<0$. Then $A_{0}\left(\mathbf{x}+\mathbf{x}_{\varepsilon}\right)=\mathbf{b}_{0}, A_{+}\left(\mathbf{x}+\mathbf{x}_{\varepsilon}\right)<\mathbf{b}_{+}$. If $\mathbf{x}_{\varepsilon}$ is small enough then $\mathbf{x}+\mathbf{x}_{\varepsilon}$ still satisfies those inequalities that were thrown out as well.
5.2. Interpretation as the stress test. We now specialize the results of $\S 5.1$ to the case of the rigidity matrix. Let $G(\mathbf{p})$ be a tensegrity framework in $\mathbb{R}^{d}$, and let $R(\mathbf{p})$ be its $d$-by-e rigidity matrix. Let $R_{0}(\mathbf{p})$ denote those rows (regarded as a smaller matrix) corresponding to the bars of $G$. Let $R_{+}(\mathbf{p})$ denote the matrix obtained from those rows of $R(\mathbf{p})$ corresponding to cables and struts of $G$, with the rows corresponding to struts multiplied by -1 .

Suppose $\omega$ is a proper stress for $G(\mathbf{p})$, so $\omega R(\mathbf{p})=0$. We then have a corresponding $\left[\omega_{0}, \omega_{+}\right]$, where $\omega_{0}$ corresponds to the stresses on the bars and $\omega_{+}$to the stresses on the cables and struts, but with the opposite sign for struts only. Thus $\omega$ being proper translates into $\omega_{+} \geq 0$, and being a self stress means $\omega_{0} R(\mathbf{p})+\omega_{+} R_{+}(\mathbf{p})=0$.

In this terminology $\mathbf{p}^{\prime}$ is a first-order flex if

$$
\begin{aligned}
R_{0}(\mathbf{p}) \mathbf{p}^{\prime} & =0, \\
R_{+}(\mathbf{p}) \mathbf{p}^{\prime} & \leq 0,
\end{aligned}
$$

and $\mathbf{p}^{\prime}, \mathbf{p}^{\prime \prime}$ is a second-order flex if in addition

$$
\begin{aligned}
& R_{0}\left(\mathbf{p}^{\prime}\right) \mathbf{p}^{\prime}+R_{0}(\mathbf{p}) \mathbf{p}^{\prime \prime}=0 \\
& R_{+}\left(\mathbf{p}^{\prime}\right) \mathbf{p}^{\prime}+R_{+}(\mathbf{p}) \mathbf{p}^{\prime \prime} \leq 0
\end{aligned}
$$

where an inequality need only hold when the corresponding inequality, in the firstorder system, is an equality. Recall that $\mathbf{p}^{\prime \prime}$ (or $\mathbf{p}^{\prime}$ ) is strict for $\{i, j\}$ a cable or strut if the corresponding inequality is strict.

We now have our strict second-order duality result.
Corollary 5.2.1 (the second-order stress test). A first-order flex $\mathbf{p}^{\prime}$ of $G(\mathbf{p})$ extends to a second-order flex ( $\mathbf{p}^{\prime}, \mathbf{p}^{\prime \prime}$ ) if and only if for all proper self stresses $\omega$ for $G(\mathbf{p})$, with stress matrix $\Omega$,

$$
\left(\mathbf{p}^{\prime}\right)^{T} \Omega \mathbf{p}^{\prime} \leq 0
$$

Furthermore, $\mathbf{p}^{\prime \prime}$ can be chosen to be strict on each cable and strut $\{i, j\}$ where $\mathbf{p}^{\prime}$ is not strict, if and only if for all proper self stresses $\omega, \mathbf{p}^{\prime} \Omega \mathbf{p}^{\prime}=0$ implies $\omega_{i j}=0$, for each such $\{i, j\}$.

Proof. We apply Proposition 5.1.3, where

$$
\begin{gathered}
\mathbf{p}=\mathbf{x}, \\
R_{0}(\mathbf{p})=A_{0}, \quad-\quad-R_{0}\left(\mathbf{p}^{\prime}\right) \mathbf{p}^{\prime}=\mathbf{b}_{0} \\
R_{+}(\mathbf{p})=A_{+}, \quad-R_{+}\left(\mathbf{p}^{\prime}\right) \mathbf{p}^{\prime}=\mathbf{b}_{+}, \\
\omega_{0}=\mathbf{y}_{0}, \quad \omega_{+}=\mathbf{y}_{+} .
\end{gathered}
$$

We may assume, without loss of generality, that $R(\mathbf{p}) \mathbf{p}^{\prime}=0$, since any cable or strut where $\mathbf{p}^{\prime}$ is strict can be disregarded as a cable or strut for the second-order conditions.

The second-order conditions translate into the hypothesis of Proposition 5.1.2, and the conclusion translates into the condition that $\omega$ is a proper self stress. Then

$$
0 \leq \mathbf{y}_{0} \mathbf{b}_{0}+\mathbf{y}_{+} \mathbf{b}_{+}=-\omega_{0} R_{0}\left(\mathbf{p}^{\prime}\right) \mathbf{p}^{\prime}-\omega_{+} R_{+}\left(\mathbf{p}^{\prime}\right) \mathbf{p}^{\prime}=-\omega R\left(\mathbf{p}^{\prime}\right) \mathbf{p}^{\prime}=-\left(\mathbf{p}^{\prime}\right)^{T} \Omega \mathbf{p}^{\prime}
$$

is the condition desired. The strictness follows from Proposition 5.1.3. $\quad$.
We can simplify matters even further when $G$ consists only of bars. This is our second-order duality result for bar frameworks.

Corollary 5.2.2 (second-order stress test for bars). A first-order flex $\mathbf{p}^{\prime}$ of $a$ bar framework $G(\mathbf{p})$ extends to a second-order flex if and only if for all self stresses $\omega$ for $G(\mathbf{p})$, with stress matrix $\Omega$,

$$
\left(\mathbf{p}^{\prime}\right)^{T} \Omega \mathbf{p}^{\prime}=0
$$

Remark 5.2.1. In the appendix, we show that we can always replace a framework (with a strict proper self stress) by an equivalent bar framework and use this to check second-order rigidity. However, it seems simpler to use Corollary 5.2.1 directly, rather than introduce so many extraneous members.
5.3. Second-order rigidity and prestress stability. When does secondorder rigidity imply prestress stability? We begin with cases when the set of self stresses or the set of equilibrium first-order flexes is one-dimensional, the natural first cases to consider.

Note that for a fixed tensegrity framework $G(\mathbf{p})$, the proper self stress and firstorder flexes each form a cone with the origin as the cone point.

Proposition 5.3.1. If a tensegrity framework $G(\mathbf{p})$ is second-order rigid with either a one-dimensional cone of equilibrium first-order flexes or a one-dimensional cone of proper self stresses, then $G(\mathbf{p})$ is prestress stable.

Proof. Suppose $\mathbf{p}^{\prime}$ is any nontrivial equilibrium first-order flex of $G(\mathbf{p})$ generating the one-dimensional cone of all equilibrium first-order flexes. If for all proper self stresses $\omega$ with stress matrix $\Omega$ we have

$$
t^{2}\left(\mathbf{p}^{\prime}\right)^{T} \Omega \mathbf{p}^{\prime}=\left(t \mathbf{p}^{\prime}\right)^{T} \Omega t \mathbf{p}^{\prime} \leq 0
$$

for all first-order flexes $t \mathbf{p}^{\prime}$ of $G(\mathbf{p})\left(t\right.$ a real scalar), then by Corollary 5.2.1 $\mathbf{p}^{\prime}$ extends to a second-order flex ( $\mathbf{p}^{\prime}, \mathbf{p}^{\prime \prime}$ ) of $G(\mathbf{p})$, which contradicts $G(\mathbf{p})$ being second-order rigid. Thus for some proper self stress $\omega,\left(\mathbf{p}^{\prime}\right)^{T} \Omega \mathbf{p}^{\prime}>0, \omega$ stabilizes $G(\mathbf{p})$ (by Proposition 3.4.2) and $G(\mathbf{p})$ is prestress stable.

Suppose $\omega$ is a proper nonzero self stress in the one-dimensional cone of proper self stresses. Suppose there is a nontrivial first-order flex $\mathbf{p}^{\prime}$ such that $\left(\mathbf{p}^{\prime}\right)^{T} \Omega \mathbf{p}^{\prime} \leq 0$. If $-\omega$ is not a proper stress, then $t \omega, t \geq 0$, are the only proper self stresses for $G(\mathbf{p})$. Then by Corollary 5.2 .1 again $G(\mathbf{p})$ would not be second-order rigid, contradicting the hypothesis. Therefore either $\left(\mathbf{p}^{\prime}\right)^{T} \Omega \mathbf{p}^{\prime}>0$ for all nontrivial first-order flexes $\mathbf{p}^{\prime}$ or $-\omega$ is a proper self stress. If $-\omega$ is a proper self stress, then $\left(\mathbf{p}^{\prime}\right)^{T} \Omega \mathbf{p}^{\prime}=0$ and again $\mathbf{p}^{\prime}$ would extend to a second-order flex. Thus $\left(\mathbf{p}^{\prime}\right)^{T}( \pm \Omega) \mathbf{p}^{\prime}>0$ and $\pm \omega$ stabilizes $G(\mathbf{p})$.

We have already seen an example of tensegrity framework in the plane, Figure 9 b , which is easily seen to be second-order rigid, directly from the definition, but is not prestress stable for any proper self stress. Here we present another example, but one which is a bar framework in three-space. It also serves as an example of how to calculate using the stress test.

If we have any bar framework $G(\mathbf{p})$, let

$$
\mathbf{p}^{\prime}(1), \ldots, \mathbf{p}^{\prime}(n)
$$

denote a basis for a space of nontrivial first-order flexes of $G(\mathbf{p})$. Let

$$
\Omega(1), \ldots, \Omega(m)
$$

denote a basis for the space of self stresses of $G(\mathbf{p})$. If $G(\mathbf{p})$ is prestress stable, some linear combination of the stress matrices must be positive definite on the space generated by the first-order flexes $\mathbf{p}^{\prime}(1), \ldots, \mathbf{p}^{\prime}(n)$. From Corollary 5.2 .2 , the secondorder stress test for bar frameworks, $G(\mathbf{p})$ is not second-order rigid if and only if all of the stress matrices have a common nonzero vector on which they evaluate to be 0 in this same space generated by $\mathbf{p}^{\prime}(1), \ldots, \mathbf{p}^{\prime}(n)$. When $n=2$, both of these criteria can be checked with certain easily calculated expressions.

Example 5.3.1. We define a specific example in three-space. Let $G(\mathbf{p})$ be the following bar framework in three-space with the following seven vertices:

$$
\begin{array}{lll}
\mathbf{p}_{1}=(0,0,0), & \mathbf{p}_{4}=(1,0,0), & \mathbf{p}_{7}=(1,0,0), \\
\mathbf{p}_{2}=(0,1,0), & \mathbf{p}_{5}=(1,1,0), & \\
\mathbf{p}_{3}=(0,0,1), & \mathbf{p}_{6}=(0,1,0), &
\end{array}
$$

and the following bars:

$$
\begin{aligned}
& \{1,2\},\{1,3\},\{1,4\},\{1,6\},\{1,7\}, \\
& \{2,3\},\{2,5\},\{2,7\}, \\
& \{3,4\},\{3,5\}, \\
& \{4,5\},\{4,6\}, \\
& \{5,6\},\{5,7\}, \\
& \{6,7\} .
\end{aligned}
$$

See Figure 17a, where although $\mathbf{p}_{2}=\mathbf{p}_{6}$ and $\mathbf{p}_{4}=\mathbf{p}_{7}$ we have separated them slightly so that the framework can be more easily understood.


Fig. 17. A bar framework (a) in 3-space that is second-order rigid but not prestress stable. A portion of the planar base is shown in (b).

Note that this framework is made of the framework of Figure 17b and its symmetric copy, with appropriate identifications. Then $\mathbf{p}_{3}$ is added along the z-axis.

We consider those first-order flexes $\mathbf{p}^{\prime}(k)$, where $\mathbf{p}_{1}^{\prime}(k)=\mathbf{p}_{2}^{\prime}(k)=\mathbf{p}_{3}^{\prime}(k)=0$, which clearly determines a complement of the space of trivial flexes, since ( $\mathbf{p}_{1}, \mathbf{p}_{2}, \mathbf{p}_{3}$ ) determines a bar triangle. Since $\left(\mathbf{p}_{1}, \mathbf{p}_{2}, \mathbf{p}_{7}\right)$ and $\left(\mathbf{p}_{2}, \mathbf{p}_{5}, \mathbf{p}_{7}\right)$ are bar triangles in the same plane, sharing a common bar $\mathbf{p}_{1}, \mathbf{p}_{2}$, any first-order flex $\mathbf{p}^{\prime}$ must have

$$
\left(\mathbf{p}_{1}-\mathbf{p}_{5}\right) \cdot\left(\mathbf{p}_{1}^{\prime}-\mathbf{p}_{5}^{\prime}\right)=0
$$

In other words, $\{1,5\}$ is an "implied bar." Thus the first-order rigid tetrahedron ( $\mathbf{p}_{1}, \mathbf{p}_{2}, \mathbf{p}_{3}, \mathbf{p}_{5}$ ) is implied and $\mathbf{p}_{5}^{\prime}=0$. Similarly $\mathbf{p}_{4}^{\prime}=0$, from the implied tetrahedron $\left(\mathbf{p}_{1}, \mathbf{p}_{3}, \mathbf{p}_{5}, \mathbf{p}_{4}\right)$. See [9]. So the following first-order flexes are a basis for a complementary space:

$$
\begin{aligned}
& \mathbf{p}_{i}^{\prime}(1)=\left\{\begin{array}{ll}
(0,0,1) & \text { if } \quad i=6 \\
(0,0,0) & \text { otherwise }
\end{array}\right\}, \\
& \mathbf{p}_{i}^{\prime}(2)=\left\{\begin{array}{ll}
(0,0,1) & \text { if } \quad i=7 \\
(0,0,0) & \text { otherwise }
\end{array}\right\} .
\end{aligned}
$$

We can also find two independent stresses for $G(\mathbf{p})$ :

$$
\omega_{i j}(1)=\left\{\begin{array}{cll}
1 & \text { if } \quad\{i, j\}=\{2,7\},\{5,6\}, & \text { or }\{1,6\} \\
-1 & \text { if }\{i, j\}=\{2,5\},\{6,7\}, & \text { or }\{2,1\} \\
0 & \text { otherwise }
\end{array}\right\}
$$

$$
\omega_{i j}(2)=\left\{\begin{array}{cll}
1 & \text { if } \quad\{i, j\}=\{1,7\},\{5,7\}, & \text { or }\{4,6\} \\
-1 & \text { if }\{i, j\}=\{1,4\},\{6,7\}, & \text { or }\{4,5\} \\
0 & \text { otherwise }
\end{array}\right\}
$$

These are easy to see by looking at Figure 17b. Notice that $e=15=3 v-6$ and that the space of first-order nontrivial (equilibrium) flexes must be of dimension 2, so the dimension of the space of self stresses is 2 as well. Thus $\omega(1)$ and $\omega(2)$ generate all the self stresses.

We next calculate the stress matrices $\Omega(1), \Omega(2)$ corresponding to $\omega(1), \omega(2)$, relative to the vectors $\mathbf{p}^{\prime}(1), \mathbf{p}^{\prime}(2)$. Note that for $a=1,2, b=1,2, k=1,2$,

$$
\mathbf{p}^{\prime}(a)^{T} \Omega(k) \mathbf{p}^{\prime}(b)=\Omega_{a b}(k)=\sum_{i j} \omega_{i j}(k)\left(\mathbf{p}_{i}^{\prime}(a)-\mathbf{p}_{j}^{\prime}(a)\right) \cdot\left(\mathbf{p}_{i}^{\prime}(b)-\mathbf{p}_{j}^{\prime}(b)\right) .
$$

Then

$$
\begin{aligned}
& \Omega(1)=\left[\begin{array}{cc}
\sum_{i} \omega_{6 i}(1) & -\omega_{67}(1) \\
-\omega_{76}(1) & \sum_{i} \omega_{7 i}(1)
\end{array}\right]=\left[\begin{array}{cc}
1 & +1 \\
+1 & 0
\end{array}\right], \\
& \Omega(2)=\left[\begin{array}{cc}
\sum_{i} \omega_{6 i}(2) & -\omega_{67}(2) \\
-\omega_{76}(3) & \sum_{i} \omega_{7 i}(2)
\end{array}\right]=\left[\begin{array}{cc}
0 & +1 \\
+1 & 1
\end{array}\right] .
\end{aligned}
$$

To see if any linear combination of these is positive definite, we calculate, for any real $\lambda_{1}, \lambda_{2}$,

$$
\operatorname{det}\left[\lambda_{1} \Omega(1)+\lambda_{2} \Omega(2)\right]=\operatorname{det}\left[\begin{array}{cc}
\lambda_{1} & \lambda_{1}+\lambda_{2} \\
\lambda_{1}+\lambda_{2} & \lambda_{2}
\end{array}\right]=-\lambda_{1}^{2}-\lambda_{1} \lambda_{2}-\lambda_{2}^{2}
$$

which is a negative definite quadratic form itself, since $(-1)^{2}-4(-1)(-1)=-3<0$. Thus for each choice of $\left(\lambda_{1}, \lambda_{2}\right) \neq(0,0), \operatorname{det}\left[\lambda_{1} \Omega(1)+\lambda_{2} \Omega(2)\right]<0$, which implies that none of the forms $\lambda_{1} \Omega(1)+\lambda_{2} \Omega(2)$ are positive definite, and thus no stress $\lambda_{1} \omega(1)+\lambda_{2} \omega(2)$ can serve as a stable prestress.

On the other hand recall that the second-order stress test for bar frameworks, Corollary 5.2.2, says that a first-order flex $\mathbf{p}^{\prime}$ will extend to a second-order flex if and only if $\mathbf{p}^{\prime}$ is in the zero set of all the proper self stresses (regarded as quadratic forms) of $G(\mathbf{p})$. If some $\mathbf{p}^{\prime}$ does extend, then so does $\mathbf{p}^{\prime}$ plus any trivial first-order flex, and so we can assume that $\mathbf{p}^{\prime}$ is in the space spanned by $\mathbf{p}^{\prime}(1)$ and $\mathbf{p}^{\prime}(2)$. Thus $G(\mathbf{p})$ will be second-order rigid if and only if $\Omega(1)$ and $\Omega(2)$ (and thus all $\lambda_{1} \Omega(1)+\lambda_{2} \Omega(2)$ ) have a common zero. The zeros of $\Omega(1)$ (as a quadratic form) are scalar multiples of

$$
(0,1) \quad \text { or } \quad(2,-1) .
$$

For $\Omega(2)$ we get

$$
(1,0) \text { or }(-1,2) .
$$

None of the above four vectors are scalar multiples of any of the others, so $G(\mathbf{p})$ is second-order rigid but not prestress stable.

Remark 5.3.1. If the dimension of the space of nontrivial (equilibrium) first-order flexes $I$ is two, then it is easy to determine when the framework is prestress stable. Calculate a basis of stress matrices restricted to $I$. Choosing an orthonormal basis for
$I$, we see that there are at most three such distinct stress matrices (even if the space of self stresses is higher-dimensional), since they correspond to symmetric $2 \times 2$ matrices. If there are just two such matrices, one can perform an analysis similar to Example 5.3.1. If there are three such stress matrices, independent over $I$, there always is a stabilizing self stress.

Also for Example 5.3 .1 it is possible to vary the points by a small amount, keeping all the points except $\mathbf{p}_{3}$ in a plane, and obtain many other examples of second-order rigid but not prestress stable bar frameworks in three-space.

Note that the underlying graph of the example above is a triangulated sphere. Figure 18a shows a realization of this graph as a triangulated convex surface. By [6], this realization is also second-order rigid. In fact it is prestress stable as well. All members adjacent to $\mathbf{p}_{6}$ and $\mathbf{p}_{7}$ have a positive stress in the stabilizing self stress. This brings up the question: are all triangulations of a convex polyhedron in three-space, with edges as bars, prestress stable? In [6] it is only shown that such frameworks are second-order rigid. The answer is yes and will be shown elsewhere.


b

Fig. 18. Example (a), with the same graph as Figure 17a, is prestress stable in three-space. Example (b) is second-order rigid in the plane but not prestress stable.

In the plane, it turns out that if we take the bipartite graph $K_{3,3}$ with its six points on the line and $\{1,2,3\},\{4,5,6\}$ as the partition (Figure 18b), then this framework $K_{3,3}(\mathbf{p})$ is second-order rigid but not prestress stable. We omit this nontrivial calculation. It also turns out that $K_{3,3}(\mathbf{p})$ is a mechanism in $R^{3}$.

In [26], as well as in [27, p. 50], there is another example of a second-order rigid but not prestress stable bar framework in the plane. The calculation for that example turns out to be quite simple.
5.4. Applications in $b-c$ polygons. Here we apply the second-order stress test to a special class of frameworks $G(\mathbf{p})$ : the $b-c$ polygons of $\S 3.5$. That is, $G(\mathbf{p})$ is a convex polygon in the plane with bars as edges and only cables on the inside.

Proposition 5.4.1. Let $\mathbf{p}^{\prime}$ be any nontrivial first-order flex of $G(\mathbf{p})$, a b-c polygon in the plane. Then $\mathbf{p}^{\prime}$ extends to a strict second-order flex ( $\left.\mathbf{p}^{\prime}, \mathbf{p}^{\prime \prime}\right)$ of $G(\mathbf{p})$.

Proof. Let $\Omega$ be any stress matrix coming from a proper self stress $\omega$ of $G(\mathbf{p})$. Since $\mathbf{p}^{\prime}$ is nontrivial it is easy to check that $\mathbf{p}^{\prime}$ is not an affine image of $\mathbf{p}$. By [7]

$$
\left(\mathbf{p}^{\prime}\right)^{T} \Omega \mathbf{p}^{\prime}<0
$$

since for the reversed polygon (with struts on the inside) the corresponding matrix $(-\Omega)$ is positive semidefinite. Thus by Corollary $5.2 .1, \mathbf{p}^{\prime}$ extends to a strict secondorder flex ( $\mathbf{p}^{\prime}, \mathbf{p}^{\prime \prime}$ ).

Remark 5.4.1. We will use this result in the next section to prove Roth's conjecture about $b-c$ polygons. It is interesting (although painful) to calculate $\mathbf{p}^{\prime \prime}$ directly for the $\mathbf{p}^{\prime}$ as indicated in Figure 14.

Note, however, with this result alone we can prove a weak form of Roth's conjecture. Namely, if $\mathbf{p}^{\prime}$ is a nontrivial first-order flex of a strut-cable polygon (the outside edges are struts), then an argument similar to the one above can be used to find a strict second-order flex ( $\left.\mathbf{p}^{\prime}, \mathbf{p}^{\prime \prime}\right)$ as well. Then $\mathbf{p}(t)=\mathbf{p}+t \mathbf{p}^{\prime}+\frac{1}{2} t^{2} \mathbf{p}^{\prime \prime}$ is a flex at $G(\mathbf{p})$ as required.

The only problem left in the stronger form of Roth's conjecture is to find a way of handling the bars. We will treat this in $\S 6$.
5.5. Interpretation for triangulated spheres. For any triangulated sphere $G(\mathbf{p})$ in $\mathbb{R}^{3}$, there is a natural correspondence between first-order flexes $\mathbf{p}^{\prime}$ of $G(\mathbf{p})$ (modulo trivial first-order flexes) and self stresses $\omega$ of $G(\mathbf{p})$. In fact for each edge $\{i, j\}$ there is a dihedral angle $\theta_{i j}$, which itself "varies" and thus there is a $\theta_{i j}^{\prime}$ defined as the derivative of $\theta_{i j}$. Then

$$
\omega_{i j}=\frac{\theta_{i j}^{\prime}}{\left|\mathbf{p}_{i}-\mathbf{p}_{j}\right|}, \quad\{i, j\} \quad \text { and edge at } G
$$

serves as a self stress for $G(\mathbf{p})$. Conversely, given a self stress it is possible to define a first-order flex $\mathbf{p}^{\prime}$ with $\theta_{i j}^{\prime}$ as above. See [16] or [14] for a discussion of this.

Thus using Corollary 5.2.1 we can state the dual condition for a second-order flex.
Corollary 5.5.1. A first-order flex $\mathbf{p}^{\prime}$ of a triangulated sphere $G(\mathbf{p})$ in $\mathbb{R}^{3}$ extends to a second-order flex if and only if for every $\theta_{i j}^{\prime}$ (coming from a possibly different first-order flex) we have

$$
\sum_{i j} \frac{\theta_{i j}^{\prime}}{\left|\mathbf{p}_{i}-\mathbf{p}_{j}\right|}\left|\mathbf{p}_{i^{\prime}}^{\prime}-\mathbf{p}_{j}^{\prime}\right|^{2}=0
$$

5.6. Interpretation in terms of packings. For the rigidity of packings as in [11] or [12] we see that the associated framework has certain vertices pinned and all the members are struts. For any proper self stress $\omega, \omega_{i j} \leq 0$ for all $\{i, j\}$ struts, and thus such a $G(\mathbf{p})$ has for all $\mathbf{p}^{\prime}$, a first-order flex,

$$
\left(\mathbf{p}^{\prime}\right)^{T} \Omega \mathbf{p}^{\prime}=\sum_{i j} \omega_{i j}\left(\mathbf{p}_{i}^{\prime}-\mathbf{p}_{j}^{\prime}\right)^{2} \leq 0
$$

since we can take $\mathbf{p}^{\prime}$ to be 0 on the pinned vertices. In fact, we get strict inequality assuming $G$ is connected and $\mathbf{p}^{\prime} \neq 0$. Thus there is a strict second-order flex ( $\mathbf{p}^{\prime}, \mathbf{p}^{\prime \prime}$ ), and it is easy to see that such a $G(\mathbf{p})$ is rigid if and only if it is first-order rigid. This was observed directly in [11].

## 6. Extending second-order flexes.

6.1. The general result. Some second-order flexes extend to continuous flexes of the framework. For example, if a second-order flex shortens all cables and lengthens all struts and there are no bars, then it is clear that we can complete these first two derivatives to a real analytic path. We describe a less restrictive situation where we can still extend the second-order flex. This result is an extension of and motivated by some of the results in [1, 2]. A bar framework $G(\mathbf{p})$ is called independent if the only self stress for $G(\mathbf{p})$ is the zero self stress.

Proposition 6.1.1. Let $G(\mathbf{p})$ be any independent bar framework with a secondorder flex $\left(\mathbf{p}^{\prime}, \mathbf{p}^{\prime \prime}\right)$ in $\mathbb{R}^{d}$. Then there is an analytic flex $\mathbf{p}(t)$ of $G(\mathbf{p})$ with

$$
\begin{aligned}
\mathbf{p}(0) & =\mathbf{p} \\
\left.D_{t}[\mathbf{p}(t)]\right|_{t=0} & =\mathbf{p}^{\prime} \\
\left.D_{t}^{2}[\mathbf{p}(t)]\right|_{t=0} & =\mathbf{p}^{\prime \prime}
\end{aligned}
$$

Proof. Let

$$
M_{G(\mathbf{p})}=\left\{\mathbf{q} \in \mathbb{R}^{d v}| | \mathbf{q}_{i}-\mathbf{q}_{j}\left|=\left|\mathbf{p}_{i}-\mathbf{p}_{j}\right|, \quad\{i, j\} \quad \text { a member of } G\right\}\right.
$$

be the set of all configurations equivalent to $\mathbf{p}$. By [1] or [29], since $G(\mathbf{p})$ is independent, $M_{G(\mathbf{p})}$ is a smooth analytic manifold of dimension at least $d(d+1) / 2$ in a neighborhood of $\mathbf{p}$ (when the dimension of the affine span of $\mathbf{p}$ is at least $d-1$ ), and we may naturally identify the tangent space $T_{\mathbf{p}}$ of $M_{G(\mathbf{p})}$ at $\mathbf{p}$ with the first-order flexes of $G(\mathbf{p})$.

Let $h: T_{\mathbf{p}} \rightarrow M_{G(\mathbf{p})}$ be a smooth analytic map such that the following hold:
(a) On a neighborhood of $\mathbf{p}$ in $T_{\mathbf{p}}, h$ is a real analytic diffeomorphism onto a neighborhood of $\mathbf{p}$ in $M_{G(\mathbf{p})}$.
(b) Identifying the tangent space of $T_{\mathbf{p}}$ with itself, $h(\mathbf{p})=\mathbf{p}$ and $d h_{\mathbf{p}}\left(\mathbf{p}^{\prime}\right)=\mathbf{p}^{\prime}$ for all $\mathbf{p}^{\prime} \in T_{\mathbf{p}}$, where $d h_{\mathbf{p}}$ is the differential of $h$ at $\mathbf{p}$.

For instance, the exponential map has these properties.
Let $\mathbf{q}(t)=\mathbf{p}+t \mathbf{p}^{\prime}+\frac{1}{2} t^{2} \mathbf{q}$ be a smooth analytic path in $T_{\mathbf{p}}$ where we see that $\mathbf{q}(0)=\mathbf{p} .\left.\quad D_{t}[\mathbf{q}(t)]\right|_{t=0}=\mathbf{p}^{\prime}$ and $\left.D_{t}^{2}[\mathbf{q}(t)]\right|_{t=0}=\mathbf{q}^{\prime \prime}$, which will be determined later. Then define $\mathbf{p}(t)=h(\mathbf{q}(t))$, which is a smooth analytic flex of $G(\mathbf{p})$ with $\mathbf{p}(0)=\mathbf{p}$. Also

$$
\begin{equation*}
D_{t}[\mathbf{p}(t)]=D_{t}[h(\mathbf{q}(t))]=d h_{\mathbf{q}(t)}\left(D_{t}[\mathbf{q}(t)]\right) \tag{9}
\end{equation*}
$$

and

$$
\left.D_{t}[\mathbf{p}(t)]\right|_{t=0}=d h_{\mathbf{p}}\left(\mathbf{p}^{\prime}\right)=\mathbf{p}^{\prime}
$$

by condition (b). Since $\mathbf{p}(t) \in M_{G(\mathbf{p})}, \mathbf{p}(t)$ is an analytic flex of $G(\mathbf{p})$ and thus the second derivatives of the squares of the edge lengths are zero. Restating this in terms of the matrix $R(\mathbf{p})$ we get

$$
R\left(D_{t}[\mathbf{p}(t)]\right) D_{t}[\mathbf{p}(t)]+R(\mathbf{p}(t)) D_{t}^{2}[\mathbf{p}(t)]=0
$$

Evaluating when $t=0$, we get

$$
R\left(\mathbf{p}^{\prime}\right) \mathbf{p}^{\prime}+R(\mathbf{p}) \mathbf{r}^{\prime \prime}=\mathbf{0}
$$

where $\mathbf{r}^{\prime \prime}=\left.D_{t}^{2}[\mathbf{p}(t)]\right|_{t=0}$.
We must choose $\mathbf{q}^{\prime \prime}$ such that $\mathbf{r}^{\prime \prime}=\mathbf{p}^{\prime \prime}$ the preassigned vector. Recalling that $\left(\mathbf{p}^{\prime}, \mathbf{p}^{\prime \prime}\right)$ is a second-order flex of $G(\mathbf{p})$ we see that for any $\mathbf{q}^{\prime \prime}$,

$$
R\left(\mathbf{p}^{\prime}\right) \mathbf{p}^{\prime}+R(\mathbf{p}) \mathbf{p}^{\prime \prime}=\mathbf{0}=R\left(\mathbf{p}^{\prime}\right) \mathbf{p}^{\prime}+R(\mathbf{p}) \mathbf{r}^{\prime \prime}
$$

So

$$
\begin{equation*}
R(\mathbf{p})\left(\mathbf{p}^{\prime \prime}-\mathbf{r}^{\prime \prime}\right)=\mathbf{0} \tag{10}
\end{equation*}
$$

Differentiating (9) again we obtain

$$
D_{t}^{2}[\mathbf{p}(t)]=D_{t}\left[d h_{\mathbf{q}(t)}\right] D_{t}[\mathbf{q}(t)]+d h_{\mathbf{q}(t)} D_{t}^{2}[\mathbf{q}(t)] .
$$

Applying the chain rule to each entry of the matrix $d h_{\mathbf{q}(t)}$, we see that $D_{t}\left[\left.d h_{\mathbf{q}(t))}\right|_{t=0}\right.$ depends only on $\mathbf{p}^{\prime}$ and not on $\mathbf{q}^{\prime \prime}$. Let $\mathbf{s}^{\prime \prime}$ be the value of the second derivative of $\mathbf{p}(t)$ (that is $\mathbf{r}^{\prime \prime}$ ) when $\mathbf{q}^{\prime \prime}=\mathbf{0}$, evaluated when $t=0$. In other words

$$
\mathbf{s}=\left.D_{t}\left[d h_{\mathbf{q}(t)}\right] D_{t}[\mathbf{q}(t)]\right|_{t=0}
$$

is independent of the choice of $\mathbf{q}^{\prime \prime}$. We must then solve the linear equation

$$
\mathbf{p}^{\prime \prime}=\mathbf{s}^{\prime \prime}+d h_{\mathbf{p}}\left(\mathbf{q}^{\prime \prime}\right)=\mathbf{s}^{\prime \prime}+\mathbf{q}^{\prime \prime}
$$

for $\mathbf{q}^{\prime \prime}$. Recall that $d h_{\mathbf{p}}$ is the identity map by condition (b). By (10), ( $\mathbf{p}^{\prime}, \mathbf{s}^{\prime \prime}$ ) is a second-order flex of $G(\mathbf{p})$ and $\mathbf{p}^{\prime \prime}-\mathbf{s}^{\prime \prime}$ is a first-order flex of $R(\mathbf{p})$ and thus is in $T_{\mathbf{p}}$. Thus we can define $\mathbf{q}^{\prime \prime}=\mathbf{p}^{\prime \prime}-\mathbf{s}^{\prime \prime}$. Then $\mathbf{p}(t)$ as defined is the desired flex.

Remark 6.1.1. One way of looking at the above proof is to think of adding some curvature via $\mathbf{q}^{\prime \prime}$ to the curve $\mathbf{q}(t)$ to cancel the curvature in $M_{G(\mathbf{p})}$ in order to achieve the given second derivative $\mathbf{p}^{\prime \prime}$.

For our purposes we do not need $\mathbf{p}(t)$ to be real analytic. It only needs to be twice differentiable. In the spirit of Definition 2.1.2 (c) we stated things in this more general form.

It seems natural that there also should be a generalization of this result involving any number of derivatives.
6.2. Roth's conjecture. We can now prove Roth's conjecture in its full generality.

Proposition 6.2.1. A convex b-c polygon in the plane is rigid if and only if it is first-order rigid.

Proof. Let $\mathbf{p}^{\prime}$ be any nontrivial first-order flex of a $b-c$ polygon $G(\mathbf{p})$. If $G(\mathbf{p})$ has no nonzero proper self stress, then by the first-order stress test, we can choose $\mathbf{p}^{\prime}$ such that $\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{p}_{i}^{\prime}-\mathbf{p}_{j}^{\prime}\right)<0$ for all cables $\{i, j\}$. If $\omega$ is any proper nonzero self stress for $G(\mathbf{p})$, then, by [7], the associated stress matrix $\Omega$ is negative semidefinite with only the affine motions in the kernel. It is easy to check, due to the convex nature of the polygon and the cabling, that $\left(\mathbf{p}^{\prime}\right)^{T} \Omega \mathbf{p}^{\prime} \neq 0$. Thus $\left(\mathbf{p}^{\prime}\right)^{T} \Omega \mathbf{p}^{\prime}<0$. Thus by the second-order stress test, Corollary 5.2.1, $\mathbf{p}^{\prime}$ extends to a second-order flex ( $\mathbf{p}^{\prime}, \mathbf{p}^{\prime \prime}$ ) that is strict on all cables. But the subframework $G_{0}(\mathbf{p})$ of $G(\mathbf{p})$ consisting of just the bars is just a convex polygon and so is independent. Thus Proposition 6.1.1 applies to show that there is a flex $\mathbf{p}(t)$ of $G(\mathbf{p})$, such that $\left.D_{t}[\mathbf{p}(t)]\right|_{t=0}=\mathbf{p}^{\prime}$ and $\left.D_{t}^{2}[\mathbf{p}(t)]\right|_{t=0}=\mathbf{p}^{\prime \prime}$. But since ( $\mathbf{p}^{\prime}, \mathbf{p}^{\prime \prime}$ ) is strict on all cables, $\mathbf{p}(t)$ is a nontrivial continuous flex of $G(\mathbf{p})$ as well. Thus $G(\mathbf{p})$ is not rigid, and the result is proved.

Corollary 6.2.2. If a convex b-c polygon in the plane with $v$ vertices has less than $v-2$ cables, then it is not rigid.

Proof. At least $v-2$ cables are needed to make the tensegrity framework infinitesimally rigid.

Remark 6.2.1. When one is attempting to show directly that a particular convex $b-c$ polygon is not rigid in the plane, one might be tempted to force some of the stressed cables to be bars in order to decrease the "degrees of freedom" and simplify the calculation. For example, the framework $G(\mathbf{p})$ of Figure 19 is not rigid. It is


Fig. 19. A flexible framework in the plane (a), with the corresponding first-order flex (b).
obtained by forcing two of the cables of Figure 14a to be bars. (If the horizontal cable is changed to a strut (or bar), then the framework becomes rigid.)

The subframework $G_{0}(\mathbf{p})$, consisting of just the bars, is independent: $G(\mathbf{p})$ has a first-order flex, and from first-order considerations, as in [1], $G_{0}(\mathbf{p})$ has a continuous flex. The length of the horizontal cable cannot increase under this flex (by [7]), and the other cable lengths decrease strictly in their first derivative. Thus we obtain a continuous flex of $G(\mathbf{p})$.

However, one must be careful in deciding which of the cables to force to be bars. For example, consider the framework of Figure 20a.


Fig. 20. Framework (a) is rigid because subframework (b) is rigid.
We have changed three of the stressed cables of Figure 3c to bars, and we consider only $\{1,6\},\{4,7\}$, and $\{3,8\}$ from the rest of the cables of Figure 3c. There is a proper stress $\omega$ involving only members among the pairs of the first six vertices, since $\mathbf{p}_{1}, \ldots, \mathbf{p}_{6}$ lie on a circle. See Figure 20b for this $c$ - $b$ subframework, which is rigid by [7].

Considering $\mathbf{p}_{1}, \mathbf{p}_{3}, \mathbf{p}_{4}$, and $\mathbf{p}_{6}$ as a pinned rigid subset, then the vertices $\mathbf{p}_{1}, \mathbf{p}_{3}, \mathbf{p}_{4}, \mathbf{p}_{6}, \mathbf{p}_{7}, \mathbf{p}_{8}$ determine an infinitesimally rigid framework. So the whole framework $G(\mathbf{p})$ in Figure 20a is rigid.

On the other hand, in $G(\mathbf{p})$, the subframework determined by just the bars is independent, as with our proof of Roth's conjecture. Also, all the proper self stresses of Figures 3c are proper self stresses of $G(\mathbf{p})$ as well, and there is a nontrivial firstorder flex $\mathbf{p}^{\prime}$ of Figure 3c that is a nontrivial first-order flex of $G(\mathbf{p})$. Why can't we then conclude, as we did with our proof of Roth's conjecture, that $G(\mathbf{p})$ is flexible by
extending $\mathbf{p}^{\prime}$ to $s$ strict second-order flex ( $\mathbf{p}^{\prime}, \mathbf{p}^{\prime \prime}$ ) of $G(\mathbf{p})$ (using the strict second-order stress test, Corollary 5.2.1)? The reason we cannot apply the second-order stress test is because we must consider all proper self stresses of $G(\mathbf{p})$, not just those coming from Figure 3c. In fact, $G(\mathbf{p})$ has more self stresses to consider due to the added bars. When the added stresses are considered, it turns out that $G(\mathbf{p})$ is even prestress stable.

The moral of the story is that if one wants to add interior bars, as in Figure 19, and keep the framework flexible, then one must not only be careful that the added bars keep the bar subframework independent and do not destroy the infinitesimal flexes, but also be sure that the new bars do not introduce any new proper self stresses to the whole framework.

## A. Appendix on replacement principles.

A.1. From bar frameworks to cables and struts. Recall from $\S 2.3$ that if a bar framework is infinitesimally rigid, with a nonzero self stress, we can replace some of the bars with cables and struts, following the signs of the self stress. (See [29].)

Similarly, from §3.4, if a bar framework is prestress stable with a nontrivial self stress $\omega$, then we are able to replace some of the bars with cables or struts, following the signs of this self stress $\omega$.

For a second-order rigid bar framework, we have no such replacement principle. If the framework is not prestress stable, we must check the signs of all stresses used to block the cone of first-order flexes. If these all agree on a specific sign, then the corresponding bar can be replaced, while preserving second-order rigidity.

For a framework which is rigid, by some other test, we know of no general replacement principle. In the following, we show how to replace cables and struts with bars.
A.2. Equivalent bar frameworks for prestress stability. Given a tensegrity framework with cables and struts, we can always replace all members with bars. This replacement will, of course, preserve any rigidity in the framework. In fact it may increase the rigidity, turning a nonrigid framework into a rigid framework, a second-order rigid framework into a prestress stable framework, or a prestress stable framework into a first-order rigid framework. We would like a more delicate replacement principle which leaves the rigidity, prestress stability, or second-order rigidity unchanged.

We associate a special bar framework with a tensegrity framework, which does not depend on fixing a self stress. Suppose some framework $G(\mathbf{p})$ has a cable $\{i, j\}$ with $\mathbf{p}_{i} \neq \mathbf{p}_{j}$. We can then replace the cable by two bars $\{i, k\}$ and $\{k, j\}$ and place $\mathbf{p}_{k}$ on the open line segment between $\mathbf{p}_{i}$ and $\mathbf{p}_{j}$ to get a framework as in Figure 21a.

Similarly, a strut $\{i, j\}$ can be replaced by two bars $\{i, k\}$ and $\{k, j\}$, but now we insist that $\mathbf{p}_{k}$ be on the line through $\mathbf{p}_{i}$ and $\mathbf{p}_{j}$ but outside the closed line segment between $\mathbf{p}_{i}$ and $\mathbf{p}_{j}$ as in Figure 21b.

We call the above processes splitting a cable and splitting a strut, respectively. It is clear that such splittings do not change the rigidity of a framework in $\mathbb{R}^{d}$ for $d \geq 2$, but any such splitting creates a framework that is not first-order rigid. In fact we can split all the cables and struts of $G(\mathbf{p})$ to create what we shall call an equivalent bar framework $\hat{G}(\hat{\mathbf{p}})$, where $\hat{G}(\hat{\mathbf{p}})$ is rigid if and only if $G(\mathbf{p})$ is rigid.

We next look at the relation between splitting members and prestress stability. Suppose $\omega$ is a proper self stress for the tensegrity framework $G(\mathbf{p})$, and $\{i, j\}$ is a


Fig. 21. Replacing a cable (a) and a strut (b) with "equivalent" pairs of bars preserving prestress stability.
cable or strut for $G$. Suppose $G(\mathbf{p})$ is split along $\{i, j\}$ at $\mathbf{p}_{k}$. Define

$$
\begin{gathered}
\hat{\omega}_{i k}=\omega_{i j} \frac{\left|\mathbf{p}_{j}-\mathbf{p}_{i}\right|}{\left|\mathbf{p}_{i}-\mathbf{p}_{k}\right|}, \\
\hat{\omega}_{j k}=\left\{\begin{array}{ccc}
\omega_{i j} \frac{\left|\mathbf{p}_{j}-\mathbf{p}_{i}\right|}{\left|\mathbf{p}_{i}-\mathbf{p}_{k}\right|} & \text { if } & \omega_{i j}>0 \\
-\omega_{i j} \frac{\left|\mathbf{p}_{j}-\mathbf{p}_{i}\right|}{\left|\mathbf{p}_{i}-\mathbf{p}_{k}\right|} & \text { if } & \omega_{i j}<0
\end{array}\right\},
\end{gathered}
$$

and $\hat{\omega}_{\ell m}=\omega_{\ell m}$ for $\{\ell, m\} \neq\{i, k\}$ and $\{\ell, m\} \neq\{j, k\}$, where $\mathbf{p}_{j}$ is between $\mathbf{p}_{i}$ and $\mathbf{p}_{k}$ when $\omega_{i j}<0$. It is easy to check that $\hat{\omega}$ defined above is a self stress for $\hat{G}(\hat{\mathbf{p}})$, the split framework.

Proposition A.2.1. Let $G(\mathbf{p})$ be any tensegrity framework with a proper strict self stress $\omega$. Let $\hat{G}(\hat{\mathbf{p}})$ be the framework split along any cable or strut. Then $\omega$ stabilizes $G(\mathbf{p})$ if and only if $\hat{\omega}$ stabilizes $\hat{G}(\hat{\mathbf{p}})$.

Proof. By Proposition 3.4.2 we need only consider a space of first-order flexes $\mathbf{p}^{\prime}$ of $G(\mathbf{p})$ that are complementary to the trivial first-order flexes and then evaluate them on the form determined by $\Omega$. A similar statement holds for $\hat{G}(\hat{\mathbf{p}})$. By the first-order stress test since $\omega_{i j} \neq 0$ we know that $\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right) \cdot\left(\mathbf{p}_{i}^{\prime}-\mathbf{p}_{j}^{\prime}\right)=0$. By adding a trivial first-order flex to $\mathbf{p}^{\prime}$ we may consider some space of first-order flexes of $G(\mathbf{p})$ that has $\mathbf{p}_{i}^{\prime}=\mathbf{p}_{j}^{\prime}=0$. Similarly for $\hat{G}(\hat{\mathbf{p}})$ we may consider only those first-order flexes $\hat{\mathbf{p}}^{\prime}$ that are the direct sum of $\mathbf{p}^{\prime}$ on the vertices of $G(\mathbf{p})$ and $\mathbf{p}_{k}^{\prime}$ which is perpendicular to $\mathbf{p}_{i}-\mathbf{p}_{j}$, where $k$ is the splitting vertex.

We evaluate $\hat{\Omega}$ at $\hat{\mathbf{p}}^{\prime}$ :

$$
\begin{aligned}
\left(\hat{\mathbf{p}}^{\prime}\right)^{T} \hat{\Omega} \hat{\mathbf{p}}^{\prime} & =\sum_{\ell m} \hat{\omega}_{\ell, m}\left|\hat{\mathbf{p}}_{\ell}^{\prime}-\hat{\mathbf{p}}_{m}^{\prime}\right|^{2} \\
& =\sum_{\ell m}\left|\mathbf{p}_{\ell}^{\prime}-\mathbf{p}_{m}^{\prime}\right|^{2}+\omega_{i k}\left|\mathbf{p}_{k}^{\prime}\right|^{2}+\omega_{j k}\left|\mathbf{p}_{k}^{\prime}\right|^{2} \\
& =\left(\mathbf{p}^{\prime}\right)^{T} \Omega \mathbf{p}^{\prime}
\end{aligned}
$$

It is easy to check (even for struts) that $\omega_{i k}+\omega_{j k}>0$. Thus $\hat{\Omega}$ is positive definite on its complementary space of nontrivial first-order flexes if and only if $\Omega$ is positive definite on its corresponding space.

Corollary A.2.2. Let $G(\mathbf{p})$ be any tensegrity framework and $\hat{G}(\hat{\mathbf{p}})$ the equivalent bar framework obtained by splitting all the cables and struts of nonzero length.

Then $G(\mathbf{p})$ is prestress stable with a strict proper self stress if and only if $\hat{G}(\hat{\mathbf{p}})$ is prestress stable.

Thus, if we wish, we can "reduce" the problem of when a framework is prestress stable to the case when all the members are bars.
A.3. Equivalent bar frameworks for second-order rigidity. If we have a tensegrity framework with no strict proper self stress, such as in Figure 9b, then replacing this with the equivalent pair of bars can destroy second-order rigidity (but not rigidity). For example, a second-order flex is indicated on Figure 22.


Fig. 22. A second-order flexible (but rigid) bar framework equivalent to a second-order rigid tensegrity framework.

If we restrict ourselves to tensegrity frameworks in which all cables and struts have nonzero coefficients in some self stress, then we can switch to the equivalent bar framework to check second-order rigidity. (Recall that for a tensegrity framework a proper self stress is strict if $\omega_{i j} \neq 0$ for every cable or strut.) We omit the proof, which is not difficult. See $\S 5.2$ and the second-order stress test.

Proposition A.3.1. A tensegrity framework with a strict proper self stress is second-order rigid if and only if the equivalent bar framework is second-order rigid.
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# APPROXIMATION ALGORITHMS FOR THE $k$-CLIQUE COVERING PROBLEM* 
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#### Abstract

The problem of covering edges and vertices in a graph (or in a hypergraph) was motivated by a problem arising in the context of the component assembly problem. The problem is as follows: given a graph and a clique size $k$, find the minimum number of $k$-cliques such that all edges and vertices of the graph are covered by (included in) the cliques. This paper provides a collection of approximation algorithms for various clique sizes with proven worst-case bounds. The problem has a natural extension to hypergraphs, for which we consider one particular class. The $k$ clique covering problem can be formulated as a set covering problem. It is shown that the algorithms we design, which exploit the structure of this special set covering problem, have better performance than those derived from direct applications of general purpose algorithms for the set covering. In particular, these special classes of set covering problems can be solved with better worst-case bounds and/or complexity than if treated as general set covering problems.
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1. Introduction. The problem of $k$-clique covering $\left(C C_{k}\right)$ is defined on a graph (or a hypergraph) and a given clique size $k$. The aim is to use the least number of cliques-or subsets of $k$ vertices-so that each vertex and each edge is contained in at least one such clique. When all edges are covered then all vertices incident to these edges are also covered, so the issue of covering vertices in addition to edges is of interest only in graphs with isolated vertices.

The $k$-clique covering problem's objective value differs from the clique covering number of a graph (frequently used in literature related to perfect graphs) in that the clique covering number of a graph is a partitioning of the edges of the graph into a minimum number of complete subgraphs. Hence, for each clique used in the clique covering number problem, all edges of the clique are present in the graph. As such, each edge must belong to exactly one clique in the cover. In our problem, each clique covers all edges contained in it. Contrary to the clique covering number, not every edge of the clique must be present in the graph. Furthermore, an edge may be covered by more than one clique.

One problem addressed in the literature that is related to the 3 -clique covering problem is the partitioning of a graph into triangles. The feasibility decision problem-whether the edges of a graph can be partitioned into triangles-was proved NP-complete by Holyer [12]. Therefore, finding the minimum number of triangles to cover the edges of a graph is NP-hard.

A general definition of the $\left(C C_{k}\right)$ problem for hypergraphs is as follows. A hypergraph $H=(V, F)$ is defined by a vertex set $V=\{1, \ldots, n\}$ and a hyperedge set $F \subseteq 2^{V}$. A clique of size $k$ in a hypergraph $H$ is a subset of vertices $K \subseteq V$ such

[^41]that the hyperedges representing all subsets of $K$ exist in $H$ and $|K|=k$. In the case $|f|=2$, for all $f \in F$, each hyperedge is an edge containing a pair of vertices, and the hypergraph is a graph. The $k$-clique covering $\left(C C_{k}\right)$ problem is to find the minimum number of cliques of size no more than $k$ such that all hyperedges of $H$ are covered by (included in) the cliques.

The $k$-clique covering problem can be viewed as a special case of the set covering problem. In this context, approximation algorithms that apply to the set covering problem are also applicable to the $k$-clique covering problem. The drawback of using the set covering problem is that the input to the set covering problem includes all possible subsets of size $k$ and hence is exponential in $k$. We propose an approach that exploits the special structure of the clique covering problem and delivers better worst-case bounds than the ones using the set covering.

The main results in this paper are approximation algorithms for the problem $\left(C C_{k}\right)$ on graphs and on a class of hypergraphs. We present approximation algorithms based on the formulation of the problem as a set covering problem and algorithms specifically derived for the clique cover problem. The latter algorithms have better worst-case performance. Consequently, these classes of set covering problems can be solved with better worst-case bounds and/or complexity than if treated as general set covering problems.

The $\left(C C_{k}\right)$ problem has many practical applications in flexible manufacturing systems and component assembly in the semiconductor industry. In [9], Goldschmidt, Hochbaum, and Yu provide a detailed description of some related applications.

In related literature, Tang and Denardo [22] developed a branch-and-bound procedure for solving the $\left(C C_{k}\right)$ problem. The lower bound is generated by a so-called sweeping procedure and it can be arbitrarily bad. Several heuristic procedures have been proposed and tested for generating feasible solutions. These heuristics are similar to bin packing heuristics in that they select a starting seed hyperedge for a new bin (clique) and sequentially fill it according to some precedence rule. Tang and Denardo [22] and Whitney and Gaul [23] propose different rules for selecting the next hyperedge to add to the current clique. In these papers, no analysis or worst-case bounds have been provided for the heuristic solutions.

Let $z^{H}$ and $z^{*}$ be, respectively, the number of cliques derived by an approximation algorithm and the minimum number of cliques of a ( $C C_{k}$ ) instance. An algorithm is a $\delta$-approximation algorithm if, for any family of instances of the problem, $z^{H} \leq$ $\delta z^{*}+o\left(z^{*}\right)$. We call $\delta$ the worst-case bound of the algorithm, and the algorithm a $\delta$-approximation algorithm.

Our results include approximation algorithms for the following cases. For the triangle covering problem, the 3 -clique covering, we present two approximation algorithms with worst-case bounds of 1.4 and 1.5 , respectively. For the 4 -clique covering our algorithm is a $2 \frac{1}{3}$-approximation algorithm. For the general $k$-clique covering we describe an algorithm that is a $\left(\frac{k}{2}+\frac{k}{k-1}\right)$-approximation algorithm. For this case the greedy heuristic for set covering gives a bound of $\left.\mathcal{H}\binom{k}{2}\right) \approx 2 \log k$ with running time $O\left(n^{k}\right) . \mathcal{H}(d)$ is a harmonic series defined as $\mathcal{H}(d)=\sum_{j=1}^{d} \frac{1}{j}$. The harmonic series is asymptotically equal to the natural logarithm of $d$ (plus the Euler constant). For the problem on hypergraphs, when each hyperedge to be covered is of size $k-1$, we describe two approximation algorithms and demonstrate that they compare favorably with algorithms derived from setting the problem as a set covering problem.

In $\S 2$, we discuss the reduction of the $k$-clique covering problem to the set covering problem. Once reduced to the set covering problem, the greedy heuristic [4] for set

Table 1
$\delta$-approximation algorithms.

| Algorithm | Case | Running time | $\delta$ |
| :---: | :---: | :---: | :---: |
| $H_{1}$ | $(3, \leq 2)$ | $O\left(m^{2.5}\right)$ | 1.4 |
| $H_{2}$ |  | $O(m)$ | 1.5 |
| $H_{3}$ | $(4, \leq 2)$ | $O(m)$ | $7 / 3$ |
| $H_{4}$ | $(k, \leq 2)$ | $O(m)$ | $\frac{k}{2}+\frac{k}{k-1}$ |
| $H_{5}$ | $(k, k-1)$ | $O\left(m^{3} k.\right)$ | $\mathcal{H}(k)-\frac{1}{6}$ |
| $H_{6}$ |  | $O\left(m^{2.5}\right)$ | $\left\lceil\frac{k}{2}\right\rceil$ |

covering becomes applicable. Throughout this paper, we refer to the greedy heuristic as the greedy. For a set covering problem on a hypergraph with $n$ vertices and with $m$ elements to be covered, elements that are edges and vertices in a graph or hyperedges in a hypergraph, the greedy is a $\min \{k \log 2, \log m\}$-approximation algorithm of complexity $\left.O\binom{n}{k} \min (k!, m)\right)$.

Section 3.1 includes the approximation algorithms for graphs with clique sizes 3 or 4 . Section 3.2 contains two approximation algorithms for solving the problem on hypergraphs in which each hyperedge has exactly $(k-1)$ vertices.

Table 1 summarizes the results of $\S 3$. Case $(k, q)$ denotes an instance for which each hyperedge has cardinality $q$, and case ( $k, \leq q$ ), an instance for which a hyperedge consists of at most $q$ vertices.

In $\S 4$ we conclude with some future research directions.
2. Reduction to the set covering problem. The set covering problem (SC) is defined for a universal set of $m$ elements, $I=\{1 \ldots m\}$, and a collection of $p$ sets $S_{i} \subset I, i=1 \ldots p$. The problem is to find a smallest cardinality collection of sets, the union of which is $I$.

Not only is the set covering problem NP-hard, but it was recently established that an approximation algorithm for the problem with better than logarithmic bound is impossible unless all NP problems are solvable in subexponential time [18]-a fairly unlikely prospect.

The set covering problem may be generalized to a problem of covering sets with sets, as opposed to covering elements with sets. A set $S$ is said to be covered by a set. $\bar{S}$ if $S \subseteq \bar{S}$. The $\left(C C_{k}\right)$ is a class of instances of covering sets with sets when the covering sets $S_{i}$ are cliques of size $k$ and the elements are vertices and edges (hyperedges) of a graph (hypergraph). As such it is a special case of the set covering problem with all sets of fixed size $k$. As noted before, this set covering problem is NP-hard since covering edges with a minimum number of triangles is a special case.

The $\left(C C_{k}\right)$ has a shorter input representation than the set covering. Let the $k$ clique covering problem be defined on a hypergraph with $n$ vertices. Since any subset of $k$ vertices must be considered as a potential clique, $p=\binom{n}{k}$ sets are listed as part of the input. On the other hand, for the input of $\left(C C_{k}\right)$ only the size limit, $k$, is specified in addition to the graph (or hypergraph).

In order to reduce $\left(C C_{k}\right)$ to (SC), we consider the union of the hyperedges (that are sets of vertices) as the universal set. Any subset of vertices of size $k$ can be potentially used in a cover. So all such subsets are enumerated, and for each one we list all the hyperedges and vertices that are contained in such a subset. This creates a set covering problem with the number of sets $p$ equal to $\binom{n}{k}$, where $n$ is the number
of vertices in the graph, and $m$ is the number of elements equal to the number of hyperedges and isolated vertices.

There are two known approximation algorithms available for (SC). One bounds the worst-case error by the maximum number of sets that an element belongs to [10]. The other is the greedy with worst-case error bound equal to the harmonic series $\mathcal{H}(d)$, where $d$ is the largest set size $[16,17,4]$. The running time of the greedy is $O(n \log n)$, where $n$ is the number of sets. With the recent result of Lund and Yanakakis [18], the greedy is, up to a constant factor, a best possible approximation algorithm for the set covering problem, as it cannot be improved unless all NP problems are in DTIME $\left[n^{\text {poly }}(\log n)\right]$. The greedy is also ideally suited to the input of $\left(C C_{k}\right)$, as the largest set size is the maximum number of hyperedges covered by a $k$-clique, $2^{k}$. Consequently, this reduction makes an $\mathcal{H}\left(2^{k}\right)$-approximation algorithm readily available. There are $\binom{n}{k}$ potential covering sets. It takes $O(m k)$ to identify the hyperedges covered by a $k$-clique. At each iteration, we scan the list of cliques for the one that covers the most hyperedges. At each iteration, at least one hyperedge gets covered and thus removed. So the greedy iterates at most $m$ times. Therefore, the running time of the greedy on an instance of $\left(C C_{k}\right)$ is $\left.O\binom{n}{k} m^{2} k\right)$.

In a companion paper [9], we demonstrated an improvement to the greedy called the modified greedy heuristic, or simply the modified greedy. The modified greedy is an $\mathcal{H}(d)-\frac{1}{6}$-approximation algorithm. Its running time is $O\left(n \log n+m^{2.5}\right)$ on a general set covering problem with $n$ sets and $m$ elements, and it follows that its running time on an instance of $\left(C C_{k}\right)$ is $O\left(\binom{n}{k} m+m^{2.5}\right)$. This improvement is achieved by solving, in addition to the greedy procedure, a matching problem in a graph. The modified greedy is useful for instances of set covering with largest set size being bounded by a small value, as in the clique covering problem.

The other approximation algorithms described here have either faster running times or better bounds, or both, for various special cases.
3. Approximation algorithms. In this section, we present approximation algorithms for the $k$-clique covering problem. We first examine the $\left(C C_{k}\right)$ problem on graphs for the cases $k=3$ and $k=4$, and then for arbitrary $k$. We then describe two approximation algorithms for covering a hypergraph with hyperedges all of size ( $k-1$ ) with $k$-cliques.

For the clique covering problem on graphs, all vertices that are not isolated get covered when all edges are covered. Only isolated vertices may require additional cliques to be covered. For simplicity's sake, we are going to present the algorithms for covering edges only and comment separately about the adjustments required to cover isolated vertices as well. In all cases this adjustment does not modify the worst-case bound.

We use the common notation for a graph $G=(V, E),|V|=n$ and $|E|=m$. In case $G$ has isolated vertices, $m$ denotes the number of edges and isolated vertices.
3.1. Covering graphs with $\boldsymbol{k}$-cliques. The 2 -clique covering problem on a graph is trivially solvable: each edge is covered by a separate clique and the isolated vertices are covered two per clique. For $k=3$, the problem is NP-hard. To see this, notice that the number of triangles required to cover the edges of the graph is at least $\left\lceil\frac{m}{3}\right\rceil$. When $m$ is a multiple of 3 , this is achievable only if the edges of $G$ can be partitioned into triangles. Recognizing whether a graph has a partition into triangles was shown to be NP-complete by Holyer [12].

The rest of this section is organized as follows. We first analyze the cases $k=3$ and $k=4$. For the case $k=3$, we provide two algorithms, a 1.4-approximation algo-
rithm called $\left(H_{1}\right)$ and a 1.5-approximation algorithm called $\left(H_{2}\right)$, with running times $O\left(m^{3 / 2}\right)$ and $O(m)$, respectively. While $\left(H_{1}\right)$ has a better worst-case bound, $\left(H_{2}\right)$ has a faster running time. These are the first known approximation algorithms for covering a graph with triangles. For the case of $k=4$, we present a $\frac{7}{3}$-approximation algorithm, $\left(H_{3}\right)$, with running time $O(m)$. In the last subsection, we describe approximation algorithms for arbitrary $k$.
3.1.1. The triangle covering problem. Both algorithms presented here are adaptations of the greedy approach.

Algorithm $\left(H_{1}\right)$ runs in two phases. In the first phase, a maximal number of edge-disjoint triangles of $G$ are covered. To find a maximal number of edge-disjoint triangles, we use the procedure by Itai and Rodeh [15] for determining whether a graph contains a triangle. The complexity of this procedure is $O\left(m^{3 / 2}\right)$. We adapt it to find a maximal number of edge-disjoint triangles without increasing the complexity. The edges of these edge-disjoint triangles are covered and deleted from the graph.

In phase 2 there is no remaining triangle in the graph. It is possible to solve the 3 -clique covering problem in a triangle-free graph in linear time. In a graph that contains no triangles, each covering triangle covers either a 2 -chain (two adjacent edges) or a single edge. It is known [19] that if the number of edges $m$ of a connected graph is even, then one can cover the edges with exactly $\frac{m}{2} 2$-chains. Masuyama and Ibaraki [19] provide a linear time algorithm for solving this problem optimally. If a connected component of the triangle-free graph has an odd number of edges, then exactly one triangle is necessary to cover a single edge of the component while all others cover 2 -chains. We call a triangle covering a single edge a 1-triangle.

Note that if the input graph $G$ does not contain triangles or if the triangles are edge disjoint, then the problem can be solved optimally in $O\left(m^{3 / 2}\right)$ time.

The algorithm is given below.
Algorithm ( $H_{1}$ ).
Input: Graph $G=(V, E)$.
Phase 1: Find a maximal collection of edge-disjoint triangles $T$. Set $T^{H}=T$. Let $E_{T}$ be the edges of $T, E \leftarrow E \backslash E_{T}$.
Phase 2: While $G=(V, E)$ contains a nontrivial component $G_{i}=$ ( $V_{i}, E_{i}$ ), do
Cover $E_{i}$ with a set $T_{i}$ of $\left\lfloor\frac{\left|E_{i}\right|}{2}\right\rfloor$ 2-chains and possibly a 1-triangle (if $\left|E_{i}\right|$ is odd $)$. Set $T^{H} \leftarrow T^{H} \cup T_{i}$ and $E \leftarrow E \backslash E_{i}$.
end
Output $T^{H}$.
End of $\left(H_{1}\right)$.
In case graph $G$ contains a set of isolated vertices to be covered, the following adjustment is applied to $\left(H_{1}\right)$. At the termination of phase 2, we assign isolated vertices, one for each 1-triangle. In phase 3, the remaining isolated vertices are covered three per triangle, with possibly one or two vertices in the last triangle used. $T^{H}$ includes these additional triangles covering the isolated vertices.

Lemma 1. The complexity of algorithm $\left(H_{1}\right)$ is $O\left(m^{3 / 2}\right)$.
Proof. Phase 1 of the algorithm requires a maximal collection of edge-disjoint triangles. The algorithm of Itai and Rodeh finds a triangle, if one exists, by constructing a breadth-first-search tree and inspecting the nontree edges. That procedure runs in
$O\left(m^{3 / 2}\right)$. We use this procedure, and whenever a triangle is identified, its edges are removed from the graph and the data structure is updated in constant time. The procedure is then continued with no backtracking required. It is therefore possible to find a maximal collection of triangles with the same complexity as for finding a single triangle.

In phase 2, we find a maximum packing of 2 -chains in a triangle-free graph $G$. This can be done in linear time by using the following procedure, which is an adaptation of the one by Masuyama and Ibaraki [19]. The procedure is presented for one connected component of $G, G_{i}=\left(V_{i}, E_{i}\right)$. Consider any spanning tree in that component. All nontree edges are appended to the tree, each with a new vertex assigned to one of its endpoints. This creates a tree on $\left|E_{i}\right|$ edges and $\left|E_{i}\right|+1$ nodes. The tree is suspended from any node, say 1 , called the root node. While the tree contains more than one edge, consider any pair of leaf nodes that share the same parent node and cover the two edges incident to these leaf nodes with a 2-chain. Remove these two edges from the tree. If no such pair exists, then there is a node of degree 2 adjacent to a leaf node. The two edges incident to that node are packed in a 2 -chain and removed from the tree. This operation is repeated until the tree contains at most one edge. The collection of 2 -chains thus created forms a maximum packing.

If a single edge remains in the tree it is covered in phase 2 by a 1 -triangle. The complexity of identifying a maximum packing is linear, as can be shown by a straightforward inductive argument. The total number of triangles required to cover each component $G_{i}$ is $\left\lceil\left|E_{i}\right| / 2\right\rceil$.

The complexity of algorithm $\left(H_{1}\right)$ is therefore dominated by phase 1 and is $O\left(m^{3 / 2}\right)$, as stated.

We claim that algorithm $\left(H_{1}\right)$ is a $\frac{7}{5}$-approximation algorithm.
Theorem 1. The number of triangles delivered by $\left(H_{1}\right),\left|T^{H}\right|$, is at most $\frac{7}{5}$ times the smallest number of triangles covering the graph.

Proof. Let $z^{H}$ denote the number of triangles found by the heuristic. Let $T^{*}$ denote a triangle-covering of $G$ of minimum cardinality $z^{*}$. Note that in our context, a triangle is defined as a graph $\Delta=\left(V_{\Delta}, E_{\Delta}\right)$, with at most three vertices and at most three edges. A triangle with three edges is called a proper triangle. Without loss of generality we may assume that for each edge $e \in E$ there is exactly one triangle $\Delta \in T^{*}$ for which $e \in E_{\Delta}$.

Let the graph remaining at the end of phase 1 be $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$. Let $s$ denote the number of components in $G^{\prime}$ with an odd number of edges. Let $W$ denote the set of isolated vertices in the original graph $G$.

Case 1. Assume that $s \leq|W|$.
Then $z^{H}=\frac{|E|-\left|E^{\prime}\right|}{3}+\frac{\left|E^{\prime}\right|+s}{2}+\left\lceil\frac{|W|-s}{3}\right\rceil$, where, for $i=1,2,3$, the $i$ th term results from phase $i$ of the heuristic. Obviously we have

$$
z^{*} \geq\left\lceil\frac{|E|+|W|}{3}\right\rceil
$$

as any triangle in $T^{*}$ contains at most three edges from $E$, at most three vertices from $W$, or one edge from $E$ and one vertex from $W$. Similarly,

$$
z^{*} \geq \frac{\left|E^{\prime}\right|+s}{2}+\left\lceil\frac{|W|-s}{3}\right\rceil
$$

as any triangle contains at most two edges from $E^{\prime}$, one edge from $E^{\prime}$, and one vertex from $W$, or at most three vertices from $W$. At least $s$ triangles contain one edge from
$E^{\prime}$. Combining the bounds we find

$$
\begin{aligned}
z^{H}= & \frac{|E|-\left|E^{\prime}\right|}{3}+\frac{\left|E^{\prime}\right|+s}{2}+\left\lceil\frac{|W|-s}{3}\right\rceil \\
= & \left\lceil\frac{|E|+|W|}{3}\right\rceil+\frac{\left|E^{\prime}\right|+s}{6}+\frac{1}{3}\left\lceil\frac{|W|-s}{3}\right\rceil \\
& +\left(\frac{|E|+|W|}{3}-\left\lceil\frac{|E|+|W|}{3}\right\rceil\right)+\left(\frac{2}{3}\left\lceil\frac{|W|-s}{3}\right\rceil-\frac{|W|-s}{3}\right) \\
\leq & \frac{4 z^{*}+1}{3} .
\end{aligned}
$$

Note that equality holds only in the special case when $|W|-s=1,|E|$ and $|W|$ are multiples of 3 , and both bounds on $z^{*}$ are binding. For $z^{*} \leq 4$ it is easily verified that $z^{H} \leq \frac{4}{3} z^{*}$. For $z^{*} \geq 5$ we have $z^{H} \leq \frac{4 z^{*}+1}{3} \leq \frac{7}{5} z^{*}$.

Case 2. Assume that $s>|W|$.
Then $6 z^{H}=2|E|+\left|E^{\prime}\right|+3 s$.
In order to give an upper bound on this expression we derive three inequalities. Let $s_{i}$ denote the number of components in $E^{\prime}$ with exactly $i$ edges. Then $s-s_{1}-$ $s_{3}-s_{5}-s_{7}$ is the number of components with an odd number of at least nine edges. Hence $9\left(s-s_{1}-s_{3}-s_{5}-s_{7}\right) \leq\left|E^{\prime}\right|-s_{1}-3 s_{3}-5 s_{5}-7 s_{7}$, which is rearranged to

$$
\begin{equation*}
9 s-8 s_{1}-6 s_{3}-4 s_{5}-2 s_{7}-\left|E^{\prime}\right| \leq 0 . \tag{1}
\end{equation*}
$$

The following two inequalities represent different lower bounds on the minimum number of triangles in a triangle cover. The first one is by counting degrees. A vertex $v$ of degree $\delta(v)$ must occur in at least $\left\lceil\frac{1}{2} \delta(v)\right\rceil$ triangles. Define $\bar{V} \subseteq V$ to be the set of vertices $v$ of even degree for which there exists at least one triangle $\Delta \in T^{*}$ such that $v \in V_{\Delta}$ and $\#\left(e \in E_{\Delta}, e \ni v\right) \leq 1$. Such a vertex $v \in \bar{V}$ appears in at least $\frac{1}{2} \delta(v)+1$ triangles. Note that $W \subseteq \bar{V}$. These considerations lead to the following:

$$
\begin{aligned}
6 z^{*} & \geq \sum_{\Delta \in T^{*}} \sum_{v \in V_{\Delta}} 2=\sum_{v \in V} \sum_{\Delta \in T^{*}, V_{\Delta} \ni v} 2 \\
& \geq 2|W|+\sum_{v \in V, \delta(v) \text { odd }}(\delta(v)+1)+\sum_{v \in V \backslash \bar{V}, \delta(v) \text { even }} \delta(v)+\sum_{v \in \bar{V} \backslash W}(\delta(v)+2) .
\end{aligned}
$$

Here the first inequality uses the fact that a triangle contains at most three vertices, and the second one exploits the degrees of vertices. The result is reformulated as

$$
\begin{equation*}
6 z^{*} \geq 2|W|+2|E|+\sum_{v: \delta(v) \text { odd }} 1+\sum_{v \in \bar{V} \backslash W} 2 . \tag{2}
\end{equation*}
$$

In phase 1 of the heuristic the parity of the degrees of the vertices does not change as only proper triangles are deleted from the graph. So odd degree vertices in $G$ are odd-degree vertices in $G^{\prime}$. Note that in $G^{\prime}$ each component of size 1 or 3 contains at least two vertices of odd degree. Hence these components give a total contribution of $2 s_{1}+2 s_{3}$ in the third term of inequality (2). A component of size 5 or 7 that contains an odd-degree vertex must contain at least two of these, and so it also gives a contribution of 2 in the third term of (2). If a component has only vertices of even degree, and at least one of these is in $\bar{E}$, then such a component contributes at least 2 in the fourth term in (2). It follows that components of size 5 or 7 that do not
contribute 2 to (2) can only have vertices of even degree, and none of these vertices can belong to $\bar{V}$.

The second lower bound on $z^{*}$ is derived by counting triangles in $T^{*}$ around each component in $G^{\prime}$. Let, for $i=0,1,2, T_{i}^{*}$ denote the set of triangles in $T^{*}$ that cover $i$ edges of $E^{\prime}$. For a component $C$ of $G^{\prime}$, with vertex set $V(C)$ and edge set $E(C)$, and for $i=1,2$, let $T_{i}^{*}(C)$ denote the set of triangles $\Delta \in T^{*}$, with $\left|E(C) \cap E_{\Delta}\right|=i$. Note that $|E(C)|=\left|T_{1}^{*}(C)\right|+2\left|T_{2}^{*}(C)\right|$. Furthermore, note that a triangle in $T^{*}$ can share edges with at most one component of $G^{\prime}$, as these components are pairwise vertex disjoint.

A triangle $\Delta \in T_{0}^{*}$ with $V_{\Delta}=\{a, b, c\}$ is assigned to components $C_{a}, C_{b}, C_{c}$, for one third each, where $C_{x}$ denotes the component containing $x$.

A triangle $\Delta \in T_{2}^{*}$ is assigned completely to the component it shares two edges with.

A triangle $\Delta \in T_{1}^{*}$ sharing one edge with component $C$ is completely assigned to $C$, if $\left|T_{1}^{*}(C)\right|=1$. On the other hand, if $\left|T_{1}^{*}(C)\right|>1$, then $\Delta$ is assigned to $C$ for a fraction of $\frac{29}{36}$, and to $C^{\prime}$ for the remaining $\frac{7}{36}$, where $C^{\prime}$ is the component containing the third vertex of $\Delta$. (Note that $C^{\prime}$ may be equal to $C$, and it is also possible that $C^{\prime}$ contains an isolated vertex, or that $C^{\prime}$ does not exist. In the latter cases, the fraction $\frac{7}{36}$ is considered lost.)

Let $z^{*}(C)$ denote the total number of triangles assigned to $C$. Then $z^{*} \geq \sum z^{*}(C)$, where the sum is taken over all components $C$ in $G^{\prime}$. We estimate the value of $z^{*}(C)$ by distinguishing between the following cases.
[A] If $\left|T_{1}^{*}(C)\right|=0$, then $|E(C)|$ is even and $z^{*}(C) \geq\left|T_{2}^{*}(C)\right|=\frac{1}{2}|E(C)|$.
[B] If $\left|T_{1}^{*}(C)\right|=1$, then $|E(C)|$ is odd and $z^{*}(C) \geq 1+\left|T_{2}^{*}(C)\right|=\frac{1}{2}(|E(C)|+1)$.
[C] If $\left|T_{1}^{*}(C)\right|>1$, and $|E(C)|$ is even, then $z^{*}(C) \geq\left|T_{2}^{*}(C)\right|+\frac{29}{36}\left|T_{1}^{*}(C)\right|=$ $\frac{1}{2}\left(|E(C)|-\left|T_{1}^{*}(C)\right|\right)+\frac{29}{36}\left|T_{1}^{*}(C)\right|>\frac{1}{2}|E(C)|$.
[D] If $\left|T_{1}^{*}(C)\right|>1$, and $|E(C)|$ is odd, then $z^{*}(C) \geq\left|T_{2}^{*}(C)\right|+\frac{29}{36}\left|T_{1}^{*}(C)\right|=$ $\frac{1}{2}\left(|E(C)|-\left|T_{1}^{*}(C)\right|\right)+\frac{29}{36}\left|T_{1}^{*}(C)\right|>\frac{1}{2}(|E(C)|+1)+\frac{1}{3}$, as $\left|T_{1}^{*}(C)\right| \geq 3$.

Let $D 5$ and $D 7$ denote the set of components $C$ of size 5 and 7 , respectively, for which the premise of $[\mathrm{D}]$ applies, that is, for which $\left|T_{1}^{*}(C)\right|>1$ and $|E(C)|$ is odd.

Let $B 5$ denote the set of components $C$ of size 5 , for which $\left|T_{1}^{*}(C)\right|=1, V(C) \cap$ $\bar{V}=\emptyset$, and $\delta(v)$ is even, for all $v \in V(C)$. Such a component $C$ forms a 5 -cycle, and each vertex in $C$ has degree two in each triangle of $T^{*}$ in which it appears. Moreover, $E\left(T_{2}^{*}(C)\right)-E(C)=\{a, b\}$ and $E\left(T_{1}^{*}(C)\right)-E(C)=\{c, d\}$ with 4 distinct edges $a, b, c, d$ which form a 4 -cycle. Let $T_{a}$ denote the proper triangle containing edge $a$ found by the heuristic in phase 1. Let the other two edges in $T_{a}$ be $\left\{a^{\prime}, a^{\prime \prime}\right\}$. By symmetry between $a$ and $b$ we may assume without loss of generality that $a^{\prime}$ and $a^{\prime \prime}$ are not in $E\left(T^{*}(C)\right)$. If $a^{\prime}$ or $a^{\prime \prime}$ is in $E\left(T_{0}^{*}\right)$, then we have $z^{*}(C) \geq 3+\frac{1}{3}$. If not, then they must both belong to $E\left(T_{1}^{*}\left(C^{\prime}\right)\right)$ for some other component $C^{\prime \prime}$. But then $\left|T_{1}^{*}\left(C^{\prime}\right)\right|>1$, and so $C$ has been assigned at least $2 \times \frac{7}{36}>\frac{1}{3}$ of a triangle. Again we find $z^{*}(C) \geq 3+\frac{1}{3}$. We conclude that $z^{*}(C) \geq 3+\frac{1}{3}=\frac{1}{2}(|E(C)|+1)+\frac{1}{3}$, for each $C \in B 5 \cup D 5$.

Let $B 7$ denote the set of components $C$ of size 7 , for which $\left|T_{1}^{*}(C)\right|=1, V(C) \cap$ $\bar{V}=\emptyset$, and $\delta(v)$ is even, for all $v \in V(C)$. Such a component $C$ must be a 7 -cycle. Let $a$ be any edge from $E\left(T_{2}^{*}(C)\right) \backslash E(C)$, and let $T_{a}$ denote the proper triangle containing edge $a$ found by the heuristic in phase 1. Let the other two edges in $T_{a}$ be $\left\{a^{\prime}, a^{\prime \prime}\right\}$. If $a^{\prime}$ and $a^{\prime \prime}$ have both ends in $V(C)$, then one of them is in $E\left(T_{0}^{*}\right)$. If one of $a^{\prime}, a^{\prime \prime}$ is in $E\left(T_{0}^{*}\right)$, then $C$ has been assigned at least $\frac{1}{3}$ of a $T_{0}^{*}$-triangle, so $z^{*}(C) \geq 4+\frac{1}{3}$. It is easily verified that if the above does not apply, then $E\left(T_{2}^{*}(C)\right) \backslash E(C)$ contains


Fig. 1. Illustration of the worst-case bound for Algorithm $\left(H_{1}\right)$.
an edge $a$, for which both edges $a^{\prime}$ and $a^{\prime \prime}$ are not in $E\left(T_{0}^{*}\right) \cup E\left(T^{*}(C)\right)$. Hence they both belong to $E\left(T_{1}^{*}\left(C^{\prime}\right)\right)$ for some other component $C^{\prime}$. We proceed as in the case for $B 5$ and find that $z^{*}(C) \geq 4+\frac{1}{3}=\frac{1}{2}(|E(C)|+1)+\frac{1}{3}$, for $C \in B 7 \cup D 7$.

Combining these results we find

$$
\begin{equation*}
2 z^{*} \geq \sum_{C} 2 z^{*}(C) \geq\left|E^{\prime}\right|+s+\sum_{C \in B 5 \cup D 5} \frac{2}{3}+\sum_{C \in B 7 \cup D 7} \frac{2}{3} . \tag{3}
\end{equation*}
$$

Taking a linear combination of the three inequalities, with weight $\frac{1}{5}$ for inequality (1), weight 1 for inequality (2), and weight $\frac{6}{5}$ for inequality (3), we find

$$
\begin{aligned}
6 z^{H}= & 2|E|+\left|E^{\prime}\right|+3 s \\
\leq & 0.2 \times\left(9 s-8 s_{1}-6 s_{3}-4 s_{5}-2 s_{7}-\left|E^{\prime}\right|\right) \\
& +1.0 \times\left(2|W|+2|E|+\sum_{v: \delta(v) \text { odd }} 1+\sum_{v \in \bar{V} \backslash W} 2\right) \\
& +1.2 \times\left(\left|E^{\prime}\right|+s+\sum_{C \in B 5 \cup D 5} \frac{2}{3}+\sum_{C \in B 7 \cup D 7} \frac{2}{3}\right) \\
\leq & 0.2 \times 0+1.0 \times 6 z^{*}+1.2 \times 2 z^{*}=8.4 z^{*},
\end{aligned}
$$

which concludes our proof.
Figure 1 illustrates the tightness of the bound of Algorithm $\left(H_{1}\right)$ : stars within triangles indicate an optimal covering, $H$ 's within triangles indicate the triangles selected in phase 1. Five more triangles are needed in phase 2 to cover the peripheral edges.

We now propose an alternative algorithm, $\left(H_{2}\right)$, that runs in linear time and delivers a solution that is at most 1.5 times the optimum. $\left(H_{2}\right)$ should be selected when running time is an important consideration.

Algorithm $\left(H_{2}\right)$.
Input: Graph $G=(V, E) . T^{H}=\emptyset$.
Phase 1: For each nontrivial component $G_{i}=\left(V_{i}, E_{i}\right)$ of $G=(V, E)$ with $\left|E_{i}\right| \equiv 3$ modulo 6 , do
Select a vertex $v \in V_{i}$, and find a vertex $w \in V_{i}$ at maximum distance from $v$. If there is a proper triangle $\Delta$ containing $w$, set $T^{H} \leftarrow T^{H} \cup \Delta$ and $E \leftarrow E \backslash E_{\Delta}$.

## end

Phase 2: While $G=(V, E)$ contains a nontrivial component $G_{i}=$ ( $V_{i}, E_{i}$ ), do
cover $E_{i}$ with a set $T_{i}$ of $\left\lfloor\frac{\left|E_{i}\right|}{2}\right\rfloor$ 2-chains and possibly a 1-triangle (if $\left|E_{i}\right|$ is odd). Set $T^{H} \leftarrow T^{H} \cup T_{i}$ and $E \leftarrow E \backslash E_{i}$.
end
Output $T^{H}$.
End of $\left(H_{2}\right)$.
In case the input graph contains a set of isolated vertices to be covered, the same adjustment applied to $\left(H_{1}\right)$ is applied to $\left(H_{2}\right)$.

Theorem 2. $\left(\mathrm{H}_{2}\right)$ is a linear time 1.5-approximation algorithm.
Proof. Phase 1 of Algorithm $\left(H_{2}\right)$ is linear in $m$ since it requires for each component one breadth-first search starting from vertex $v$ and one starting from $w$. Phase 2 is identical to phase 2 of Algorithm ( $H_{1}$ ) and its running time is likewise linear (see the proof of Lemma 1).

In case there are no isolated vertices it suffices to prove the bound of 1.5 for each nontrivial component of $G$. The reason is that no triangle in any optimal cover can cover edges from different components of $G$. Hence, assume without loss of generality that the input graph $G$ is connected. Let $z^{H}=\left|T^{H}\right|$ and $z^{*}$ be, respectively, the number of cliques used by Algorithm $\left(H_{2}\right)$ and the optimal number of cliques used to cover the edges and vertices of $G$. Then

$$
z^{H}=\left\lfloor\frac{|E|+1}{2}\right\rfloor \text { and } \dot{z}^{*} \geq\left\lceil\frac{|E|}{3}\right\rceil .
$$

It follows that

$$
z^{H} \leq \frac{|E|+1}{2}=\frac{3}{2} \frac{|E|}{3}+\frac{1}{2} \leq \frac{3}{2}\left\lceil\frac{|E|}{3}\right\rceil+\frac{1}{2} \leq \frac{3}{2} z^{*}+\frac{1}{2} .
$$

Note that if $|E| \neq 6 k+3$, then equality cannot hold throughout, and so we find $z^{H} \leq 1.5 z^{*}$. In case $|E|=6 k+3$, phase 1 of the algorithm tries to detect a triangle containing a vertex $w$. If such a triangle is not found, then we know that $z^{*} \geq \frac{|E|}{3}+1$, and again equality does not hold throughout. In the case when a triangle is detected, its edges are deleted from $E$. Note that the resulting graph is still connected. Hence the heuristic will find in phase 2 a number of triangles equal to $\frac{|E|-3}{2}$. As a result $z^{H}=1+\frac{3}{2} \frac{|E|-3 \mid}{3} \leq \frac{3}{2} \frac{|E|}{3}$, which settles this case.

Next we consider the case when there are isolated vertices to be covered. Let $W$ be the set of isolated vertices, and let $s$ be the number of odd components in graph $G$, at the start of phase 2 . Obviously, if $|W| \leq s$, then the heuristic finds the same number of triangles as without the isolated vertices. It follows immediately that again $z^{H} \leq 1.5 z^{*}$. We only need consider the case when $|W| \geq s+1$. Let $t$ and $u$ denote the number of components in graph $G$ for which the number of edges is 1 modulo 3 and 2 modulo 3 , respectively. Let $E$ denote the set of edges of $G$ at the start of phase 1 , and $E^{\prime}$ the set of edges at the start of phase 2 . Then the bound for $z^{*}$ can be sharpened to

$$
z^{*} \geq \frac{|E|-\left|E^{\prime}\right|}{3}+\frac{\left|E^{\prime}\right|+2 t+u}{3}+\frac{|W|-t}{3} .
$$



Fig. 2. Illustration of the worst-case bound for Algorithm $\left(H_{2}\right)$.

As in the proof of Theorem 1 we derive

$$
\begin{aligned}
z^{H} & =\frac{|E|-\left|E^{\prime}\right|}{3}+\frac{\left|E^{\prime}\right|+s}{2}+\left\lceil\frac{|W|-s}{3}\right\rceil \\
& \leq \frac{|E|-\left|E^{\prime}\right|}{2}+\frac{\left|E^{\prime}\right|+s}{2}+\left\lceil\frac{|W|-s}{3}\right\rceil \\
& \leq \frac{|E|-\left|E^{\prime}\right|}{2}+\frac{\left|E^{\prime}\right|+s}{2}+\frac{|W|-s}{2}+\frac{1}{2} \\
& =\frac{|E|-\left|E^{\prime}\right|}{2}+\frac{\left|E^{\prime}\right|+|W|+t+u}{2}+\frac{1-t-u}{2} \\
& \leq \frac{3}{2} z^{*}+\frac{1-t-u}{2} .
\end{aligned}
$$

For $t+u \geq 1$ this settles the proof. For $t+u=0$ equality can hold throughout only when $|E|=\left|E^{\prime}\right|$ and $|W|$ are multiples of $3, z^{*}=(|E|+|W|) / 3$ and $|W|-s=1$. Hence each component can be partitioned into triangles. But then a contradiction follows from the fact that $s \neq 0$, so there must be a component of odd size $6 k+3$, for which the algorithm fails to find a triangle in phase 1.

The bound is tight, as is shown by taking as input a graph, the components of which are the union of an even number of triangles. See Figure 2 for an example.

One might think that the following postprocessing of phase 2 of Algorithm ( $\mathrm{H}_{2}$ ) could improve the outcome: consider the 2 -chains of phase 2 , one by one. If there is an edge which forms a triangle with the two edges of the 2-chain under consideration, one covers this edge together with the 2-chain and deletes it from its own 2-chain. At the end of this post-processing, one eliminates the 2 -chains which are now empty, i.e., the ones from which two edges have been deleted. The example in Figure 2 shows that the bound is not improved by applying this postprocessing procedure.
3.1.2. The 4 -clique covering. Here we consider the problem of covering the edges and isolated vertices of a graph with 4 -cliques. We present a linear time $\frac{7}{3}$ approximation algorithm, Algorithm $\left(H_{3}\right)$.

An alternative approximation algorithm is the modified greedy applied to the problem presented as a set covering problem. The worst-case bound of the modified greedy in this case is $\frac{23}{12}$ (see [9]), which is better than $\frac{7}{3}$. The running time of the modified greedy is $O\left(n^{4} \log n\right)$, where $n$ is the number of vertices of the graph, which is worse than the running time of Algorithm $\left(H_{3}\right), O(m)$.

Algorithm $\left(H_{3}\right)$ runs in two phases. In the first phase we cover a maximal number of edges with 4 -cliques such that each 4 -clique covers at least 3 edges. In the second phase, the remaining edges and the isolated vertices $W \subseteq V$ are covered optimally with a minimum number of 4 -cliques.

An iteration of phase 1 consists of covering a connected subgraph induced on 4 vertices by a 4 -clique and then of deleting the covered edges. Phase 1 proceeds until no connected component of $G$ has more than 3 vertices. At the end of phase 1, all isolated vertices in $V \backslash W$ are deleted.

At the beginning of phase 2 , the connected components of $G, G_{1}, G_{2}, \ldots, G_{s}$ are triangles, isolated vertices of $W$, single edges, or 2 -chains (two adjacent edges). The single edges are covered two per 4-clique (if the number of isolated edges is odd, then the extra edge is covered alone) and each 2-chain or triangle is covered by its own 4 -clique.

The algorithm is given below.
Algorithm ( $\mathrm{H}_{3}$ ).
Input: Graph $G=(V, E)$.
Set $C^{H}=\emptyset$.

## Phase 1:

Do until no connected component of $G=(V, E)$ has more than three vertices:

Find a connected subgraph on 4 vertices, $C$.
Set $C^{H} \leftarrow C^{H} \cup C$. Let $E_{C}$ be the edge set of $C$. Set $E \leftarrow E \backslash E_{C}$. enddo
Phase 2: Let $T$ be the set of triangles and 2-chains of $G$. Set $C^{H} \leftarrow$ $C^{H} \cup T$. Let $C_{F}$ be the set of 4-cliques required to cover the set $F$ of isolated edges of $G$ (two per 4-clique). Set $C^{H} \leftarrow C^{H} \cup C_{F}$. Output $C^{H}$.
End of $\left(H_{3}\right)$.
In the case when the input graph contains a set of isolated vertices to be covered, the following adjustment is applied to $\left(H_{3}\right)$. At the termination of phase 2 , we assign isolated vertices: one for each triangle or 2 -chain in $T$, two for a single-edge clique. The remaining isolated vertices are covered 4 per clique with possibly 1 , 2 , or 3 vertices in the last clique used. We append these additional cliques to the set $C^{H}$.

The complexity and worst-case performance of Algorithm $\left(H_{3}\right)$ are given by the next theorem.

Theorem 3. $\left(H_{3}\right)$ is a linear time $\frac{7}{3}$-approximation algorithm.
Proof. Phase 1 can be implemented using a linear time depth-first-search technique. Phase 2 scans through the remaining edges once. The assignment of isolated vertices will take linear time as well. Thus, the complexity of the algorithm is linear in the number of edges and isolated vertices, $O(m)$.


Fig. 3. Illustration of the worst-case bound for the clique size 4.

Let $z^{*}$ be the optimal number of 4 -cliques and $\alpha z^{*}$ be the total number of 4 -cliques used during phase 1 . Because at least 3 edges are covered by each 4 -clique used in phase 1 , the total number of edges covered during phase 1 is at least $3 \alpha z^{*}$. Also, no more than 6 edges can be covered by a 4 -clique. Therefore, the number of elements which remain to be covered during phase 2 is at most $(6-3 \alpha) z^{*}$. The number of 4 -cliques used during phase 2 is at most

$$
\min \left\{\left\lceil\frac{(6-3 \alpha) z^{*}}{2}\right\rceil, z^{*}\right\}
$$

The first term follows from the fact that a phase 24 -clique covers at least two edges. The second term is because the remaining edges and isolated vertices are covered optimally and therefore must use at most $z^{*} 4$-cliques. Hence, the total number of 4 -cliques used by the approximation algorithm is at most

$$
\begin{aligned}
z^{H} & \leq \alpha z^{*}+\min \left\{\left\lceil\frac{(6-3 \alpha) z^{*}}{2}\right\rceil, z^{*}\right\} \\
& \leq \min \left\{\frac{(6-\alpha) z^{*}}{2}+\frac{1}{2},(1+\alpha) z^{*}\right\} \\
& \leq \frac{7}{3} z^{*}+\frac{1}{3}
\end{aligned}
$$

The last inequality is derived by setting $\frac{(6-\alpha) z^{*}}{2}+\frac{1}{2}=(1+\alpha) z^{*} . \quad \square$
An example in Figure 3 illustrates the tightness of the bound. In this example, there are 24 edges forming 6 cliques of size 4 . The optimal solution is $z^{*}=6$. By
applying algorithm $\left(H_{3}\right)$, edges are covered in the order in which they are labeled in the graph. Numbers associated with each edge indicate which clique the corresponding edge belongs to. Algorithm $\left(H_{3}\right)$ uses 14 cliques, with the first 9 cliques containing 3 edges each, the next 4 cliques containing 2 edges each and the last clique containing only one edge. Thus the ratio $\frac{z^{H}}{z^{*}}$ is $\frac{14}{6}=\frac{7}{3}$.
3.1.3. $k$-clique covering in a graph. We extend our discussion to the general clique size, $k$, for the graph $G=(V, E)$. For this case the greedy for set covering gives a bound of $\mathcal{H}\left(\binom{k}{2}\right) \approx 2 \log k$ with running time $O\left(n^{k}\right)$, and the modified greedy [9] improves the bound to $\mathcal{H}\left(\binom{k}{2}\right)-\frac{1}{6}$. In this section, we present a linear time $\left(\frac{1}{2}+\frac{1}{k-1}\right) k$ approximation algorithm $\left(H_{4}\right)$ for the $k$-clique covering problem. Although the quality of the bound is worse than that derived from the set covering representation of the problem, the running time is significantly reduced.

Algorithm $\left(H_{4}\right)$ finds a cover with star-shaped components. Phase 1 of $\left(H_{4}\right)$ finds a sequence of vertices and edges, such that each edge and each vertex occurs once, and such that all edges in the sequence between consecutive vertices $v_{i}$ and $v_{i+1}$ are incident with $v_{i}$. The isolated vertices are appended at the end of this sequence. In phase 2 the sequence is broken into batches of size at most $k-1$. Such a batch of $k-1$ edges and vertices induces a graph on at most $k$ vertices, and forms a clique. The algorithm is stated as follows.

```
Algorithm ( \(H_{4}\) ).
    Input: Graph \(G=(V, E)\).
    Phase 1: Set \(S E Q=\emptyset, \bar{V}=V, \bar{E}=E\);
    while \(\bar{V} \neq \emptyset\) do begin
        Select a vertex \(v \in \bar{V}\);
        Set \(S E Q=(S E Q,\{v\})\);
        repeat
            Find a vertex \(u \in V \backslash \bar{V}\) such that \((u, v) \in \bar{E}\);
            Set \(S E Q=(S E Q,\{u, v\})\);
            \(\bar{E} \leftarrow \bar{E} \backslash\{(u, v)\} ;\)
    until no such \(u\) can be found;
    \(\bar{V} \leftarrow \bar{V} \backslash\{v\} ;\)
    end;
    Let \(S E Q=S_{1}, S_{2}, \ldots, S_{N}\), where \(N=|E|+|V|\).
    Phase 2: Set \(C^{H}=\emptyset, \bar{k}=0\);
    while \(\bar{k}<N\) do begin
        Let \(C\) denote the component with vertex set \(V(C)=S_{\bar{k}+1} \cup \cdots \cup\)
        \(S_{\bar{k}+k-1}\) and edge set \(E(C)=\left\{S_{\bar{k}+1}, \ldots, S_{\bar{k}+k-1}\right\} \cap E\);
        \(C^{H} \leftarrow C^{H} \cup C ;\)
        \(\bar{k}=\bar{k}+k-1 ;\)
    end;
    Output \(z_{H}=\left|C^{H}\right|\) as the number of cliques used by the algorithm;
End of \(\left(H_{4}\right)\).
```

The complexity and a bound on the worst-case performance of Algorithm ( $H_{4}$ ) are given in the following theorem.

Theorem 4. $\left(H_{4}\right)$ is a linear time $\left(\frac{k}{2}+\frac{k}{k-1}\right)$-approximation algorithm.
Proof. Phase 1 can be realized in linear time by a simple breadth-first search. Phase 2 is obviously linear in the length of the sequence, $O(m)$.

Let $z^{H}$ be the number of cliques used for covering edges by heuristic $\left(H_{4}\right)$, and let $z^{*}$ be the number used by an optimal clique covering. Let $w$ denote the number of isolated vertices, $V$ the set of nonisolated vertices, and $E$ the set of edges. Then

$$
z^{H}=\left\lceil\frac{|E|+|V|+w}{k-1}\right\rceil
$$

and

$$
k z^{*} \geq w+\sum_{v \in V}\left\lceil\frac{\delta(v)}{k-1}\right\rceil
$$

as each vertex $v$ of degree $\delta(v)$ occurs in at least

$$
\left\lceil\frac{\delta(v)}{k-1}\right\rceil
$$

cliques. The latter number is bounded from below by $w+\frac{2|E|}{k-1}$, and also by $w+|V|$. It follows that

$$
\begin{aligned}
z^{H} & \leq \frac{|E|+|V|+w}{k-1}+1 \\
& \leq \frac{1}{2} k z^{*}+\frac{1}{k-1} k z^{*}+1 .
\end{aligned}
$$

Note that for $k>4$, this gives $z^{H} / z^{*} \leq \frac{3}{4} k$, and for increasing $k$, the bound goes to $\frac{1}{2} k$.

The bound is tight, as can be seen by taking as input a graph consisting of $N$ $k$-cliques. Each clique has $\frac{k(k-1)}{2}$ edges and $k$ vertices. The algorithm partitions these edges and vertices in

$$
\left\lceil N\left(\frac{k}{2}+\frac{k}{k-1}\right)\right\rceil
$$

batches of size $k-1$, whereas the optimal cover uses $N$ cliques.
3.2. $k$-clique covering of hyperedges of size $k-1$. In this section, we consider the $k$-clique covering problem for hypergraphs that have all hyperedges of size $k-1$. Following the notation introduced earlier, this is the case $(k, k-1)$. This problem is a set covering problem with all sets of size $\leq k$. This is because at most $k$ hyperedges of size $k-1$ each fit in a clique on $k$ vertices.

The complexity of applying the greedy or the modified greedy to this set covering problem is $\Omega\left(n^{k}\right)$ since the number of sets to be considered is $\binom{n}{k}$. The purpose of algorithm $\left(H_{5}\right)$ is to select a small collection of $O\left(m^{2}\right)$ sets to be considered.

Let the hyperedges to be covered be $\left\{E_{1}, \ldots, E_{m}\right\}$. Two hyperedges (elements) $E_{i}, E_{j}$ are called a spanning pair if $\left|E_{i} \cup E_{j}\right|=k$. Any $k$-clique containing more than one hyperedge must have a spanning pair.

Algorithm ( $H_{5}$ ).
Input: $V ; E=\left\{E_{1}, \ldots, E_{m}\right\}$.
Phase 1: \{Generate a collection of spanning pairs\}
Set $S=E$; \{Include all singletons in the covering sets\}
for all pairs $E_{i}, E_{j} \in E$ do

$$
\begin{aligned}
& \text { if }\left|E_{i} \cup E_{j}\right|=k \text { then } \\
& \quad S \leftarrow S \cup\left\{E_{i} \cup E_{j}\right\} ;\{\text { Include all spanning pairs }\}
\end{aligned}
$$

Phase 2:
Apply modified greedy to the set covering problem with a collection of sets $S$ and a collection of elements $\left\{E_{1}, \ldots, E_{m}\right\}$;
End of ( $H_{5}$ ).
Theorem 5. $\left(H_{5}\right)$ is an $\left(\mathcal{H}(k)-\frac{1}{6}\right)$-approximation algorithm with running time $O\left(m^{2} k+m^{2.5}\right)$.

Proof. Algorithm $\left(H_{5}\right)$ reduces the computational complexity of the greedy set covering heuristic by limiting the number of covering sets. The set covering matrix developed in phase 1 has at most $\binom{m}{2}+m$ columns and $m$ rows. To check if a hyperedge is covered by a set, we need to scan the hyperedge's vertex set, which takes $O(k)$ time. Since the modified greedy applied in phase 2 takes only $O\left(m^{2.5}\right)$ [9], the overall running time of $\left(H_{5}\right)$ is $O\left(\left(\binom{m}{2}+m\right) k+m^{2.5}\right)=O\left(m^{2} k+m^{2.5}\right)$.

As observed earlier, any clique containing more than one hyperedge must have a spanning pair. Algorithm ( $H_{5}$ ) has included all spanning pairs together with singleton sets $E_{i}, i=1, \ldots, m$ in the collection of sets $S$. Thus all possible covering sets are accounted for in solving the set covering problem. Therefore, using the modified greedy for this reduced problem is the same as for the original problem, and the worst-case bound is then $\mathcal{H}(k)-\frac{1}{6}$.

Now we provide another heuristic, $\left(H_{6}\right)$, based on graph matching. This algorithm has better complexity than $\left(H_{5}\right)$ if $k>\sqrt{m}$, but its bound quality is not as good.

Algorithm ( $H_{6}$ ).
Step 1: Construct the following undirected graph $G=(V, E)$ : Each vertex represents a hyperedge; Two vertices $i$ and $j$ are connected by an edge if and only if the corresponding hyperedges $i$ and $j$ form a spanning pair.
Step 2: Find a maximum cardinality matching in $G$.
Step 3: Put each pair of hyperedges corresponding to the end vertices of a matching edge obtained in Step 2 in a single clique. Put the remaining unmatched vertices (hyperedges) in separate cliques. Output the collection of cliques $C^{H}$.

## End of ( $H_{6}$ ).

The following theorem gives the worst-case bound of Algorithm $\left(H_{6}\right)$.
Theorem 6. Algorithm $\left(H_{6}\right)$ is a $\left\lceil\frac{k}{2}\right\rceil$-approximation algorithm with running time $O\left(m^{2.5}\right)$.

Proof. For two hyperedges to be packed together, their corresponding vertices must be connected by an edge in $G$. It suffices to prove the bound for any connected component of $G$, so assume that $G$ is connected.

Let $t_{i}$ be the number of hyperedges packed in the $i$ th clique of the optimal solution. These $t_{i}$ hyperedges must form a $t_{i}$-clique in $G$. There exists a feasible matching with $\left\lfloor\frac{t_{i}}{2}\right\rfloor$ edges in each of these $t_{i}$-cliques. If $t_{i}$ is odd, then the number of sets required to cover these nodes is less than or equal to $\left\lceil\frac{t_{i}}{2}\right\rceil$. Hence Step 3 results in a collection of $\sum_{i=1}^{z^{*}}\left\lceil\frac{t_{i}}{2}\right\rceil$ cliques. Let $z^{H}=\left|C^{H}\right|$ and $z^{*}$ be the optimal number of cliques.

Since $t_{i} \leq k, z^{H} \leq \sum_{i=1}^{z^{*}}\left\lceil\frac{t_{i}}{2}\right\rceil \leq z^{*}\left\lceil\frac{k}{2}\right\rceil$.
The complexity of Algorithm ( $H_{6}$ ) is dominated by Step 2 for finding a maximum matching. The complexity of Step 2 is $O\left(m^{2.5}\right)[20]$. Therefore the overall running


Fig. 4. Illustration of the worst-case bound for $(k-1)$-hyperedges and cliques of size $k$.
time is $O\left(m^{2.5}\right)$.
Figure 4 illustrates the tightness of the bound of Theorem 6. The four hyperedges on the left side can be packed in one clique of size 4 . The same holds for the three hyperedges on the right side. Therefore the optimal number of cliques is 2 . The maximum matching obtained by the heuristic are the three bold edges of the figure. The last hyperedge ( $\{a, b, c\}$ ) has to be packed in a clique by itself. It follows that the number of cliques used by the heuristic is 4 , which is $\frac{k}{2}$ times the optimal number of cliques.
4. Concluding remarks. In this paper, we introduced the problem of covering the edges of a hypergraph by $k$-cliques $\left(C C_{k}\right)$. The problem is shown to be NP-hard and we describe a number of approximation algorithms. We identify the link between the $\left(C C_{k}\right)$ problem and the set covering problem. The approximation algorithms described here are the first such algorithms for the $k$-clique covering problem. We describe a range of approximation algorithms applicable to various subclasses of the problem, with several algorithms for the same subclass offering a trade-off between the algorithm's running time and the quality of the approximate solution.

One natural generalization of this problem is the case where each clique has a different weight. If the occurrence of such a weighted case is practical, then there is a need for extending the results to the weighted case. Indeed, the set covering heuristic presented is immediately extendible, but such is not the case for every heuristic presented and analyzed.

Our study still leaves open the challenging task of coming up with optimal solutions to the $\left(C C_{k}\right)$ problem. We believe that our approximation approach will prove instrumental and useful in algorithms that derive such optimal solutions.
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# GRAPH ALGORITHMS FOR CONFORMANCE TESTING USING THE RURAL CHINESE POSTMAN TOUR * 
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#### Abstract

This paper presents new results and graph algorithms for the automatic testing of protocols using "unique input/output" (UIO) sequences. UIO sequences can be efficiently employed in checking conformance of protocols to their specifications by using transition testing. The optimization of the test sequence is based on finding the rural Chinese postman tour of the state transition diagram of a finite state machine (FSM).

The process of conformance test generation using a touring algorithm is valid provided that certain connectivity properties of the graph are present. This implies that a weakly connected graph must be constructed. It is possible that this connectivity condition may not be met when multiple $U I O$ sequences are used even if the reset capability and/or the self-loop properties are present. The "weakly connected graph problem" consists of finding an edge-induced subgraph of the FSM which is still weakly connected when multiple $U I O$ sequences are used. The "multiple $U I O$ tour minimization problem" addresses the assignment of edges to $U I O$ sequences for minimizing the degree of the directed $U I O$ graph. This process may not also minimize the length of the tour. The above two problems, left open in previous papers, are solved in this paper. It is proved that by appropriately changing the original assignment graph and using network flow techniques with a new $U I O$ generation process referred to as chaining, efficient solutions can be provided. The theoretical approaches behind the solution to these problems are fully characterized.
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1. Introduction. A protocol is a precise set of rules which defines the possible interactions among components of a communication system [1]. The complexity of today's communication systems makes the use of automated tools for the verification and validation of protocols imperative. This process is commonly referred to as conformance testing. Conformance testing has been widely advocated for ensuring that protocol implementations abide to their specifications when they are designed and/or installed [9].

Protocol implementations consist of a combination of both hardware and software components [1]. Users and manufacturers analyze and test protocols using a black box approach [19, 20]; i.e., the protocol must behave according to the specifications which outline its behavior by abiding to accepted standards (such as those dictated by professional groups [9, 15]) independent of its physical implementation. Such an approach is widely used because it yields to the certification process often required by international governing bodies such as the International Telegraph and Telephone Consultative Committee [15]. Conformance testing of protocols is therefore implementation independent and is based on a functional characterization; this characteristic precludes the use of traditional testing techniques which are viable for either hardware or software [19, 20].

Protocols are commonly tested using switching-based approaches $[6,10]$ in which

[^42]the protocol is functionally modeled as a Mealy machine [2]. Examples of these approaches are the checking experiment, the W -set, and the touring method $[2,4,5$, 17]. In these approaches, state and edge verification of the finite state machine (FSM) is performed. Verification is accomplished using a so-called characterizing sequence $(C S)[17]$ such as the distinguishing sequence $(D S)$ which provides a distinct signature for each state of the FSM.

Recently, the use of unique input/output (UIO) sequences as characterizing sequences has been advocated for the purpose of testing a protocol [6]. A $U I O$ sequence is an input/output sequence which is unique to a state of the FSM. UIO sequences are shorter than the $D S$ of a checking experiment [6].

Testing of the protocol is accomplished by testing each edge in the graph representation of the FSM. Using the UIO method, each edge is verified by constructing a test subsequence. A test subsequence consists of the transition of the edge under test (thus observing the desired output) followed (or concatenated) by the appropriate $U I O$ sequence with uniquely checks its end state. The test sequence of the protocol is generated by concatenating all test subsequences. An optimization technique for generating a test sequence using the $U I O$ method has been proposed in [10]. This technique generates the test sequence of a protocol using the rural Chinese postman tour [12]. Since all edges of the FSM graph (i.e., the transitions of the FSM) must be tested, each vertex must be visited a number of times equal to or greater than the vertex in-degree. In [18], it was proved that there may exist multiple minimum-length $U I O$ sequences for any given vertex (or state). Thus, one must choose which $U I O$ sequence to use each time a state is visited. A proper assignment of $U I O$ sequences to edges (i.e., the visits) can result in a shorter test sequence. An algorithm for producing such an assignment by means of network flow techniques has been given in [18]. The assignment is based on the minimization of the degree of the graph, usually achieved by augmentation [10]. Both real and randomly generated FSMs have been studied as test cases and have indicated that the savings in reducing the length of the tour are substantial.

Several issues are unsolved using the approach of [18]. First, the assignment of $U I O$ sequences to edges may not minimize the length of the tour. This is due to the augmentation process which is employed in [18]. For example, a given $U I O$ sequence assignment may lead to two edges of unit cost being replicated while an "optimal" assignment may lead to the replication of a single edge of high cost. The multiple UIO tour length minimization problem consists of finding the minimum length of the tour with multiple $U I O$ sequences. In [10] it was also shown that a sufficiency condition for the validity of the rural Chinese postman tour algorithm is that the edge-induced subgraph derived from the FSM must be weakly connected. It has been proved [10] that if the FSM has reset and/or self-loops, the weakly connected condition can be satisfied; however, this condition is not met when multiple $U I O$ sequences are used, therefore increasing the cost of the tour. The weakly connected graph problem consists of finding an edge-induced subgraph from the FSM which is still weakly connected when multiple $U I O$ sequences are used.

The objective of this paper is to extend the basic results of [ 6,10 ] for automatically testing communication protocols. The two problems discussed above will be addressed. Their characterization and solutions will be presented. This paper is organized as follows. Section 2 deals with a brief review of the approaches of $[6,8]$ as applicable to the proposed approach. Notation and definitions are also introduced. Section 3 introduces the UIO method of [18]. Section 4 presents the solution to the weakly connected graph problem. Section 5 deals with the analysis for the multiple $U I O$ tour length minimization. In Appendix A, the definitions of the various graphs used in the
analysis are given for clarity.
2. Preliminaries. A protocol can be specified as a deterministic finite state machine (FSM) [10]; FSM $=\{S, I, O, N S, Z\}$ where $S=\left\{s_{1}, \ldots, s_{n}\right\}$ is a finite set of states, $I=\left\{i_{1}, \ldots, i_{M}\right\}$ is a finite set of inputs (or stimuli), and $O=\left\{o_{1}, \ldots, o_{N}\right\}$ is a finite set of outputs. The FSM operates according to two functions: the next state $(N S)$ and the output functions ( $Z$ ) are given by the two mappings $N S: S \times I \rightarrow S$ and $Z: S \times I \rightarrow O$, respectively. Machines specified in a form such that the output is a function of the current state and the applied input are commonly referred to as Mealy machines [3].

An FSM is represented by a directed graph $G=(V, E)$, where the set $V=$ $\left\{v_{1}, \ldots, v_{n}\right\}$ represents the set of specified states $S$ of the FSM and a directed edge $\left(v_{i}, v_{j}\right)$ with label $L=a_{k} / o_{l}$ (denoted as $\left(v_{i}, v_{j} ; L\right)$ ) represents a transition from state $s_{i}$ to state $s_{j}$ (with an operation given by an input $a_{k}$ and an output $o_{l}$ to the FSM). A cost is associated with each edge ( $v_{i}, v_{j} ; L$ ). This usually is the time taken to realize the corresponding transition in the FSM. For clarity, in this paper it is initially assumed that the cost of every edge is 1 . The conclusions of this paper can be generalized to the case with arbitrary cost. Hereafter, the terms FSM and graph $G$ will be used interchangeably.

An FSM implementation can be tested using a method commonly referred to as the touring method [10]. In this method, a characterizing sequence ( $C S$ ) is used: a $C S$ is a sequence of inputs and outputs which exhibit some distinctive signature for each state of the FSM. The most common touring method is the checking experiment [2]. In a checking experiment, there is a characterizing sequence of input/output pairs $\left(i_{1} / o_{1}\right),\left(i_{2} / o_{2}\right) \ldots$ such that the response of the implementation to $i_{1}, i_{2}, \ldots$ is $o_{1}, o_{2}, \ldots$ if and only if the implementation behaves according to its specification. Checking experiments are based on the existence of an input sequence, called a distinguishing sequence $(D S)$, as $C S$. A $D S$ produces a distinct output sequence for each initial state of the FSM [2].
3. The UIO method. A new approach for protocol testing has been proposed in $[6,7]$. This is based on the use of $U I O$ sequences: a $U I O$ sequence for a state $s_{i}$ is an input/output sequence $U I O_{i}=\left(a_{k_{1}} / o_{l_{1}}\right) \cdots\left(a_{k_{r}} / o_{l_{r}}\right)$ only to be observed when $s_{i}$ is the initial state such that there is no $s_{j} \neq s_{i}$ for which $U I O_{i}$ is a specified input/output sequence for initial state $s_{j}[6]$. Note that if the cost of every edge is not 1 , "minimum length" should be substituted by "minimum cost." The minimum-cost test sequence for checking the correctness of a transition from state $s_{i}$ to state $s_{j}$ with input/output $a_{k} / o_{l}$ is denoted as $\operatorname{TEST}\left(v_{i}, v_{j} ; a_{k} / o_{l}\right)$.

The first step of a touring method using $U I O$ sequences $[10,17]$ is to construct the test subsequence set as follows: the test subsequence set (TSS) has as elements the test subsequences of all transitions of the FSM. Let $\operatorname{TAIL}\left(E_{i}\right)\left(H E A D\left(E_{i}\right)\right)$ of a transition $E_{i}$ denote the target (source) state of $E_{i}$, and, for a sequence of $S$ transitions, let $T A I L(S)(H E A D(S))$ denote the $T A I L(H E A D)$ of the last (first) transition in the sequence. The generation of a test subsequence of a transition $E_{i}\left(T S S_{i}\right)$ consists of the following three steps (where the label of $E_{i}$ is $I N P U T_{i} / O U T P U T_{i}$ and $\operatorname{TAIL}\left(E_{i}\right)=$ $N E X T S T A T E_{i}$ if the FSM is fault-free):

1. Put the FSM in state $H E A D\left(E_{i}\right)$.
2. Apply $I N P U T_{i}$ and check if the output is $O U T P U T_{i}$.
3. Apply a $C S$ to check if the tail state is $N E X T S T A T E_{i}$.

Therefore, $T S S_{i}$ can check whether both the output of $E_{i}$ and the nextstate function of $E_{i}$ are as expected. If $U I O$ sequences are used as $C S$, then the test subsequence for $E_{i}$ is given by $T S S_{i}=E_{i} \bullet U I O_{k}$, where $U I O_{k}$ is the $U I O$ sequence


Fig. 1. The graph representation of an FSM. All edges have an equal cost, and the label ri/null represents a reset edge.
for state $k, \bullet$ stands for concatenation, $E_{i}$ is the edge under test, and $k=T A I L\left(E_{i}\right)$.
A test sequence must contain the test subsequences of all transitions (edges) referred to as the test subsequence set. To concatenate two test subsequences, $T S S_{i}$ and $T S S_{j}$, a bridge sequence $B S_{i j}$ is required to transfer the tail state of $T S S_{i}$ to the head state of $T S S_{j}$. If $T A I L\left(T S S_{i}\right)=H E A D\left(T S S_{j}\right)$ then $B S_{i j}=$ null sequence. The total length of the test sequence is therefore the sum of all test subsequences and all required bridge sequences.

The minimum-cost test sequence can be derived from the test subsequence set by constructing a new graph. This graph has the same vertex set of the FSM, but its edge set consists of two subsets: one is the transition set of the FSM and the other is the TSS set of the FSM. The test sequence in the new graph is a tour which traverses all the $T S S$ s exactly once and the other edges as little as possible. This tour is called the rural Chinese postman tour [10, 13, 16]. The algorithm is as follows: first find the minimum-length $U I O$ sequences of the FSM using a breadth-first search $[6,10]$, then find the edge set $E_{C}, E_{C}=\left\{\left(v_{i}, v_{k} ; L_{l} \bullet U I O_{j}\right) \mid\left(v_{i}, v_{j} ; L_{l}\right) \in E\right.$ and $\left.\operatorname{TAIL}\left(U I O_{j}\right)=v_{k}\right\}$, where $\operatorname{TAIL}\left(U I O_{j}\right)$ is defined as the final state of the sequence $U I O_{j} . E_{C}$ directly corresponds to the $T S S$ set. The cost of an edge $e_{c} \in E_{C}$ is defined as the sum of the costs of its components. A directed graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ is constructed from $G$ such that $V^{\prime}=V$ and $E^{\prime}=E \cup E_{C}$. For example, the graph $G^{\prime}$ for the graph $G$ of Figure 1 is shown in Figure 2. (This figure describes the same protocol as in [10].) Table 1 shows the $U I O$ sequences for the FSM of Figure 1.

The solution to the rural Chinese postman tour problem on $G^{\prime}$ consists of the following two steps:

1. Construct a directed graph [10] $\hat{G}^{*}=\left(\hat{V}^{*}, \hat{E}^{*}\right)$ from $G^{\prime}$, where $\hat{V}^{*} \equiv V^{\prime}$, each edge in $E$ is included in $\hat{E}^{*}$ zero or more times, and each edge in $E_{C}$ is included in $\hat{E}^{*}$ once and only once. The graph $\hat{G}^{*}$ is referred to as a rural symmetric augmentation of $G^{\prime}$. The construction of $\hat{E}^{*}$ in [10] ensures that the total cost of edges in $\hat{E}^{*}$ is minimum subject to the constraint that in the in-degree of each vertex $v_{i} \in \hat{V}^{*}$ is equal to its out-degree. ( $\hat{G}^{*}$ is therefore a symmetric graph.) For example, the graph $\hat{G}^{*}$ of the graph $G^{\prime}$ of Figure 2 is shown in Figure 3.


Fig. 2. The graph $G^{\prime}$ for the graph shown in Figure 1 (dotted edges represent E, solid fine edges represent Ec, and reset edges are not shown).

Table 1
UIO sequences for the FSM shown in Figure 1.

| State | UIO sequence |
| :---: | :---: |
| $v_{1}$ | $b / x \quad a / x$ |
| $v_{2}$ | $b / y$ |
| $v_{3}$ | $b / x \quad c / z$ |
| $v_{4}$ | $b / x \quad c / y$ |
| $v_{5}$ | $c / z$ |

2. Find an Euler tour $[11,13]$ of $\hat{G}^{*}$. As $\hat{G}^{*}$ is symmetric, such a tour is guaranteed to exist [13]. Note that only edges from $E$ are used for augmentation. This is because each edge $e_{c} \in E_{C}$ is formed from a concatenation of a few edges in $E$; thus, the cost of $E_{C}$ is greater than or equal to the cost of $E$. Hence, a test sequence of minimum cost can be generated only by using edges of $E$ in the augmentation.

Define the index $\xi\left(v_{i}\right)$ of a vertex $v_{i} \in G^{\prime}$ as the difference between the number of edges in $E_{C}$ into $v_{i}\left(d_{i n}^{E_{C}}\left(v_{i}\right)\right)$ and the number of edges in $E_{C}$ out of $v_{i}\left(d_{o u t}^{E_{C}}\left(v_{i}\right)\right)$ and the degree $\Delta\left(G^{\prime}\right)$ of $G^{\prime}$ as $\sum_{i=1}^{n}\left|\xi\left(v_{i}\right)\right|=\sum_{i=1}^{n}\left|d_{i n}^{E_{C}}\left(v_{i}\right)-d_{\text {out }}^{E_{C}}\left(v_{i}\right)\right|$. If $\Delta\left(G^{\prime}\right)=0$, then no edge in $E$ needs to be included in $\hat{E}^{*}$ in the first step of the above procedure; however, if $\Delta\left(G^{\prime}\right) \neq 0$, then the edges in $E$ must be replicated for $\hat{G}^{*}$ to be symmetric. The optimal number of replications for each edge such that the resulting tour is of minimum cost is computed by means of a minimum-cost maximum-flow algorithm [14] on a graph $G_{F}=\left(V_{F}, E_{F}\right)$ constructed from $G^{\prime}$, where $V_{F} \equiv V^{\prime} \cup\{s, t\}(s$ and $t$ are the source and target of $\left.G_{F}\right), E_{F}=E^{\prime} \cup\left(s, v_{i}\right): v_{i} \in C \cup\left(v_{j}, t\right): v_{j} \in D$, and


Fig. 3. The rural symmetric augmentation $\hat{G}^{*}$ of the graph shown in Figure 2. The italic number associated with each edge corresponds to the number of times the edge appears in the rural symmetric augmentation (dotted edges represent $E$, solid fine edges represent Ec, and reset edges are not shown).


Fig. 4. The graph $G_{F}$ of the graph $G^{\prime}$ shown in Figure 2 and a minimum-cost maximum-flow.
$C \subset V_{F}\left(D \subset V_{F}\right)$ is the set of vertices in $G^{\prime}$ with positive (negative) indices. The cost and capacity of each edge in $G_{F}$ are as follows:

1. Each edge $\left(s, v_{i}\right)$ has cost zero and capacity $\gamma\left(s, v_{i}\right) \equiv \xi\left(v_{i}\right)$.
2. Each edge ( $\left.v_{j}, t\right)$ has cost zero and capacity $\gamma\left(v_{j}, t\right) \equiv-\xi\left(v_{j}\right)$.
3. The remaining edges in $E_{F}$ have the same cost in $G_{F}$ as in $G^{\prime}$ and have infinite capacity.

The graph $G_{F}$ for the graph $G^{\prime}$ of Figure 2 is shown in Figure 4.
Given a minimum-cost maximum-flow $F$ on $G_{F}$, a minimum-cost rural symmetric augmentation of $G^{\prime}, \hat{G}^{*}$ can be constructed from $G_{F}$ [10]. A minimum-cost maximum-


Fig. 5. Graph $G_{A}^{\prime}$ with multiple UIO for the graph shown in Figure 1 (dotted edges represent $E$, solid fine edges represent Ec, and reset edges are not shown).
flow of $G_{F}$ for the graph $G^{\prime}$ of Figure 1 is given in Figure 4. The cost of the test sequence is 55 (including an initial reset input). The approach presented in [10] is such that only one $G^{\prime}$ can be generated from $G$, because exactly one UIO sequence per state is computed. Therefore, the value for the index of each vertex is fixed and is usually not equal to zero. This means that more edge replications occur, leading to an increased cost of the test sequence.

In [18], it has been proved that there may exist several minimum-length UIO sequences for a given state. An appropriate choice of $U I O$ sequences for testing each edge can be used to construct an alternative graph $G^{\prime}$ with less $\Delta\left(G^{\prime}\right)$, therefore reducing the total length of the test sequence. Ideally, the alternative graph $G^{\prime}$ is symmetric, so no augmentation is needed; in this case, no edges from $E$ are included in $\hat{G}^{*}$ and the cost of the test sequence is simply the cost of the edges in $E_{C}$. If multiple $U I O$ sequences are used for each state, the graph $G^{\prime}$ with minimum-length $U I O$ sequences (denoted to $G_{A}^{\prime}$ ) is shown in Figure 5. Note that $U I O_{1}^{3}$ (see Table 2) is used to test transition ( $\left.v_{1}, v_{1} ; a / x\right)$ (shown as edge 1) and $U I O_{1}^{2}$ is used to test the transition ( $v_{1}, v_{1} ; r i / n u l l$ ) (shown as edge 4). The rural symmetric augmentation $\hat{G}^{*}$ of the graph $G^{\prime}$ of Figure 5 is given in Figure 6.

The multiple UIO sequence assignment problem serves the above purpose and is defined as follows.

Definition 1. Given $G$ and a set $M U I O_{j}=\left\{U I O_{j}^{1}, \ldots, U I O_{j}^{r_{j}}\right\}$ (where $r_{j}>0$ is the number of minimum-length UIO sequences with distinct tail states for state $s_{j}$ ) for $v_{j}, j=1, \ldots, n$, assign an element $U I O_{j}^{\alpha} \in M U I O_{j}$ for each edge $\left(v_{i}, v_{j} ; L\right) \in E$ such that $\Delta\left(G^{\prime}\right)$ is minimized.

To solve the multiple $U I O$ sequence assignment problem, a directed weighted

Table 2
The multiple UIOs for the FSM shown in Figure 1.

| State | UIO sequence | Tail | MUIO \# |
| :---: | :---: | :---: | :---: |
| $v_{1}$ | $a / x a / x$ | $v_{1}$ | $U I O_{1}^{1}$ |
|  | $a / x \quad b / x$ | $v_{2}$ | $U I O_{1}^{2}$ |
|  | $a / y \quad b / x$ | $v_{3}$ | $U I O_{1}^{3}$ |
|  | $b / x a / y$ | $v_{4}$ | $U I O_{1}^{4}$ |
|  | $b / y$ | $v_{5}$ | $U I O_{1}^{5}$ |
| $v_{3}$ | $b / x \quad c / z$ | $v_{3}$ | $U I O_{2}$ |
|  | $b / x a / z$ | $v_{4}$ | $U I O_{3}^{1}$ |
| $v_{4}$ | $b / x \quad c / y$ | $v_{5}$ | $U I O_{4}^{2}$ |
| $v_{5}$ | $c / z$ | $v_{1}$ | $U I O_{5}^{1}$ |
|  | $a / z$ | $v_{4}$ | $U I O_{5}^{2}$ |



| 1) $a / x \mathrm{c} / \mathrm{yb} / \mathrm{x}$ | 9 |
| :---: | :---: |
| $2 \mathrm{~b} / \mathrm{x}$ b/y | 10 ri/null $a / x$ |
| $3 \mathrm{c} / \mathrm{y} \mathrm{b} / \mathrm{xc} / \mathrm{y}$ | $11 \mathrm{a} / \mathrm{x} \quad \mathrm{a} / \mathrm{z}$ |
| $4 \mathrm{ri} / \mathrm{nulla} \mathrm{a} / \mathrm{x}$ b/x | $12 \mathrm{~b} / \mathrm{x} /{ }^{\text {c }} \mathrm{c} / \mathrm{z}$ |
| $5 \mathrm{a} / \mathrm{xc} / 2$ | 13 ri/null $a / x$ |
| $6 \mathrm{~b} / \mathrm{y} \mathrm{b} / \mathrm{x} \mathrm{a} / \mathrm{z}$ | $14 \mathrm{a} / \mathrm{z} \mathrm{b} / \mathrm{xc} / \mathrm{y}$ |
| $7 \mathrm{ri} /$ null $\mathrm{a} / \mathrm{x} \quad \mathrm{b} / \mathrm{x}$ | $15 \mathrm{c} / \mathrm{z} \mathrm{c} / \mathrm{y} \mathrm{b} / \mathrm{x}$ |
| $8 \mathrm{~b} / \mathrm{x}$ | $16 \mathrm{ri} / \mathrm{null} \mathrm{b} / \mathrm{x}$ |

Fig. 6. The rural symmetric augmentation $G^{*}$ of the graph shown in Figure 5. The italic number associated with each edge corresponds to the number of times the edge appears in the rural symmetric augmentation (dotted edges represent $E$, solid fine edges represent Ec, and reset edges are not shown).
graph $G_{M}=\left(V_{M}, E_{M}\right)$ is constructed such that $V_{M} \equiv\{s, t\} \cup V_{X} \cup V_{Y}\left(V_{X}=\right.$ $\left\{x_{1}, \ldots, x_{n}\right\}$ and $\left.V_{Y}=\left\{y_{1}, \ldots, y_{n}\right\}\right)$ and $E_{M} \equiv E_{S} \cup E_{T}^{-} \cup E_{T}^{+} \cup E^{*}\left(E_{S}=\left\{\left(s, x_{i}\right)\right.\right.$ : $\left.x_{i} \in V_{X}\right\}, E_{T}^{-}=\left\{\left(y_{i}, t\right): y_{i} \in V_{Y}\right\}, E_{T}^{+}=\left\{\left(y_{j}, t\right): y_{j} \in V_{Y}\right\}$, and $E^{*}=\left\{\left(x_{i}, y_{j}\right):\right.$ there exists $U I O_{i}^{\alpha}$ such that $\left.\left.T A I L\left(U I O_{i}^{\alpha}\right)=v_{j}\right\}\right)$. An edge $\left(y_{j}, t\right) \in E_{T}^{-}$is denoted


Fig. 7. The graph $G_{M}$ for the FSM of Figure 1 and the set of multiple UIO sequences of Table 1. The label on each edge represents "flow/capacity @cost" or "flow@cost" if capacity=infinity.
as $\left(y_{j}, t\right)^{-}$and an edge $\left(y_{j}, t\right) \in E_{T}^{+}$is denoted as $\left(y_{j}, t\right)^{+}$. As an example, the graph $G_{M}$, constructed from the graph $G$ of Figure 1 and the set of minimum-length UIO sequences of $G$ in Table 1, is given in Figure 7.

The following conditions for cost and capacity of each edge in $E_{M}$ apply:

1. each edge $\left(s, x_{i}\right) \in E_{S}$ has cost zero and capacity $\gamma\left(s, x_{i}\right)=d_{i n}^{E}\left(v_{i}\right)$,
2. each edge $\left(y_{j}, t\right) \in E_{T}^{-}$has cost -1 and capacity $\gamma\left(y_{j}, t\right)=d_{o u t}^{E}\left(v_{j}\right)$,
3. each edge $\left(y_{j}, t\right) \in E_{T}^{+}$has cost +1 and infinite capacity,
4. each edge $\left(x_{i}, y_{j}\right) \in E^{*}$ has cost zero and infinite capacity,
where $d_{i n}^{E}\left(v_{i}\right)$ and $d_{\text {out }}^{E}\left(v_{i}\right)$ are the in-degree and out-degree of a vertex $v_{i}$ in $G$.
As the cost of each edge $e \in E_{S} \cup E^{*}$ is 0 and the cost of each edge $e \in$ $E_{T}^{+}\left(E_{T}^{-}\right)$is $+1(-1)$, the cost of the flow $F$ on $G_{M}$ is $C(F)=\sum_{\left(y_{j}, t\right)+\in E_{T}^{+}} F\left(y_{j}, t\right)^{+-}$ $\sum_{\left(y_{j}, t\right)-\in E_{T}^{-}} F\left(y_{j}, t\right)^{-}$.

The minimum-cost maximum-flow $F^{*}$ on $G_{M}$ can be used to solve the multiple UIO sequence assignment problem by constructing a new graph $G_{A}^{\prime}$ such that for each $v_{j} \in V$, each edge $\left(v_{k}, v_{j}\right) \in E$ is assigned to exactly one $U I O$ sequence $U I O_{j}^{\alpha} \in$ $M U I O_{j}$ and each $U I O_{j}^{\alpha}$ in $M U I O_{j}$ is used exactly $F^{*}\left(x_{j}, y_{i}\right)$ times, where $\left(x_{j}, y_{i}\right) \in$ $E^{*}$ is the edge in $G_{M}$ which represents $U I O_{j}^{\alpha}$. The minimum-cost maximum-flow $F^{*}$ of the graph $G_{M}$ is shown in Figure 7.

The following theorems were proved in [18] and are included for completeness.
Theorem 1. If $F^{*}$ is a minimum-cost maximum-flow on $G_{M}$ and $G_{A}^{\prime}$ is constructed from $F^{*}$ using the multiple UIO sequence assignment procedure, then the cost $C\left(F^{*}\right)=\Delta\left(G_{A}^{\prime}\right)-\left|E^{\prime}\right|$.

Theorem 2. If $F^{*}$ is a minimum-cost maximum-flow on $G_{M}$, then the corresponding assignment of $U I O$ sequences to the edges of $G$ is such that the degree $\Delta\left(G_{A}^{\prime}\right)$ of $G_{A}^{\prime}$ is minimized.

Note that the above two theorems are valid provided that $\hat{G}^{*}$ is strongly connected. (This is one of the necessary conditions for the existence of an Euler tour.) Aho et al. [10] have also proved the following theorems.

Theorem 3. If the edge-induced subgraph $G\left[E_{C}\right]$ of $G^{\prime}$ is weakly connected, then
$\hat{G}^{*}$ is strongly connected if single UIO sequences are used.
Theorem 4. If $G$ has a reset capability, then $G\left[E_{C}\right]$ is weakly connected.
Theorem 5. If $G$ has at least a self-loop for every $v \in V$, then $G\left[E_{C}\right]$ is weakly connected.
4. The weakly connected graph problem. The approach of [18] basically solves the $U I O$ assignment problem, i.e., to assign to each vertex $v_{j} \in V d_{i n}^{E_{C}}\left(v_{j}\right) U I O$ sequences $U I O_{j}^{\alpha} \in M U I O$; in [18], the minimum-cost maximum-flow $F^{*}$ on $G_{M}$ of [10] gives an assignment of $U I O$ sequences which has minimum $\Delta\left(G^{\prime}\right)$. However, the assignment problem as defined in [18] is confusing (as described in later paragraphs). This paper uses the UIO concatenation problem for the same purpose. The problem can be formulated as follows. The problem of $U I O$ concatenation consists of two subproblems: the first subproblem determines the number of each $U I O_{j}^{\alpha}\left(\alpha=1,2, \ldots, r_{j}\right.$, where $r_{j}$ is the number of $M U I O_{j}$ ). This is referred to as the UIO assignment problem. The second subproblem chooses the $U I O$ sequence from $U I O_{j}^{\alpha}$ for each edge $\left(v_{i}, v_{j}\right) \in E$ and then chains the edge $\left(v_{i}, v_{j}\right)$ with this $U I O$ sequence. This is referred to as the UIO chaining problem.

In [18], the two above problems are not explicitly distinguished: the assignment problem is solved in [18] by finding a minimum-cost maximum-flow in $G_{M}$ while the chaining problem is solved in [18] by choosing a $U I O$ sequence $U I O_{j}^{\alpha}$ according to $\alpha$ in an ascending order. This implies that the weakly connected requirement in the graph may not necessarily be met (also in the presence of a reset capability in the FSM). Figure 8 shows an example. As there is more than one $U I O$ sequence for $v_{3}, E_{C 6}$ can be chained with $U I O_{3}^{1}$ (instead of $U I O_{3}^{2}$ ), and $E_{C 12}$ can be chained with $U I O_{3}^{2}$ (instead of $U I O_{3}^{1}$ ) without changing the cost of the flow in Figure 7. This results in a new graph $G_{A}^{\prime}$, as shown in Figure 8. However, the edge-induced subgraph $G\left[E_{C}\right]$ of $G_{A}^{\prime}$ is not weakly connected; this means that the graph $\hat{G}^{*}$ derived from $G_{A}^{\prime}$ of Figure 8 no longer will be strongly connected and the Euler tour on this $\hat{G}^{*}$ cannot be found except if more edges of $E$ are added. Therefore, the total cost of the rural Chinese postman tour of Figure 8 is greater than that of Figure 5. In this example the cost will increase by 3 because at least three edges of $E$ (i.e., $E_{3}, E_{11}$, and $E_{15}$ ) must be added to make the edge set $\left\{E_{C 11}, E_{C 12}, E_{C 13}\right\}$ strongly connected with the other edges in $E_{C}$.

The $U I O$ chaining problem can be described as follows: decide which $U I O_{j}^{\alpha}$ should be used for solving the assignment problem. If more than one $U I O_{j}^{\alpha}$ sequence is assigned to a vertex $v_{j}$ (in this case, there must be more than one in-edge ( $v_{i}, v_{j}$ ) to $v_{j}$ in $E$ ), then there exist several alternatives for concatenating these edges ( $v_{i}, v_{j}$ ) to $U I O_{j}^{\alpha}$. For example, in Figure 9, two $U I O$ sequences $\left(U I O_{3}^{1}\right.$ and $U I O_{3}^{2}$ ) are assigned to $v_{3}$. This corresponds to the minimum-cost maximum-flow of Figure 7. Two edges $\left(E_{6}=\left(v_{2}, v_{3}\right)\right.$ and $\left.E_{12}=\left(v_{4}, v_{3}\right)\right)$ must be chained with two different $U I O$ sequences. Two alternatives are possible:

1. $E_{C 6}=E_{6} \bullet U I O_{3}^{1}, E_{C 12}=E_{12} \bullet U I O_{3}^{2}$ (this will result in the graph being not weakly connected), or
2. $E_{C 6}=E_{6} \bullet U I O_{3}^{2}, E_{C 12}=E_{12} \bullet U I O_{3}^{1}$ (this will result in the graph being weakly connected).

Hence, different $E_{C}$ can be constructed such that the edge-induced subgraph $G\left[E_{C}\right]$ may be weakly connected. (If the FSM has reset capabilities, this condition is valid.) The $E_{C}$ with this property can be constructed as follows. The chaining subproblem can be solved by using a triple directed graph from $G=(V, E)$, which is defined as $G_{T}=\left(V_{T}, E_{T}\right)$, where $V_{T} \equiv V_{W} \cup V_{X} \cup V_{Y}$ (for $V_{W}=\left\{w_{1}, \ldots, w_{n}\right\}, V_{X}=$ $\left.\left\{x_{1}, \ldots, x_{n}\right\}, V_{Y}=\left\{y_{1}, \ldots, y_{n}\right\}\right)$ and $E_{T} \equiv E \cup E^{*}$, and $E=\left\{\left(w_{i}, x_{j}\right)\right.$ : there exists an


Fig. 8. Another graph $G_{A}^{\prime}$ for chaining different UIOs to edge Ec6 and Ec12 of Figure 5. In this graph, the edge-induced subgraph $G[E c]$ of $G_{A}^{\prime}$ is not weakly connected. Dotted edges represent $E$ (reset edges are not shown). Solid fine edges represent Ec.


Fig. 9. The graph $G_{T}$ for the FSM of Figure 1 and the set of multiple UIO sequences of Table 1. The label on each edge represents the capacity; the capacity of an unlabeled edge is 1 .
edge $\left(v_{i}, v_{j}\right)$ in $\left.G\right\}, E^{*}=\left\{\left(x_{i}, y_{j}\right)\right.$ : there exists $U I O_{i}^{\alpha}$ such that $\left.T A I L\left(U I O_{i}^{\alpha}\right)=v_{j}\right\}$.
Let each edge $\left(w_{i}, x_{j}\right) \in E$ have capacity $\gamma\left(w_{i}, x_{j}\right)$, which is equal to the number of edges $\left(v_{i}, v_{j}\right)$, and each edge $\left(x_{i}, y_{j}\right) \in E^{*}$ has capacity $\gamma\left(x_{i}, y_{j}\right)=F^{*}\left(x_{i}, y_{j}\right)$, where $F^{*}$ is the minimum-cost maximum-flow in $G_{M}$ [18]. If $\gamma\left(x_{i}, y_{j}\right)=F^{*}\left(x_{i}, y_{j}\right)=0$, the edge $\left(x_{i}, y_{j}\right)$ can be omitted. An example of $G_{T}$ is shown in Figure 9 ; this is the $G_{T}$ of Figure 7.

Let the two adjacent edges, $\left(w_{i}, x_{k}\right)$ and $\left(x_{k}, y_{j}\right)$, be a triple match edge or, briefly, a trimatch edge. Any trimatch edge in $G_{T}$ can construct an $E_{C}$ in $G_{A}^{\prime}$. It is obvious that different $G_{A}^{\prime}$ can be obtained if different trimatch edges are chosen. A trimatch in $G_{T}$ in which each edge $e \in E_{T}$ appears $\gamma(e)$ times is called an exact trimatch.

The $U I O$ chaining problem is, therefore, equivalent to finding an exact trimatch of the triple graph $G_{T}$ such that the induced graph $G\left(E_{C}\right)$ is weakly connected. If all vertices $\left\{x_{i}\right\}$ are omitted, the exact trimatch is reduced to an exact binary match (bimatch). This bimatch can be viewed also as a group of two level trees $\left\{T_{j}\right\}$; the root of $T_{j}$ is $y_{j}$ which corresponds to vertex $v_{j}$ by definition. Equivalently, all leaves are $\left\{v_{i}\right\}$ which correspond to the same vertices. If every bimatch edge (i.e., a tree edge) constructs an edge ( $v_{i}, v_{j}$ ) in $E_{C}$, all vertices in tree $T_{j}$ are weakly connected. Note that $w_{i}$ and $y_{i}$ in $G_{T}$ correspond to the same vertex $v_{i}$ in $G^{\prime}$. The following lemma can be easily proved.

Lemma 1. If two trees have in common at least one vertex (including the root) in an exact bimatch, then all vertices of the two trees in $G_{A}^{\prime}$ are weakly connected.

The following theorem directly relates chaining to weak connectivity.
Theorem 6. If an FSM has reset capability, then there always exists a chaining of every edge in $E$ and the UIO used in $F^{*}$ such that the edge-induced subgraph $G\left[E_{C}\right]$ of $G_{A}^{\prime}$ is weakly connected.

Proof. If the FSM has reset capability, then there exists an edge $\left(v_{i}, v_{1} ; L_{k}\right)$ from each vertex $v_{i}(i=1, \ldots, n)$ to vertex $v_{1}$ (representing the reset state $S_{1}$ in $G$ ). In [10], it has been shown that if a single $U I O$ of $v_{1}$ is used, $G\left[E_{C}\right]$ is a spanning subgraph of $G^{\prime}$ and therefore is weakly connected.

If exactly two $U I O$ sequences of $v_{1}$ (denoted as $U I O_{1}^{1}$ and $U I O_{1}^{2}$ ) are used in $F^{*}$ and $T A I L\left(U I O_{1}^{1}\right)=y_{\phi_{1}}$ and $T A I L\left(U I O_{1}^{2}\right)=y_{\phi_{2}}$, then it is possible to find a match $\left(w_{\phi_{2}}, y_{\phi_{1}}\right)$. This match must exist for $v_{\phi_{2}}$ because it has a reset edge ( $v_{\phi_{2}}, v_{1}$ ) and $T A I L\left(U I O_{1}^{1}\right)=y_{\phi_{1}} . U I O_{1}^{1}$ or $U I O_{1}^{2}$ can be chained randomly with any other $\left(w_{i}, x_{1}\right)$. The two trees (denoted as $T_{\phi_{1}}$ and $T_{\phi_{2}}$ ) have the following properties:

1. Both trees include all vertices of $G_{A}^{\prime}$.
2. The two trees have a common vertex $v_{\phi_{2}}$.

Lemma 1 has shown that all vertices in both trees (as well as all vertices in $G_{A}^{\prime}$ ) are weakly connected. Then, $G\left[E_{C}\right]$ is weakly connected also. If three or more UIO sequences (i.e., $U I O_{1}^{1}, U I O_{1}^{2}, U I O_{1}^{3}$ ) exist in $F^{*}$, their TAILs are $y_{\phi_{1}}, y_{\phi_{2}}$, and $y_{\phi_{3}}$, respectively. It is then possible to find matches $\left(w_{\phi_{2}}, y_{\phi_{1}}\right)$ and ( $w_{\phi_{3}}, y_{\phi_{2}}$ ), while other matches can be chained randomly. $T_{\phi_{1}}$ and $T_{\phi_{2}}$ have the vertex $v_{\phi_{2}}$ in common, while $T_{\phi_{2}}$ and $T_{\phi_{3}}$ have the vertex $v_{\phi_{3}}$ in common. Hence, all vertices in the trees (inclusive of $G_{A}^{\prime}$ ) are weakly connected and $G\left[E_{C}\right]$ is also weakly connected. This process can be iteratively continued, thus proving the theorem.

Consider as an example Figure 9. The reset state is $S_{1} ; S_{1}$ has three $U I O$ sequences in which $\gamma \neq 0, T A I L\left(U I O_{1}^{1}\right)=y_{2}, T A I L\left(U I O_{1}^{2}\right)=y_{3}$, and $T A I L\left(U I O_{1}^{4}\right)=$ $y_{5}$. It is possible to find a match $\left(w_{3}, y_{2}\right)$ (passing through $x_{1}$ ) and a match $\left(w_{5}, y_{3}\right)$ (also passing through $x_{1}$ ). All other matches can be constructed randomly. The $G\left[E_{C}\right]$ thus constructed is weakly connected.

Theorem 6 not only provides a sufficient condition for $G\left[E_{C}\right]$ to be weakly connected (namely, that $G$ has a reset capability) but also presents an algorithm for
constructing a weakly connected $G\left[E_{C}\right]$. This algorithm can be directly derived using the proof of Theorem 6. So, Theorem 6 gives a sufficient condition for the test sequence generated by the touring method.
5. Multiple $\boldsymbol{U I O}$ tour length minimization. In [18], the assignment of edges to multiple UIO sequences has been discussed. The approach of [18] minimizes $\Delta\left(G^{\prime}\right)$, but this does not necessarily minimize the length of the tour. In more general terms, it does not minimize the cost of the tour. In this section, an algorithm for finding the minimized tour cost is presented. The proposed approach is based on a multistage flow graph and on the assumption that the $U I O$ sequences for any given state all have minimum cost. For multiple $U I O$ sequences of a state, the following conditions apply for the minimum cost: if there is more than one $U I O$ sequence with the same TAIL state, the chosen $U I O$ sequence is the $U I O$ of minimum cost; however, $U I O$ sequences of a given state with different TAIL states may have different cost. Consider initially the following lemma.

Lemma 2. If $\Delta\left(G^{\prime}\right)$ of a minimum-cost maximum-flow $F^{*}$ on $G_{M}$ is equal to 0 , then there is no other assignment of edges to the UIO sequence which has a tour of smaller cost.

Proof. $\Delta\left(G^{\prime}\right)=0$; hence, the rural symmetric augmentation of $\hat{G}^{*}$ can be constructed from $G^{\prime}$ without using any edge in $E$; i.e., $\hat{G}^{*}=\left(\hat{V}^{*}, \hat{E}^{*}\right)$, where $\hat{E}^{*}=E_{C}$. $E_{C}$ is constructed by chaining an appropriate $U I O$ to each $E$ from the minimum-cost maximum-flow $F^{*}$ on $G_{M}$. The cost of each multiple UIO sequence for any state is the minimum. Hence, the cost of the tour is minimum.

Lemma 2 does not necessarily hold if $\Delta\left(G^{\prime}\right) \neq 0$; in some circumstances, the minimum-cost maximum-flow may lead to the replication of a costly edge of $E$ for constructing the symmetric graph $\hat{G}^{*}$. In a later paragraph, this problem will be illustrated in detail.

To obtain the minimum-cost tour, a directed graph $G_{Q}=\left(V_{Q}, E_{Q}\right)$ is constructed from $G$ as follows. $V_{Q}=\{s, t\} \cup V_{W} \cup V_{X} \cup V_{Y} \cup V_{Z}$, where $s$ and $t$ are the source and target of $G_{F}, V_{W}=\left\{w_{1}, \ldots, w_{n}\right\}, V_{X}=\left\{x_{1}, \ldots, x_{n}\right\}, V_{Y}=\left\{y_{1}, \ldots, y_{n}\right\}, V_{Z}=$ $\left\{z_{1}, \ldots, z_{n}\right\}$, and

$$
E_{Q}=E_{S} \cup E_{T} \cup E \cup E^{*} \cup E_{B}
$$

where $E_{S}=\left\{\left(s, x_{i}\right): x_{i} \in V_{X}\right\}, E_{T}=\left\{\left(z_{k}, t\right): z_{k} \in V_{Z}\right\}, E=\left\{\left(w_{h}, x_{i}\right)\right.$ : there is an edge $(h, i)$ in the graph $G\}, E^{*}=\left\{\left(x_{i}, y_{j}\right)\right.$ : there exists $U I O_{i}^{\alpha}$ such that $\left.T A I L\left(U I O_{i}^{\alpha}\right)=v_{j}\right\}$, and $E_{B}=\left\{\left(y_{j}, z_{k}\right)\right.$ : a minimum-cost transition from $v_{j}$ to $v_{k}$ if it exists $\}$.

Note that unlike $E^{*}$, an edge $\left(y_{j}, z_{j}\right)$ in $E_{B}$ represents a null edge (not a self-loop of $v_{j}$ ). Every edge in $E_{Q}$ has a cost and a capacity; let each edge $\left(s, w_{h}\right) \in E_{S}$ have zero cost and capacity $\gamma\left(s, w_{h}\right)=d_{\text {out }}^{E}\left(v_{h}\right)$; let each edge $\left(z_{k}, t\right) \in E_{T}$ have zero cost and capacity $\gamma\left(z_{k}, t\right)=d_{\text {out }}^{E}\left(v_{k}\right)$; let each edge $\left(w_{h}, x_{i}\right) \in E$ have the same cost as in $G$ and capacity one; let each edge $\left(x_{i}, y_{j}\right) \in E^{*}$ have cost $=$ the cost of $U I O_{i}^{\alpha}$ and infinite capacity; let each edge $\left(y_{j}, z_{k}\right) \in E_{B}$ have infinite capacity and a cost defined as $\operatorname{cost}\left(y_{j}, z_{k}\right)=\operatorname{cost}$ of the shortest transition (bridge sequence) from $v_{j}$ to $v_{k}$ if $j \neq k, \operatorname{cost}\left(y_{j}, z_{k}\right)=0$ if $j=k$.

A flow $F$ on $G_{Q}$ is a function which satisfies the following conditions:

1. for each vertex $w_{h} \in V_{W}$,

$$
F\left(s, w_{h}\right)=\sum_{\left(w_{h}, x_{i}\right) \in E} F\left(w_{h}, x_{i}\right) ;
$$



Fig. 10. The graph $G_{Q}$ for the FSM of Figure 1 and the set of multiple UIO sequences of Table

1. The label on each edge represents "flow/capacity@cost" or "flow@cost" if capacity = infinity.
2. for each vertex $x_{i} \in V_{X}$,

$$
\sum_{\left(w_{h}, x_{i}\right) \in E} F\left(w_{h}, x_{i}\right)=\sum_{\left(x_{i}, y_{j}\right) \in E^{*}} F\left(x_{i}, y_{j}\right)
$$

3. for each vertex $y_{j} \in V_{Y}$,

$$
\sum_{\left(x_{i}, y_{j}\right) \in E^{*}} F\left(x_{i}, y_{j}\right)=\sum_{\left(y_{j}, z_{k}\right) \in E_{B}} F\left(y_{j}, z_{k}\right) ;
$$

4. for each vertex $z_{k} \in V_{Z}$,

$$
F\left(z_{k}, t\right)=\sum_{\left(y_{j}, z_{k}\right) \in E_{B}} F\left(y_{j}, z_{k}\right) ;
$$

5. for each edge $\left(s, x_{i}\right) \in E_{S}, F\left(s, x_{i}\right) \leq \gamma\left(s, x_{i}\right)$; and,
6. for each edge $\left(z_{k}, t\right) \in E_{T}, F\left(z_{k}, t\right) \leq \gamma\left(z_{k}, t\right)$.

The cost of the flow $F$ is

$$
\begin{aligned}
& C(F)=\sum_{\left(w_{h}, x_{i}\right) \in E} F\left(w_{h}, x_{i}\right) \operatorname{cost}\left(w_{h}, x_{i}\right) \\
&+\sum_{\left(x_{i}, y_{j}\right) \in E^{*}}\left(x_{i}, y_{j}\right) \operatorname{cost}\left(x_{i}, y_{j}\right)+\sum_{\left(y_{j}, z_{k}\right) \in E_{B}} F\left(y_{j}, z_{k}\right) \operatorname{cost}\left(y_{j}, z_{k}\right) .
\end{aligned}
$$

The graph $G_{Q}$ for the FSM of Figure 1 and the set of multiple $U I O$ sequences of Table 2 is shown in Figure 10. For simplicity let the cost of each edge be one. In Figure 10, $\operatorname{cost}\left(y_{1}, z_{1}\right)=0$. Because a directed edge $\left(v_{1}, v_{2} ; b / x\right)$ exists, $\operatorname{cost}\left(y_{1}, z_{2}\right)=1$. $\operatorname{cost}\left(y_{1}, z_{3}\right)=2$ because the shortest transition from $v_{1}$ to $v_{3}$ consists of two adjacent edges, $\left(v_{1}, v_{2} ; b / x\right)$ and $\left(v_{2}, v_{3} ; b / y\right)$. Note that Figure 10 differs from Figure 7 (taken from [18]) by the addition of $E, E_{B}, V_{W}$, and $V_{Z}$, while $E_{T}^{-}$is cancelled. This permits that the volume of flow into $z_{k}$ is always equal to $\gamma\left(z_{k}, t\right)$ for any maximum flow on $G_{Q}$. The main difference between $G_{Q}$ and $G_{M}$ is that $G_{M}$ does not explicitly take into account a bridge sequence and the cost of the edges, $U I O \mathrm{~s}$, and bridge sequences.

If the minimum-cost maximum-flow $F^{*}$ on $G_{M}$ has $\Delta\left(G^{\prime}\right)>0$, Shen, Lombardi, and Dahbura [18] have shown that in this case, $\Delta\left(G^{\prime}\right)$ is minimum. However, the flow $F^{* \prime}$ on $G_{Q}$ derived from the $F^{*}$ on $G_{M}$ cannot be guaranteed to be a minimum-cost flow. This occurs because $\Delta\left(G^{\prime}\right)$ guarantees only that the number of all streams of flow $F\left(y_{j}, z_{k}\right)(j \neq k)$ is minimum; in other words, minimum $\Delta\left(G^{\prime}\right)$ means that the number of nonnull bridge sequences is minimum, but the total length of the bridge sequences is not necessarily minimum.

Consider a minimum-cost maximum-flow $F^{*}$ on $G_{M}$ with $\Delta\left(G^{\prime}\right)=1$ which, for example, results in one bridge sequence $B_{1,2}$ to be added; this is equivalent to $F\left(y_{1}, z_{2}\right)=1$ in $G_{Q}$ and another maximum-flow $F_{2}$ on $G_{M}$ with $\Delta\left(G^{\prime}\right)=2$ (which results in $F\left(y_{1}, z_{3}\right)=1$ and $\left.F\left(y_{2}, z_{3}\right)=1\right)$. Assume in this example $\operatorname{cost}\left(y_{1}, z_{2}\right)=$ $5, \operatorname{cost}\left(y_{1}, z_{3}\right)=1$, and $\operatorname{cost}\left(y_{2}, z_{3}\right)=2$. In the latter case, although $\Delta\left(G^{\prime}\right)$ is not minimum, the tour length of $F_{2}$ is less than the one of $F^{*}$ because it transforms the two flows into flows on $G_{Q}$. Hence, we have $\operatorname{cost}\left(y_{1}, z_{3}\right)+\operatorname{cost}\left(y_{2}, z_{3}\right)<\operatorname{cost}\left(y_{1}, z_{2}\right)$.

In $G_{Q}$, each stream of flow from $s$ to $t$ consists of the edges $\left(s, w_{h}\right),\left(w_{h}, x_{i}\right)$, $\left(x_{i}, y_{j}\right),\left(y_{j}, z_{k}\right)$, and $\left(z_{k}, t\right)$ in $G_{Q}$. The edge ( $w_{h}, x_{i}$ ) maps an edge in $G$ from vertex $v_{h}$ to $v_{i}$. The edge ( $x_{i}, y_{j}$ ) maps one of the UIO sequences in the MUIO set (i.e., the multiple $U I O$ set) for state $v_{i}$; the edge ( $y_{j}, z_{k}$ ) maps a bridge sequence of $G$ from $v_{j}$ to $v_{k}$. Finally, the edge $\left(s, x_{h}\right)$ and the edge $\left(z_{k}, t\right)$ represent the presence of in-edges of $v_{h}$ in $G$ and the presence of out-edges of $v_{k}$ in $G$, respectively. If a maximum-flow $F$ in $G_{Q}$ is found, a generalized graph $G^{\prime \prime}$ of $G$ can be constructed on $F$.

Let this generalized graph be $G^{\prime \prime}=\left(V^{\prime \prime}, E^{\prime \prime}\right)$ such that $V^{\prime \prime}=V$ and $E^{\prime \prime}=$ $E_{C} \cup E_{B}$. For each stream of flow $f \in F$ from $s$ to $t, f=\left(s, w_{h}, x_{i}, y_{j}, z_{k}, t\right)$. There are two edges $e_{C}$ and $e_{B}$ in $G^{\prime \prime}$, where $e_{C}=\left(v_{h}, v_{i}\right) \bullet\left(v_{i}, v_{j}\right),\left(v_{h}, v_{i}\right) \in E,\left(v_{i}, v_{j}\right) \in U I O_{i}^{\alpha}$, and $T A I L\left(U I O_{i}^{\alpha}\right)=v_{j} ; e_{B}=\left(v_{j}, v_{k}\right)$, and $e_{B}$ is the shortest bridge sequence from $v_{j}$ to $v_{k}$. Note that the connectivity problem can be solved using the chaining problem described in $\S 4$.

Lemma 3. If $F$ is a maximum flow on $G_{Q}$ and $G^{\prime \prime}$ is constructed from $F$ as described previously (where $G$ is strongly connected and $G\left[E_{C}\right]$ is weakly connected), then $G^{\prime \prime}$ is a symmetric graph.

Proof. By definition, $F\left(w_{h}, x_{i}\right)$ is the edge $\left(v_{h}, v_{i}\right)$ in $G, F\left(x_{i}, y_{j}\right)$ is a $U I O_{i}^{\alpha}$, and $F\left(y_{j}, z_{k}\right)$ is a series of edges $\left(v_{j}, v_{j 1}\right)\left(v_{j 1}, v_{j 2}\right) \cdots\left(v_{j r}, v_{k}\right)$ (where these edges may be null edges). As $F$ is a maximum flow, every edge in $E$ has been assigned a $U I O$ in $F$.

According to the conditions given above, the flow is saturated and the in-degree for each vertex $v_{k}$ in $G^{\prime \prime}$ is $\sum_{\left(x_{i}, y_{k}\right) \in E^{*}} F\left(x_{i}, y_{k}\right)+\sum_{\left(y_{j}, z_{k}\right) \in E_{B}} F\left(y_{j}, z_{k}\right)$ and the outdegree is $\sum_{\left(y_{k}, z_{l}\right) \in E_{B}} F\left(y_{k}, z_{l}\right)+F\left(z_{k}, t\right)$. As $F$ is a maximum flow, then $\sum_{\left(y_{j}, z_{k}\right) \in E_{B}}$ $F\left(y_{j}, z_{k}\right)=F\left(z_{k}, t\right)$ and $\sum_{\left(x_{i}, y_{k}\right) \in E^{*}} F\left(x_{i}, y_{k}\right)=\sum_{\left(y_{k}, z_{l}\right) \in E_{B}} F\left(y_{k}, z_{l}\right)$. This implies that the in-degree of $v_{k}$ is $E^{\prime \prime}$ and is equal to the out-degree of $v_{k}$. Thus, $G^{\prime \prime}$ is symmetric.

Lemma 4. If a directed graph is symmetric and weakly connected, then this directed graph is also strongly connected.

Proof. Assume that the directed graph $G=(V, E)$ is not strongly connected but is weakly connected. Define the one-way from $v_{i}$ to $v_{j}$ as the directed edge ( $i, j$ ) provided there is no path from $v_{j}$ to $v_{i}$ in $G$. By the weakly connected assumption, at least one one-way edge $(i, j)$ exists. List all the one-way edges in $G$; there must exist a one-way edge $(i, j)$ such that $v_{j} \in S_{j}$ where $S_{j}$ is a proper subset of $V$, all vertices in $S_{j}$ are strongly connected, and no one-way edge from $v \in S_{j}$ to any other vertex exists. In the final vertex subset $S_{j}$, there are two kinds of edges connected to $v \in S_{j}$ : the edges between two vertices $v_{m}$ and $v_{n}$ where $v_{m}$ and $v_{n} \in S_{j}$ and the edges from
$v_{k}$ to $v_{l}$ where $v_{l} \in S_{j}$ and $v_{k}$ is not in $S_{j}$. Therefore, the index of $S_{j}$ is as follows.

$$
\begin{aligned}
\xi\left(S_{j}\right)= & \sum_{v_{r} \in S_{j}} d_{o u t}\left(v_{r}\right)-\sum_{v_{r} \in S_{j}} d_{i n}\left(v_{r}\right)=\text { number of edges }\left(v_{m}, v_{n}\right) \\
& -\left(\text { number of edges }\left(v_{m}, v_{n}\right)+\text { number of edges }\left(v_{k}, v_{l}\right)\right)<0 .
\end{aligned}
$$

However, by the condition of Lemma 4,

$$
\xi\left(S_{j}\right)=\sum_{v_{r} \in S_{j}} \xi\left(v_{r}\right)=\sum 0=0
$$

This is a contradiction and Lemma 4 is proved.
The applicability of Lemma 4 is general; i.e., it is not restricted to $U I O$ sequences. If the above conditions are satisfied, then it is possible to chain each edge of $E$ to a suitable $U I O$ sequence and make the directed graph $G^{\prime \prime}$ weakly connected. By Lemma 3 , the directed graph $G^{\prime \prime}$ from a maximum flow is symmetric. Therefore, there exists an Euler tour of $G^{\prime \prime}$.

Lemma 5. Any tour of a generalized graph $G^{\prime \prime}$ is a test sequence for the directed graph $G$.

Proof. Consider $G^{\prime \prime}=\left(V^{\prime \prime}, E^{\prime \prime}\right)$ and $E^{\prime \prime}=E_{C} \cup E_{B}$. Every edge in $E_{C}$ is obtained by chaining an edge in $E$ and the corresponding $U I O$ sequence. Thus, it is a test subsequence. The tour of $G^{\prime \prime}$ traverses all the edges in $E_{C}$; i.e., it includes all test subsequences. Hence, by definition it is a test sequence of $G$.

Lemma 6. Let the cost of the maximum flow $F$ on $G_{Q}$ be $\operatorname{cost}(F)$ and the cost of the Euler tour of $G^{\prime \prime}$ be $C\left(G^{\prime \prime}\right)$; if $G^{\prime \prime}$ is strongly connected, then $C\left(G^{\prime \prime}\right)=\operatorname{cost}(F)$.

Proof. By a previous definition, a flow from $s$ to $t$ on $G_{Q}$ corresponds to two edges in $G^{\prime \prime}$, i.e., $e_{C} \in E_{C}$ and $e_{B} \in E_{B}$. Hence, $C\left(G^{\prime \prime}\right)=\sum_{f^{\prime} \in F} \operatorname{cost}\left(f^{\prime}\right)$, where $f^{\prime}=f^{\prime}(s, t)$ is a single stream of flow from $s$ to $t$ and $\operatorname{cost}(s, t)=\operatorname{cost}\left(s, w_{h}\right)+$ $\operatorname{cost}\left(w_{h}, x_{i}\right)+\operatorname{cost}\left(x_{i}, y_{j}\right)+\operatorname{cost}\left(y_{j}, z_{k}\right)+\operatorname{cost}\left(z_{k}, t\right)$, but $\operatorname{cost}\left(s, w_{h}\right)=0$ and $\operatorname{cost}\left(z_{k}, t\right)=0$. Thus, $\sum \operatorname{cost}(s, t)=\sum\left(\operatorname{cost}\left(w_{h}, x_{i}\right)+\operatorname{cost}\left(x_{i}, y_{j}\right)+\operatorname{cost}\left(y_{j}, z_{k}\right)\right)=$ $\operatorname{cost}(F)$.

The following theorem therefore holds.
Theorem 7. Assume $F^{*}$ is a minimum-cost maximum-flow on $G_{Q}$ and $G^{\prime \prime}$ is constructed from $F^{*}$. If $G^{\prime \prime}$ is weakly connected, then there exists at least an Euler tour of $G^{\prime \prime}$ which has the minimum cost among all the rural Chinese postman tours of $G^{\prime}$.

Proof. Lemma 4 and the condition of a weakly connected graph guarantee the existence of an Euler tour in $G^{\prime \prime}$. Assume that there exists a rural Chinese postman tour of $G^{\prime}$ and let it be denoted by $T_{1}$. The total cost of this tour $C_{1}$ is less than the cost $C$ of $G^{\prime \prime}$. A $\hat{G}_{1}^{*}$ can be constructed from $T_{1}$. Then, it is possible to construct a flow $F_{1}$ from $\hat{G}_{1}^{*}$ such that $\operatorname{cost}\left(F_{1}\right)<\operatorname{cost}\left(F^{*}\right)$. This yields a contradiction on the flow $F^{*}$ being the minimum flow on $G_{Q}$.
6. Conclusions. This paper has presented the solution to two problems left open in [18] for protocol verification and validation by multiple $U I O$ sequences. The problems are the multiple $U I O$ tour length minimization and the weakly connected graph problems and they arise in the characterization of conformance testing of protocols using the multiple $U I O$ technique of [18]. It is proved that the solution of these problems can be achieved by modifying the assignment graph. The theory behind these conditions has been fully analyzed and proved.

It should be pointed out that the UIO method does not always guarantee $100 \%$ probability of detecting faults for conformance testing. In most cases, nearly $100 \%$
fault detection is possible. The interested reader should refer to [21] for a solution to this problem.

The following problem is not addressed in this paper: by overlapping test subsequences, a shorter test sequence may be generated [22, 23]. This problem can be solved using a different flow method; due to lack of space this aspect is not discussed in this paper. However, such a test sequence with overlapped test subsequences does not necessarily have the same fault detection capabilities of the test sequence generated with no overlaps [23, 24]. (In most cases, the test sequence with overlaps has the lower fault coverage.)

Appendix A. The following graphs are used in the paper.

1. $G=(V, E)$ : state transition graph of the FSM corresponding to the protocol specifications.
2. $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ : directed graph constructed from $G$ where $V^{\prime} \equiv V$ and $E^{\prime} \equiv$ $E_{E} \cup E_{C}$. Each edge in $E_{C}$ is the test subsequence for an edge in $E$. If a tour can traverse all edges in $E_{C}$, then this tour is a test sequence of the FSM.
3. $G_{F}=\left(V_{F}, E_{F}\right)$ : flow graph derived from $G^{\prime}$. The capacity of each edge in $E_{F}$ depends on the index of the corresponding vertex $v_{i}$ in $G^{\prime}$. In $G_{F}$ there are a source $(s)$ and target $(t)$. A minimum-cost maximum-flow $F$ from $s$ to $t$ can be found which can be used to construct the symmetric directed graph $\hat{G}^{*}$.
4. $\hat{G}^{*}=\left(\hat{V}^{*}, \hat{E}^{*}\right)$ : symmetric directed graph constructed from $G^{\prime}$ by replicating $\chi$ times each edge $\left(v_{i}, v_{j}\right) \in E$. $\chi$ may be 0,1 , or more and it can be obtained from the maximum flow $F$ of $G_{F}$. If $\hat{G}^{*}$ is strongly connected, the Euler tour of $\hat{G}^{*}$ is a test sequence.
5. $G_{M}=\left(V_{M}, E_{M}\right)$ : directed graph constructed from $G$ and the MUIOs of all vertices of $G$. A source ( $s$ ) and a target $(t)$ are added such that a flow from $s$ to $t$ exists.
6. $G_{A}^{\prime}=\left(V_{A}^{\prime}, E_{A}^{\prime}\right)$ : alternative directed graph similar to $G^{\prime}$ but using $M U I O$ s instead of $U I O$ s. The assignment of $M U I O$ is based on the minimum-cost maximumflow $F$ on $G_{M}$. Similarly, the directed graph $G_{F}$ and then the symmetric directed graph $\hat{G}^{*}$ can be also constructed from $G_{A}^{\prime}$.
7. $G_{T}=\left(V_{T}, E_{T}\right)$ : a directed graph obtained from $G$ and the $M U I O$ sequences. The capacity of each edge depends on the minimum-cost maximum-flow $F$ on $G_{M}$. $G_{T}$ is used to solve the chaining problem.
8. $G_{Q}=\left(V_{Q}, E_{Q}\right)$ : constructed from $G$ and $M U I O$ s as well as the bridge subsequences of $G$. In $G_{Q}$, a source ( $s$ ) and a target $(t)$ are added such that a flow from $s$ to $t$ can be found.
9. $G^{\prime \prime}=\left(V^{\prime \prime}, E^{\prime \prime}\right)$ : directed graph constructed from the flow $F$ of $G_{Q}$. Each stream of flow in $G_{Q}$ maps two edges ( $e_{C}$ and $e_{B}$ ) on $G_{Q}$. If $F$ is a minimum-cost maximum-flow, $G^{\prime \prime}$ is always symmetric. The Euler tour of $G^{\prime \prime}$ is the optimized test sequence of the FSM.
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# MULTIPARTITION SERIES* 

DAVID G. WAGNER ${ }^{\dagger}$


#### Abstract

We investigate a class of generating series which enumerate multi-analogues of set partitions with very general weights and constraints imposed, and develop some of the relevant theory. The weights and constraints we consider are embodied in the definition of a "system," which includes weighted multiset systems as a simple special case. Three topics are discussed. First, we derive a composition formula valid for all systems, which specializes to composition formulas for familiar combinatorial structures in many cases. Second, we extend the Heilmann-Lieb theorem on matching polynomials to a similar statement valid for more general factors of multigraphs. Finally, we introduce a multi-analogue of the order polynomial of a labelled poset, and by applying our general composition theorem give a formula for the effect of composition of labelled posets on their $E$-polynomials.
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Introduction. Rook polynomials and matching polynomials have attracted much interest since their introduction in the 1940s and 1970s, respectively [12, 11]. In part this is due to the fact that their coefficients are analogues of Stirling numbers of the second kind and retain many properties of these numbers in a more general setting. Another source of interest in these and related polynomials is their connection with certain models in statistical mechanics (e.g., the Ising model and Potts models [1], models of adhesion of dimers [11], and models of $\pi$-electron bonding in aromatic molecules [8]). The location of zeros of these polynomials translates into information about phase transitions or energy spectra of the physical systems being modelled. Harper [10] showed that the "Stirling polynomials" $\sum_{k} S(n, k) t^{k}$ have only real zeros. Heilmann and Lieb [11] proved an analogous result for the matching polynomial of any finite graph. As a special case of one of our main results (Theorem 3.1) we obtain an appealing generalization of the Heilmann-Lieb theorem to more general factors of multigraphs (Theorem 3.3). As is well known (Theorem (51) of [9]), the fact that a polynomial $\sum_{i=0}^{d} a_{i} t^{i}$ has only real zeros implies that the sequence $\left\{a_{i}\right\}_{0}^{d}$ is logarithmically concave; that is, that $a_{i}^{2} \geq a_{i-1} a_{i+1}$ for all $i=1, \ldots, d-1$. When all the $a_{i}$ are nonnnegative, it also implies that $\left\{a_{i}\right\}_{0}^{d}$ is unimodal; that is, there is an index $k$ such that $a_{0} \leq \cdots \leq a_{k} \geq \cdots \geq a_{d}$. Theorem 3.3 therefore implies many combinatorially interesting inequalities.

In fact, the research reported here began with Theorem 3.3 and grew out of an effort to extend it in the same way that $\S 4$ of [21] extends the Heilmann-Lieb theorem. In order to develop a definition of the composition of objects which was general enough to cover the case of weighted multigraphs, we found it convenient to introduce the concept of a "system." This abstraction is the focus of $\S 1$ and loosely can be thought of as a weighted collection of multisets with specified "interference" among its members. The related "multipartition series" is a generating series which encodes the information about a system which is relevant to the questions we have in

[^43]mind. A slight variation of this definition results in a multi-analogue of the chromatic polynomials of graph theory and the partition functions of statistical mechanics.

In $\S 2$ we define compositions of systems and prove a composition formula for the multipartition series of the systems involved (Theorem 2.6). This is an extensive generalization of Theorem 4.1 of [21]. In many special cases the composition of systems defined here reduces to the composition of combinatorially defined objects, and the resulting formula for the composite multipartition series yields an interesting combinatorial identity. One new instance of this is discussed in $\S 4$.

The content of $\S 3$ is a generalization of the Heilmann-Lieb theorem which gives a large class of systems for which the multipartition series satisfies a strong realrootedness condition (Theorem 3.1). Several consequences of this are also discussed.

Finally, in $\S 4$, we show how order polynomials of labelled posets can be viewed in the context of multipartition series. We interpret the composition formula of $\S 2$ in terms of composite labelled posets, resulting in a composition formula for the " $E$ polynomials" of labelled posets. The formula involves an interesting multi-analogue of the $E$-polynomial; further investigation of these series, however, is deferred to another paper [23].

We introduce notation as we proceed, with the exception of the following more or less standard conventions. The symbol $:=$ is used for equality by definition. The cardinality of a set $U$ is denoted by $\# U$. For $u \in U$ we write $U \backslash u$ instead of $U \backslash\{u\}$. For a function $f: U \rightarrow \mathbf{N}$ defined on a set $U$, let $f!:=\prod_{u \in U} f(u)$ ! and $|f|:=\sum_{u \in U} f(u)$. We say that $f$ is finite when $|f|$ is finite. We denote the function from $U$ to $\mathbf{N}$ which is identically zero by 0 or by $\emptyset$, and the all-ones function is denoted by 1 or by $U$. Given a set $\mathbf{X}:=\left\{X_{u}: u \in U\right\}$ of pairwise commuting indeterminates indexed by $U$, for a finite $f: U \rightarrow \mathbf{N}$ let $\mathbf{X}^{f}:=\prod_{u \in U} X_{u}^{f(u)}$, and for a finite subset $S \subseteq U$ let $\mathbf{X}^{S}:=\prod_{u \in S} X_{u}$. If $Q(\mathbf{X}) \in R[[\mathbf{X}]]$ for some ring $R$, then we denote by $\left[\mathbf{X}^{f}\right] Q(\mathbf{X})$ the coefficient of $\mathbf{X}^{f}$ in $Q(\mathbf{X})$. Given a set $U$, a (finite) multiset on $U$ is any finite function $S: U \rightarrow \mathbf{N}$. The interpretation is that for each $u \in U, S(u)$ is the multiplicity of $u$ as an element of $S$. Thus finite sets may be usefully confused with their indicator functions. We also write $\# S$ for $|S|$ and $u \in S$ for $S(u)>0$. The set of all finite multisets on $U$ is denoted by $\mathcal{M}(U)$. The set of all finite nonempty multisets on $U$ is $\mathcal{M}^{+}(U):=\mathcal{M}(U) \backslash 0$. We denote by $\mathcal{P}(U)$ the set of all finite subsets of $U$, and $\mathcal{P}^{+}(U):=\mathcal{P}(U) \backslash 0$. For $S, T \in \mathcal{M}(U)$ the notation $S \subseteq T$ means that $S(u) \leq T(u)$ for all $u \in U$. All multisets we consider are finite.

1. Systems. By a vertex-set we mean a finite or countable set $V$, the elements of which are called vertices. A multipartition $\pi$ of $V$ is any multiset of nonempty multisets on $V$; that is, $\pi \in \mathcal{M}\left(\mathcal{M}^{+}(V)\right)$. The elements of a multipartition are called blocks. Given a multipartition $\pi$ of $V$ we define the elevation of $\pi$ to be the multiset $\operatorname{el}(\pi): V \rightarrow \mathbf{N}$ given for $v \in V$ by

$$
\begin{equation*}
\mathrm{el}(\pi, v):=\operatorname{el}(\pi)(v):=\sum_{S \in \mathcal{M}^{+}(V)} \pi(S) \cdot S(v) \tag{1}
\end{equation*}
$$

An ordered multipartition is a finite sequence $\left(S_{1}, \ldots, S_{m}\right)$ of not necessarily distinct nonempty multisets on $V$. The set of all ordered multipartitions of $V$ is $\mathcal{O}(V):=$ $\bigsqcup\left\{\mathcal{M}^{+}(V)^{m}: m \geq 0\right\}$. The base of an ordered multipartition $\left(S_{1}, \ldots, S_{m}\right)$ is the multipartition $\pi$ of $V$ such that $\pi(U):=\#\left\{i: S_{i}=U\right\}$ for all $U \in \mathcal{M}^{+}(V)$; we denote the base of $\sigma$ by base $(\sigma)$. The number of ordered multipartitions with base equal to $\pi$ is the multinomial coefficient $(\# \pi)!/ \pi!$. Any concept involving a multipartition is
extended to one involving an ordered multipartition by using the base of the ordered multipartition. For example, if $\sigma=\left(S_{1}, \ldots, S_{m}\right)$ then we let $\sigma(U):=\#\left\{i: S_{i}=U\right\}$ for all $U \in \mathcal{M}^{+}(V)$. The concatenation of two ordered multipartitions $\sigma$ and $\tau$ is an ordered multipartition, denoted by $\sigma \oplus \tau$.

Now fix a commutative Q-algebra $W$, called the weight ring. A structure is a pair $(V, \mathcal{C})$ in which $V$ is a vertex-set and $\mathcal{C}$ is a function $\mathcal{C}: \mathcal{O}(V) \rightarrow W$. This is clearly a very general definition but, as will be seen, the generality is useful and several special cases are of considerable interest. Let $t$ and $\mathbf{X}:=\left\{X_{v}: v \in V\right\}$ be pairwise commuting indeterminates algebraically independent over $W$. The multipartition series of $(V, \mathcal{C})$ is

$$
\begin{equation*}
P^{\mathcal{C}}(t, \mathbf{X}):=\sum_{\sigma \in \mathcal{O}(V)} \mathcal{C}(\sigma) \frac{t^{\# \sigma}}{(\# \sigma)!} \mathbf{X}^{\mathrm{el}(\sigma)} \tag{2}
\end{equation*}
$$

and the polychromatic series of $(V, \mathcal{C})$ is

$$
\begin{equation*}
Z^{\mathcal{C}}(t, \mathbf{X}):=\sum_{\sigma \in \mathcal{O}(V)} \mathcal{C}(\sigma)\binom{t}{\# \sigma} \mathbf{X}^{\mathrm{el}(\sigma)} \tag{3}
\end{equation*}
$$

(this terminology is motivated by Example 1.3). Notice that for any finite $f: V \rightarrow \mathbf{N}$, both $\left[\mathbf{X}^{f}\right] P^{\mathcal{C}}(t, \mathbf{X})$ and $\left[\mathbf{X}^{f}\right] Z^{\mathcal{C}}(t, \mathbf{X})$ are polynomials in $W[t]$ of degree at most $|f|$.

One natural condition to impose on a structure $(V, \mathcal{C})$ is that whenever $\sigma, \sigma^{\prime} \in$ $\mathcal{O}(V)$ are such that $\operatorname{base}(\sigma)=\operatorname{base}\left(\sigma^{\prime}\right)$, then $\mathcal{C}(\sigma)=\mathcal{C}\left(\sigma^{\prime}\right)$. Such a structure will be called basic. Thus $\mathcal{B}(\pi)$ is well defined when $(V, \mathcal{B})$ is a basic structure and $\pi$ is a multipartition of $V$, and it follows that

$$
\begin{equation*}
P^{\mathcal{B}}(t, \mathbf{X}):=\sum_{\pi \in \mathcal{M}\left(\mathcal{M}^{+}(V)\right)} \mathcal{B}(\pi) \frac{t^{\# \pi}}{\pi!} \mathbf{X}^{\mathrm{el}(\pi)} \tag{4}
\end{equation*}
$$

Until $\S 4$, all of our examples of structures are basic.
Notice that if $\operatorname{el}(\pi) \in \mathcal{P}(V)$ then $\pi!=1$, with the following consequence.
Proposition 1.1. Let $(V, \mathcal{B})$ be a basic structure, and let $U \in \mathcal{P}^{+}(V)$. Then $\left[\mathbf{X}^{U}\right] P^{\mathcal{B}}(t, \mathbf{X})=\sum_{\pi} \mathcal{B}(\pi) t^{\# \pi}$ where the summation is over all set partitions $\pi$ of $U$. By specializing to (the indicator structure of) a finite set system, the polynomial of Proposition 1.1 becomes the partition polynomial discussed in [21]. Further specializations result in matching, rook, and $\sigma$-polynomials $[3,4,6,7,8,11,12]$.

A multiset system is a pair $(V, \mathcal{F})$ in which $V$ is a vertex-set and $\mathcal{F}$ is a subset of $\mathcal{M}^{+}(V)$. When $\mathcal{F}$ is a subset of $\mathcal{P}^{+}(V)$ we say that $\mathcal{F}$ is a set system on $V$. A multipartition $\pi$ of $V$ respects $\mathcal{F}$ if and only if for all $S \in \mathcal{M}^{+}(V)$, if $\pi(S)>0$ then $S \in \mathcal{F}$. A structure $(V, \mathcal{C})$ is supported on $(V, \mathcal{F})$ when it satisfies the condition that if $\mathcal{C}(\sigma) \neq 0$ then $\sigma$ respects $\mathcal{F}$, for all $\sigma \in \mathcal{O}(V)$. It is often helpful to emphasize the presence of a multiset system $(V, \mathcal{F})$ which supports a given structure $(V, \mathcal{C})$, in which case we write $(V, \mathcal{F}, \mathcal{C})$. We call such a triple a system, and write $P_{\mathcal{F}}^{\mathcal{C}}(t, \mathbf{X})$ for its multipartition series. Given a multiset system $(V, \mathcal{F})$ we define the indicator structure $\mathcal{I}_{\mathcal{F}}: \mathcal{O}(V) \rightarrow W$ of $\mathcal{F}$ by $\mathcal{I}_{\mathcal{F}}(\sigma):=1$ if $\sigma$ respects $\mathcal{F}$, and $\mathcal{I}_{\mathcal{F}}(\sigma):=0$ otherwise. We write $P_{\mathcal{F}}(t, \mathbf{X})$ for the multipartition series of $\left(V, \mathcal{F}, \mathcal{I}_{\mathcal{F}}\right)$. Proof of Proposition 1.2 is left to the reader.

Proposition 1.2. Let $(V, \mathcal{F})$ be a multiset system. Then for any finite $f: V \rightarrow$ N,

$$
\left[\mathbf{X}^{f}\right] P_{\mathcal{F}}(t, \mathbf{X})=\sum_{\sigma} \frac{t^{\# \sigma}}{(\# \sigma)!} \quad \text { and } \quad\left[\mathbf{X}^{f}\right] Z_{\mathcal{F}}(t, \mathbf{X})=\sum_{\sigma}\binom{t}{\# \sigma}
$$

where the summations are over all ordered multipartitions $\sigma \in \mathcal{O}(V)$ which respect $\mathcal{F}$ and have elevation $f$. Consequently,

$$
P_{\mathcal{F}}(t, \mathbf{X})=\exp \left(t \sum_{S \in \mathcal{F}} \mathbf{X}^{S}\right) \quad \text { and } \quad Z_{\mathcal{F}}(t, \mathbf{X})=\left(1+\sum_{S \in \mathcal{F}} \mathbf{X}^{S}\right)^{t}
$$

Example 1.3. Let $G=(V, E)$ be a simple undirected graph in which $V$ is either finite or countable. Denote by $\mathcal{E}_{0}(G)$ the set of all finite nonempty subsets $S$ of $V$ which induce an edge-free subgraph of $G$. Then for any $U \in \mathcal{P}(V)$,

$$
\left[\mathbf{X}^{U}\right]\left(1+\sum_{S \in \mathcal{E}_{0}(G)} \mathbf{X}^{S}\right)^{t}
$$

is the usual chromatic polynomial $[4,16]$ of the subgraph $\left.G\right|_{U}$ of $G$ induced by $U$, and

$$
\left[\mathbf{X}^{U}\right] \exp \left(t \sum_{S \in \mathcal{E}_{0}(G)} \mathbf{X}^{S}\right)
$$

is the $\sigma$-polynomial $[3,4,14]$ of $\left.G\right|_{U}$.
Example 1.4. Let $G=(V, E)$ be a simple undirected graph in which $V$ is either finite or countable, and let $\mathcal{K}(G):=\{\{v\}: v \in V\} \cup E$. Then for any $U \in \mathcal{P}(V)$,

$$
\left[\mathbf{X}^{U}\right] \exp \left(t \sum_{S \in \mathcal{K}(G)} \mathbf{X}^{S}\right)
$$

is the modified matching polynomial [21] of the subgraph $\left.G\right|_{U}$. Generally, for a finite $f: V \rightarrow \mathbf{N}$, we have $\left[\mathbf{X}^{f}\right] P_{\mathcal{K}(G)}(t, \mathbf{X})=\sum_{H} t^{\# H} / r(H)$, where the summation is over all multisets $H \in \mathcal{M}(E)$ such that for all $v \in V, \operatorname{el}(H, v) \leq f(v)$, and where

$$
r(H):=\left(\prod_{e \in E} H(e)!\right)\left(\prod_{v \in V}(f(v)-\mathrm{el}(H, v))!\right) .
$$

More generally than in Proposition 1.2, fix weights $c(S, m) \in W$ for each $S \in$ $\mathcal{M}^{+}(V)$ and integer $m>0$, and put $c(S, 0):=1$ for all $S \in \mathcal{M}^{+}(V)$. This information may also be encoded by a collection of structure series

$$
\begin{equation*}
C_{S}(z):=\sum_{m \geq 0} c(S, m) \frac{z^{m}}{m!} \tag{5}
\end{equation*}
$$

for each $S \in \mathcal{M}^{+}(V)$. We define a separated structure $(V, \mathcal{C})$ by setting

$$
\begin{equation*}
\mathcal{C}(\sigma):=\prod_{S \in \mathcal{M}^{+}(V)} c(S, \sigma(S)) \tag{6}
\end{equation*}
$$

for each $\sigma \in \mathcal{O}(V)$. Notice that $(V, \mathcal{C})$ is basic. Any system $(V, \mathcal{F}, \mathcal{C})$ in which the structure $(V, \mathcal{C})$ is separated is called a separated system. The proof of Proposition 1.5 is analogous to that of Proposition 1.2, and is also omitted.

Proposition 1.5. Let $(V, \mathcal{F}, \mathcal{C})$ be a separated system defined by structure series $\left\{C_{S}(z): S \in \mathcal{F}\right\}$. Then for any finite $f: V \rightarrow \mathbf{N}$,

$$
\left[\mathbf{X}^{f}\right] P_{\mathcal{F}}^{\mathcal{C}}(t, \mathbf{X})=\sum_{\pi} \mathcal{C}(\pi) \frac{t^{\# \pi}}{\pi!}
$$

where the summation is over all multipartitions $\pi$ of $V$ which respect $\mathcal{F}$ and have elevation $f$. Consequently,

$$
P_{\mathcal{F}}^{\mathcal{C}}(t, \mathbf{X})=\prod_{S \in \mathcal{F}} C_{S}\left(t \mathbf{X}^{S}\right)
$$

Example 1.6. Let $G=(V, E)$ be an undirected multigraph which has only finitely many loops or edges between each pair of vertices, and let $w: E \rightarrow W$ be a weight function on the edges of $G$. Suppose that for each $S \in \mathcal{M}^{+}(V)$ with $\# S=2$, there are $m(S)$ edges in $E$ incident with the multiset $S$ of vertices, and that these edges have weights $w_{1}(S), \ldots, w_{m(S)}(S)$. We represent $(G, w)$ by the separated system $\left(V, \mathcal{M}_{\leq 2}, \mathcal{G}\right)$ in which $\mathcal{M}_{\leq 2}:=\left\{S \in \mathcal{M}^{+}(V): \# S \leq 2\right\}, \mathcal{G}$ is defined by the structure series

$$
\begin{equation*}
G_{S}(z):=\prod_{i=1}^{m(S)}\left(1+w_{i}(S) z\right) \tag{7}
\end{equation*}
$$

when $\# S=2$, and $G_{S}(z):=1+z$ when $\# S=1$. For $U \in \mathcal{P}(V)$ the polynomial $\left[\mathbf{X}^{U}\right] P_{\mathcal{M} \leq 2}^{\mathcal{G}}(t, \mathbf{X})$ is a weighted modified matching polynomial, similar to that in Example 1.4. However, for general finite $f: V \rightarrow \mathbf{N}$ there is a difference: we have $\left[\mathbf{X}^{f}\right] P_{\mathcal{M}_{\leq 2}}^{\mathcal{G}}(t, \mathbf{X})=\sum_{H} \omega(H) t^{\# H}$ where the summation is over all subsets $H \subseteq E$ such that for each $v \in V, f(v)-1 \leq \mathrm{el}(H, v) \leq f(v)$, and where $\omega(H):=\prod_{e \in H} w(e)$.

We say that a separated system $(V, \mathcal{F}, \mathcal{C})$ is completely separated when for each $S \in \mathcal{F}$ there is a $c(S) \in W$ such that $c(S, m)=c(S)^{m}$ for all $m \geq 0$. In this case we have

$$
\begin{equation*}
P_{\mathcal{F}}^{\mathcal{C}}(t, \mathbf{X})=\exp \left(t \sum_{S \in \mathcal{F}} c(S) \mathbf{X}^{S}\right) \text { and } Z_{\mathcal{F}}^{\mathcal{C}}(t, \mathbf{X})=\left(1+\sum_{S \in \mathcal{F}} c(S) \mathbf{X}^{S}\right)^{t} \tag{8}
\end{equation*}
$$

Thus, a multiset system (with its indicator structure) is a special case of a completely separated system. From Proposition 1.2 and equation (8) it is evident that completely separated systems are the same as weighted multiset systems.

Example 1.7. Let $G=(V, E)$ be a finite undirected multigraph. Define a completely separated system $\mathcal{G}: \mathcal{O}(V) \rightarrow \mathbf{Q}[q]$ as follows. For each $S \in \mathcal{M}^{+}(V)$ put

$$
g(S):= \begin{cases}q^{\# E(G \mid S)} & \text { if } S \in \mathcal{P}^{+}(V), \\ 0 & \text { if } S \notin \mathcal{P}^{+}(V)\end{cases}
$$

and for $\sigma \in \mathcal{O}(V)$ let $\mathcal{G}(\sigma):=\prod_{S \in \mathcal{M}^{+}(V)} g(S)^{\sigma(S)}$. Consider the polynomial

$$
Y_{G}(q, t):=\left[\mathbf{X}^{V}\right] Z^{\mathcal{G}}(t, \mathbf{X})=\left[\mathbf{X}^{V}\right]\left(1+\sum_{S \in \mathcal{P}+(V)} q^{\# E\left(\left.G\right|_{S}\right)} \mathbf{X}^{S}\right)^{t}
$$

Then $Q(G ; x, y):=x^{-\# V(G)} Y_{G}(x+1, x y)$ is Tutte's dichromatic polynomial [20] of $G$; also, for $m \in \mathbf{N}, Y_{G}(q, m)$ is the partition function of the $m$-state Potts model [1] associated with $G$ (where $q$ is a quantity dependent on temperature). Comparison with Example 1.3 shows that $\left[q^{0}\right] Y_{G}(q, t)$ is the chromatic polynomial of $G$. Furthermore, for $k \in \mathbf{N}$ and $0 \leq q \leq 1,\left[t^{k}\right] Y_{G}(q, t)$ is the probability that after deleting each edge of $G$ independently with probability $q$, the remaining spanning edge-subgraph of $G$ has exactly $k$ components. In particular, the case $k=1$ gives the reliability polynomial [5] of $G$. These claims can easily be verified by induction using the contraction/deletion formula

$$
Y_{G}(q, t)=(1-q) Y_{G / e}(q, t)+q Y_{G \backslash e}(q, t),
$$

where $e \in E(G)$ and $G / e$ and $G \backslash e$ represent the contraction and the deletion of $e$, respectively.
2. Composite systems. Let $V$ be a vertex-set, and let $\mathfrak{U}:=\left\{U_{v}: v \in V\right\}$ be a set of pairwise disjoint vertex-sets indexed by $V$. The composition of $\mathfrak{U}$ into $V$ is $V[\mathfrak{U}]:=\bigsqcup\left\{U_{v}: v \in V\right\}$. We next consider the construction of multisets $S \in$ $\mathcal{M}^{+}(V[\mathfrak{U}])$. Denote by $\mathcal{N}^{+}(V, \mathfrak{U})$ the set of those elements $\left(R,\left(\pi_{v}\right)_{v \in V}\right)$ of $\mathcal{M}^{+}(V) \times$ $\prod_{v \in V} \mathcal{M}\left(\mathcal{M}^{+}\left(U_{v}\right)\right)$ such that for all $v \in V, \# \pi_{v}=R(v)$. Define a function $\Psi:$ $\mathcal{N}^{+}(V, \mathfrak{U}) \rightarrow \mathcal{M}^{+}(V[\mathfrak{U}])$ by

$$
\begin{equation*}
\Psi\left(R,\left(\pi_{v}\right)\right):=\sum_{v \in V} \operatorname{el}\left(\pi_{v}\right) \tag{9}
\end{equation*}
$$

We leave the simple verification of Proposition 2.1 to the reader.
Proposition 2.1. Let $V$, $\mathfrak{U}$, and $\Psi$ be as above. Then for each $S \in \mathcal{M}^{+}(V[\mathfrak{U}])$ there is a unique $\left(R,\left(\pi_{v}\right)\right) \in \Psi^{-1}(S)$ such that $R$ is a set.

Now let $V$ and $\mathfrak{U}$ be as above, let $(V, \mathcal{F})$ be a multiset system, and let $(\mathfrak{U}, \mathfrak{G}):=$ $\left\{\left(U_{v}, \mathcal{G}_{v}\right): v \in V\right\}$ be a set of pairwise vertex-disjoint multiset systems indexed by $V$. We define the composition of $(\mathfrak{U}, \mathfrak{G})$ into $(V, \mathcal{F})$, denoted by $(V[\mathfrak{U}], \mathcal{F}[\mathfrak{G}])$, as follows. The vertex-set $V[\mathfrak{U}]$ has been defined above. A multiset $S \in \mathcal{M}^{+}(V[\mathfrak{U}])$ is a member of $\mathcal{F}[\mathfrak{G}]$ if and only if there exists at least one $\left(R,\left(\pi_{v}\right)\right) \in \Psi^{-1}(S)$ such that $R \in \mathcal{F}$ and $\pi_{v}$ respects $\mathcal{G}_{v}$ for each $v \in V$. The reader is also invited to check Proposition 2.2.

Proposition 2.2. If $(V, \mathcal{F})$ is a set system and each $\left(U_{v}, \mathcal{G}_{v}\right)$ is a set system, then $(V[\mathfrak{U}], \mathcal{F}[\mathfrak{G}])$ is also a set system.

This proposition shows that in this case, the composition of multiset systems defined here reduces to the composition of set systems defined in [21]. Several structural properties of set systems which are preserved by composition are also discussed in [21]. For example, if $(V, \mathcal{F})$ is a simplicial complex and each $\left(U_{v}, \mathcal{G}_{v}\right)$ is a simplicial complex, then $(V[\mathfrak{U}], \mathcal{F}[\mathfrak{G}])$ is also a simplicial complex.

In order to define compositions of systems we next consider the construction of ordered multipartitions of $V[\mathfrak{U}]$. Let $\Theta(V, \mathfrak{U})$ consist of those elements $\left(\rho,\left(\tau_{v}\right)_{v \in V}\right)$ of $\mathcal{O}(V) \times \prod_{v \in V} \mathcal{O}\left(U_{v}\right)$ such that for all $v \in V, \# \tau_{v}=\operatorname{el}(\rho, v)$. We define a function $\Upsilon: \Theta(V, \mathfrak{U}) \rightarrow \mathcal{O}(V[\mathfrak{U}])$ as follows. Given $\left(\rho,\left(\tau_{v}\right)\right) \in \Theta(V, \mathfrak{U})$, for each $v \in V$ we may write $\tau_{v}=\kappa_{v}^{1} \oplus \cdots \oplus \kappa_{v}^{m}$ uniquely subject to the condition that $\# \kappa_{v}^{i}=R_{i}(v)$, where $\rho=\left(R_{1}, \ldots, R_{m}\right)$. Now for each $i=1, \ldots, m$ let

$$
\begin{equation*}
S_{i}:=\sum_{v \in V} \operatorname{el}\left(\kappa_{v}^{i}\right) \tag{10}
\end{equation*}
$$

define a multiset in $\mathcal{M}^{+}(V[\mathfrak{U}])$. Finally, we let $\Upsilon\left(\rho,\left(\tau_{v}\right)\right):=\left(S_{1}, \ldots, S_{m}\right)$.
Proposition 2.3 records some useful facts about $\Upsilon$; their proofs are routine and we omit them.

Proposition 2.3. Let $(V, \mathcal{F})$ be a multiset system and let $(\mathfrak{U}, \mathfrak{G})$ be a collection of pairwise vertex-disjoint multiset systems indexed by $V$.
(a) For each $\sigma \in \mathcal{O}(V[\mathfrak{U}])$, there is a unique $\left(\rho,\left(\tau_{v}\right)\right) \in \Upsilon^{-1}(\sigma)$ for which each block of $\rho$ is a set.
(b) If $\left(\rho,\left(\tau_{v}\right)\right) \in \Theta(V, \mathfrak{U})$ is such that $\rho$ respects $\mathcal{F}$ and each $\tau_{v}$ respects $\mathcal{G}_{v}$ then $\Upsilon\left(\rho,\left(\tau_{v}\right)\right)$ respects $\mathcal{F}[\mathfrak{G}]$.
(c) If $\sigma \in \mathcal{O}(V[\mathfrak{U}])$ respects $\mathcal{F}[\mathfrak{G}]$ then there is at least one $\left(\rho,\left(\tau_{v}\right)\right) \in \Upsilon^{-1}(\sigma)$ for which $\rho$ respects $\mathcal{F}$ and each $\tau_{v}$ respects $\mathcal{G}_{v}$.

Now to define the composition of systems, let $(V, \mathcal{F})$ and $(\mathfrak{U}, \mathfrak{G})$ be as in Proposition 2.3, let $\mathcal{C}$ be any structure supported on $\mathcal{F}$, and let $\mathfrak{B}:=\left\{\mathcal{B}_{v}: v \in V\right\}$ be a set of structures supported on the corresponding members of $\mathfrak{G}$. For an ordered multipartition $\sigma \in \mathcal{O}(V[\mathfrak{U}])$ we define the composite structure $\mathcal{C}[\mathfrak{B}]$ evaluated at $\sigma$ to be

$$
\begin{equation*}
\mathcal{C}[\mathfrak{B}](\sigma):=\sum_{\left(\rho,\left(\tau_{v}\right)\right) \in \Upsilon^{-1}(\sigma)} \mathcal{C}(\rho) \prod_{v \in V} \mathcal{B}_{v}\left(\tau_{v}\right) \tag{11}
\end{equation*}
$$

The triple $(V[\mathfrak{U}], \mathcal{F}[\mathfrak{G}], \mathcal{C}[\mathfrak{B}])$ is a composite system.
For any multipartition $\pi$ of $V$, let $\mathcal{O}_{\pi}(V)$ denote the set of all multipartitions $\sigma \in \mathcal{O}(V)$ such that base $(\sigma)=\pi$, and recall that $\# \mathcal{O}_{\pi}(V)=(\# \pi)!/ \pi!$.

Lemma 2.4. Let $V$ and $\mathfrak{U}$ be as above, and let $\sigma=\left(S_{1}, \ldots, S_{m}\right) \in \mathcal{O}(V[\mathfrak{U}])$. Then there is a bijective correspondence

$$
\Upsilon^{-1}(\sigma) \rightleftharpoons \prod_{i=1}^{m} \bigsqcup_{\left(R_{i},\left(\pi_{v}^{i}\right)\right) \in \Psi^{-1}\left(S_{i}\right)} \prod_{v \in V} \mathcal{O}_{\pi_{v}^{i}}(V)
$$

Proof. We construct a bijection from the right side to the left side as follows. A typical element on the right side corresponds to an $m$-tuple $\left(\left(R_{1},\left(\kappa_{v}^{1}\right)\right), \ldots,\left(R_{m},\left(\kappa_{v}^{m}\right)\right)\right)$ in which each $\kappa_{v}^{i} \in \mathcal{O}\left(U_{v}\right)$ and each $\left(R_{i},\left(\operatorname{base}\left(\kappa_{v}^{i}\right)\right)\right) \in \Psi^{-1}\left(S_{i}\right)$. From this element we construct $\rho:=\left(R_{1}, \ldots, R_{m}\right)$ and $\tau_{v}:=\kappa_{v}^{1} \oplus \cdots \oplus \kappa_{v}^{m}$ for each $v \in V$; thus $\Upsilon\left(\rho,\left(\tau_{v}\right)\right)=\sigma$. One easily checks that this construction in fact gives a bijection.

Proposition 2.5. Let $(V, \mathcal{F}, \mathcal{C})$ and $(\mathfrak{U}, \mathfrak{G}, \mathfrak{B})$ be as above.
(a) The structure $\mathcal{C}[\mathfrak{B}]$ is supported on $\mathcal{F}[\mathfrak{G}]$.
(b) If $\mathcal{C}$ is basic and each $\mathcal{B}_{v}$ is basic then $\mathcal{C}[\mathfrak{B}]$ is basic.
(c) If $\mathcal{C}$ is completely separated and each $\mathcal{B}_{v}$ is completely separated then $\mathcal{C}[\mathfrak{B}]$ is completely separated.
(d) If $\mathcal{F}$ is a set system and $\mathcal{C}$ and all $\mathcal{B}_{v}$ are indicator structures, then $\mathcal{C}[\mathfrak{B}]$ is an indicator structure.

Proof. Parts (a) and (b) are routine. For part (c), from (11) and Lemma 2.4 we calculate that

$$
\begin{aligned}
\mathcal{C}[\mathfrak{B}](\sigma) & =\sum_{\left(\rho,\left(\tau_{v}\right)\right) \in \Upsilon^{-1}(\sigma)}\left(\prod_{R \in \mathcal{M}^{+}(V)} c(R)^{\rho(R)}\right) \prod_{v \in V} \mathcal{B}_{v}\left(\tau_{v}\right) \\
& =\prod_{i=1}^{m} \sum_{\left(R_{i},\left(\pi_{v}^{i}\right)\right) \in \Psi^{-1}\left(S_{i}\right)} c\left(R_{i}\right) \prod_{v \in V} \mathcal{B}_{v}\left(\pi_{v}^{i}\right) \frac{\left(\# \pi_{v}^{i}\right)!}{\pi_{v}^{i}!},
\end{aligned}
$$

where the second equality is justified because if $\tau_{v}=\kappa_{v}^{1} \oplus \cdots \oplus \kappa_{v}^{m}$ and $\mathcal{B}_{v}$ is completely separated, then it is basic and $\mathcal{B}_{v}\left(\tau_{v}\right)=\mathcal{B}_{v}\left(\kappa_{v}^{1}\right) \ldots \mathcal{B}_{v}\left(\kappa_{v}^{m}\right)$. Therefore, if we put

$$
\begin{equation*}
h(S):=\sum_{\left(R,\left(\pi_{v}\right)\right) \in \Psi^{-1}(S)} c(R) \prod_{v \in V} \mathcal{B}_{v}\left(\pi_{v}\right) \frac{\left(\# \pi_{v}\right)!}{\pi_{v}!} \tag{12}
\end{equation*}
$$

for each $S \in \mathcal{M}^{+}(V[\mathfrak{U}])$, it follows that

$$
\mathcal{C}[\mathfrak{B}](\sigma)=\prod_{S \in \mathcal{M}^{+}(V[\mathfrak{U} \mathfrak{l})} h(S)^{\sigma(S)}
$$

for each $\sigma \in \mathcal{O}(V[\mathfrak{U}])$. Comparing this with equation (6), we see that $\mathcal{C}[\mathfrak{B}]$ is completely separated.

Part (d) is a direct consequence of Proposition 2.1 and equation (12).
The following composition theorem was proved in [21] in the special case of finite set systems, but only for the $\mathbf{X}^{1}$ th coefficient, and by a much more clumsy argument. Let $\mathbf{y}:=\left\{y_{v}: v \in V\right\}$ be pairwise commuting independent indeterminates, let $\mathbf{d}:=$ $\left\{\partial_{v}: v \in V\right\}$ where $\partial_{v}:=\partial / \partial y_{v}$ for each $v \in V$, and let $\left.\mathbf{X}\right|_{v}:=\left\{X_{u}: u \in U_{v}\right\}$ for each $v \in V$.

Theorem 2.6. Let $(V, \mathcal{F}, \mathcal{C})$ and $(\mathfrak{U}, \mathfrak{G}, \mathfrak{B})$ be as above. Then

$$
P_{\mathcal{F}[\mathfrak{G}]}^{\mathcal{C}[\mathfrak{B}]}(t, \mathbf{X})=\left[\mathbf{y}^{0}\right] P_{\mathcal{F}}^{\mathcal{C}}(t, \mathbf{d}) \prod_{v \in V} P_{\mathcal{G}_{v}}^{\mathcal{B}_{v}}\left(y_{v},\left.\mathbf{X}\right|_{v}\right)
$$

Proof. We collect terms on the right side using the relevant definitions, viz:

$$
\begin{aligned}
& {\left[\mathbf{y}^{0}\right] P_{\mathcal{F}}^{\mathcal{C}}(t, \mathbf{d}) \prod_{v \in V} P_{\mathcal{G}_{v}}^{\mathcal{B}_{v}}\left(y_{v},\left.\mathbf{X}\right|_{v}\right) } \\
= & {\left[\mathbf{y}^{0}\right]\left(\sum_{\rho \in \mathcal{O}(V)} \mathcal{C}(\rho) \frac{t^{\# \rho}}{(\# \rho)!} \mathbf{d}^{\mathrm{el}(\rho)}\right) \prod_{v \in V} \sum_{\tau_{v} \in \mathcal{O}\left(U_{v}\right)} \mathcal{B}_{v}\left(\tau_{v}\right) \frac{y_{v}^{\# \tau_{v}}}{\left(\# \tau_{v}\right)!}\left(\left.\mathbf{X}\right|_{v}\right)^{\mathrm{el}\left(\tau_{v}\right)} } \\
= & \sum_{\left(\rho,\left(\tau_{v}\right)\right) \in \Theta(V, \mathfrak{U})} \mathcal{C}(\rho) \frac{t^{\# \rho}}{(\# \rho)!} \prod_{v \in V} \mathcal{B}_{v}\left(\tau_{v}\right)\left(\left.\mathbf{X}\right|_{v}\right)^{\mathrm{el}\left(\tau_{v}\right)} \\
= & \sum_{\sigma \in \mathcal{O}(V[\mathfrak{U}])} \frac{t^{\# \sigma}}{(\# \sigma)!} \mathbf{X}^{\mathrm{el}(\sigma)} \sum_{\left(\rho,\left(\tau_{v}\right)\right) \in \Upsilon^{-1}(\sigma)} \mathcal{C}(\rho) \prod_{v \in V} \mathcal{B}_{v}\left(\tau_{v}\right),
\end{aligned}
$$

as was to be shown.
Theorem 2.6 implies that

$$
\begin{equation*}
P_{\mathcal{F}}^{\mathcal{C}}(t, \mathbf{X})=\left[\mathbf{y}^{0}\right] P_{\mathcal{F}}^{\mathcal{C}}(t, \mathbf{d}) \prod_{v \in V} \exp \left(y_{v} X_{v}\right) \tag{13}
\end{equation*}
$$

for any system $(V, \mathcal{F}, \mathcal{C})$. Thus, we lose no information in shifting our attention from the multipartition series $P_{\mathcal{F}}^{\mathcal{C}}(t, \mathbf{X})$ to the compositional operator $\Phi_{\mathcal{F}}^{\mathcal{C}}: W[t, \mathbf{y}] \rightarrow W[t]$ of the system $(V, \mathcal{F}, \mathcal{C})$, defined by $\Phi_{\mathcal{F}}^{\mathcal{C}}:=\left[\mathbf{y}^{0}\right] P_{\mathcal{F}}^{\mathcal{C}}(t, \mathbf{d})$. The utility of this point of view is seen in the next section. It is important to notice that for any system $(V, \mathcal{F}, \mathcal{C})$, $\Phi_{\mathcal{F}}^{\mathcal{C}}$ is $W[t]$-linear. Another useful property is given in Proposition 2.7, the proof of
which is omitted as it follows straightforwardly from the chain rule for differentiation. For a multiset $S \in \mathcal{M}^{+}(V)$ and a vertex $v \in S$, let $S \backslash v$ denote the multiset given by

$$
(S \backslash v)(w):= \begin{cases}S(w) & \text { if } w \neq v \\ S(v)-1 & \text { if } w=v\end{cases}
$$

Given a separated system $(V, \mathcal{F}, \mathcal{C})$ and $S \in \mathcal{F}$, let $\left(V, \mathcal{F} \backslash S, \mathcal{C} \backslash C_{S}\right)$ denote the separated system supported on $\mathcal{F} \backslash S$ and defined by the structure series $\left\{C_{T}(z)\right.$ : $T \in \mathcal{F} \backslash S\}$.

Proposition 2.7. Let $(V, \mathcal{F}, \mathcal{C})$ be a separated system defined by structure series $\left\{C_{S}(z): S \in \mathcal{F}\right\}$. Then for any $v \in V$ and $Q(\mathbf{y}) \in W[\mathbf{y}]$,

$$
\Phi_{\mathcal{F}}^{\mathcal{C}} y_{v} Q(\mathbf{y})=t \sum_{v \in S \in \mathcal{F}} \Phi_{\mathcal{F} \backslash S}^{\mathcal{C} \backslash C_{S}} C_{S}^{\prime}\left(t \mathbf{d}^{S}\right) \mathbf{d}^{S \backslash v} Q(\mathbf{y})
$$

where $C_{S}^{\prime}(z)=d C_{S}(z) / d z$.
3. Graphic systems. Throughout this section we take $\mathbf{R}$ for the weight ring $W$. We use the method of interlacing zeros to show that certain conditions on a system $(V, \mathcal{F}, \mathcal{C})$ imply that each coefficient $\left[\mathbf{X}^{f}\right] P_{\mathcal{F}}^{\mathcal{C}}(t, \mathbf{X})$ of the multipartition series is a polynomial in $\mathbf{R}[t]$ with only real nonpositive zeros. This method is outlined in the Appendix for the readers' convenience.

For lack of a better term we shall say that $Q(\mathbf{y}) \in \mathbf{R}[\mathbf{y}]$ is realistic when $Q(\mathbf{y})=$ $\prod_{v \in V} Q_{v}\left(y_{v}\right)$ and each $Q_{v}\left(y_{v}\right)$ has only real nonpositive zeros (and, of course, only finitely many $\left.Q_{v}\left(y_{v}\right) \neq 1\right)$. Consider the following three conditions on the compositional operator $\Phi_{\mathcal{F}}^{\mathcal{C}}$ of a system $(V, \mathcal{F}, \mathcal{C})$ :
( $\alpha$ ) For any realistic $Q(\mathbf{y}), \Phi_{\mathcal{F}}^{\mathcal{C}} Q(\mathbf{y})$ has only real nonpositive zeros.
( $\beta$ ) For any realistic $Q(\mathbf{y})$, and any $v \in V, \Phi_{\mathcal{F}}^{\mathcal{C}} \partial_{v} Q(\mathbf{y}) \prec \Phi_{\mathcal{F}}^{\mathcal{C}} Q(\mathbf{y})$.
$(\gamma)$ For any realistic $Q(\mathbf{y})$, any $v \in V$, and any $v \in S \in \mathcal{F}$,

$$
\Phi_{\mathcal{F} \backslash S}^{\mathcal{C} \backslash C_{S}} C_{S}^{\prime}\left(t \mathbf{d}^{S}\right) \mathbf{d}^{S \backslash v} Q(\mathbf{y}) \prec \Phi_{\mathcal{F}}^{\mathcal{C}} Q(\mathbf{y})
$$

We prove that these three conditions hold for a certain class of separated systems.
A Pólya-Laguerre class one series is a series $C(z) \in \mathbf{R}[[z]]$ of the form

$$
\begin{equation*}
C(z):=\exp \left(a_{0} z\right) \prod_{i \geq 1}\left(1+a_{i} z\right) \tag{14}
\end{equation*}
$$

in which $a_{i} \geq 0$ for all $i \geq 0$, and $\sum_{i \geq 1} a_{i}$ converges (cf. [13, Chap. 7, §2]). A PólyaLaguerre class one structure is a separated structure defined by a Pólya-Laguerre class one structure series. A multiset system $(V, \mathcal{F})$ is graphic when $\# S \leq 2$ for all $S \in \mathcal{F}$, and a Pólya-Laguerre class one graphic system is a Pólya-Laguerre class one structure supported on a graphic multiset system. (Examples 1.4 and 1.6 are both of this form.)

Theorem 3.1. If $(V, \mathcal{F}, \mathcal{C})$ is a Pólya-Laguerre class one graphic system then $\Phi_{\mathcal{F}}^{\mathcal{C}}$ satisfies conditions $(\alpha),(\beta)$, and $(\gamma)$.

Proof. Let $Q(\mathbf{y})$ be realistic. We prove the conditions simultaneously for all such systems by induction on $\operatorname{deg} Q:=\sum_{v \in V} \operatorname{deg} Q_{v}$. The basis of induction $\operatorname{deg} Q \leq 1$ is easily checked. Suppose that the theorem has been proved for $\operatorname{deg} Q \leq n-1$ and assume that $\operatorname{deg} Q=n>0$. Without loss of generality we may assume that each $Q_{v}$ is monic.

Let $v \in V$ be any vertex such that $\operatorname{deg} Q_{v}>0$, let $\theta \geq 0$ be such that $Q_{v}(-\theta)=0$, and put $\widehat{Q}(\mathbf{y}):=Q(\mathbf{y}) /\left(y_{v}+\theta\right)$. By linearity of $\Phi_{\mathcal{F}}^{\mathcal{C}}$ and Proposition 2.7 we have $\Phi_{\mathcal{F}}^{\mathcal{C}} Q(\mathbf{y})=t R(t)+\theta \Phi_{\mathcal{F}}^{\mathcal{C}} \widehat{Q}(\mathbf{y})$, where

$$
R(t):=\sum_{v \in S \in \mathcal{F}} \Phi_{\mathcal{F} \backslash S}^{\mathcal{C} \backslash C_{S}} C_{S}^{\prime}\left(t \mathbf{d}^{S}\right) \mathbf{d}^{S \backslash v} \widehat{Q}(\mathbf{y}) .
$$

Now $\widehat{Q}(\mathbf{y})$ satisfies the induction hypothesis, so that by $(\alpha)$ and ( $\gamma$ ) applied to $\widehat{Q}(\mathbf{y})$ and Lemmas A. 3 and A.1(c) we see that

$$
\Phi_{\mathcal{F}}^{\mathcal{C}} \widehat{Q}(\mathbf{y}) \prec t R(t)
$$

and hence by Lemma A.2(c) that

$$
\Phi_{\mathcal{F}}^{\mathcal{C}} \widehat{Q}(\mathbf{y}) \prec \Phi_{\mathcal{F}}^{\mathcal{C}} Q(\mathbf{y})\langle t R(t) .
$$

This establishes part ( $\alpha$ ) of the induction step.
To establish part $(\beta)$ of the induction step, let $v \in V$ be arbitrary. If $\operatorname{deg} Q_{v}=0$ then $\partial_{v} Q(\mathbf{y})=0$ and there is nothing to prove. Otherwise, let the zeros of $Q_{v}$ be $-\theta_{v 1}, \ldots,-\theta_{v k}$, and for $i=1, \ldots, k$ put $\widehat{Q}_{i}(\mathbf{y}):=Q(\mathbf{y}) /\left(y_{v}+\theta_{v i}\right)$. By part $(\alpha)$ of the induction step above, we have $\Phi_{\mathcal{F}}^{\mathcal{C}} \widehat{Q}_{i}(\mathbf{y}) \prec \Phi_{\mathcal{F}}^{\mathcal{C}} Q(\mathbf{y})$ for all $i=1, \ldots, k$. But $\partial_{v} Q(\mathbf{y})=\sum_{i=1}^{k} \widehat{Q}_{i}(\mathbf{y})$, so that by linearity of $\Phi_{\mathcal{F}}^{\mathcal{C}}$ and Lemma A. 3 we find that $\Phi_{\mathcal{F}}^{\mathcal{C}} \partial_{v} Q(\mathbf{y}) \prec \Phi_{\mathcal{F}}^{\mathcal{C}} Q(\mathbf{y})$, as desired.

It remains to verify part ( $\gamma$ ) of the induction step. Let $v \in V$ and $v \in S \in \mathcal{F}$ be arbitrary. Let the Pólya-Laguerre class one structure series $C_{S}(z)$ be given in (14). Thus $C_{S}^{\prime}(z)=\sum_{j \geq 0} a_{j} \widehat{C}_{S}^{j}(z)$ where

$$
\widehat{C}_{S}^{j}(z):= \begin{cases}C_{S}(z) & \text { if } j=0 \\ C_{S}(z) /\left(1+a_{j} z\right) & \text { if } j \geq 1\end{cases}
$$

For each $j \geq 0$ let $\Gamma_{j}:=\Phi_{\mathcal{F} \backslash S}^{\mathcal{C} \backslash C_{S}} \widehat{C}_{S}^{j}\left(t \mathbf{d}^{S}\right)$. By linearity of $\Phi_{\mathcal{F} \backslash S}^{\mathcal{C} \backslash C_{S}}$ and Lemma A.3, in order to prove that $(\gamma)$ holds it suffices to show that for all $j \geq 0$,

$$
\begin{equation*}
\Gamma_{j} \mathbf{d}^{S \backslash v} Q(\mathbf{y}) \prec \Phi_{\mathcal{F}}^{\mathcal{C}} Q(\mathbf{y}) . \tag{15}
\end{equation*}
$$

We do this by checking two cases: $j=0$ or $j \geq 1$. When $\# S=2$ let $S=\{v, w\}$, where $w=v$ is possible. When $j=0$ we have

$$
\Gamma_{j} \mathbf{d}^{S \backslash v} Q(\mathbf{y})= \begin{cases}\Phi_{\mathcal{F}}^{\mathcal{C}} Q(\mathbf{y}) & \text { if } \# S=1 \\ \Phi_{\mathcal{F}}^{\mathcal{C}} \partial_{w} Q(\mathbf{y}) & \text { if } \# S=2\end{cases}
$$

In either subcase, parts $(\alpha)$ and $(\beta)$ of the induction step establish the validity of (15). For $j \geq 1$ we have

$$
\begin{equation*}
\Gamma_{j}\left(1+a_{j} t \mathbf{d}^{S}\right) Q(\mathbf{y})=\Phi_{\mathcal{F}}^{\mathcal{C}} Q(\mathbf{y}) . \tag{16}
\end{equation*}
$$

In either subcase $\# S=1$ or $\# S=2$, parts $(\alpha)$ and $(\beta)$ of the induction step imply that

$$
\begin{equation*}
\Gamma_{j} \mathbf{d}^{S \backslash v} Q(\mathbf{y}) \prec \Gamma_{j} Q(\mathbf{y}) \tag{17}
\end{equation*}
$$

and that

$$
\begin{equation*}
\Gamma_{j} \mathbf{d}^{S} Q(\mathbf{y}) \prec \Gamma_{j} \mathbf{d}^{S \backslash v} Q(\mathbf{y}) . \tag{18}
\end{equation*}
$$

Hence, from (18) and Lemma A.1(c) we deduce that

$$
\begin{equation*}
\Gamma_{j} \mathbf{d}^{S \backslash v} Q(\mathbf{y}) \prec t \Gamma_{j} \mathbf{d}^{S} Q(\mathbf{y}) . \tag{19}
\end{equation*}
$$

Now from (16), (17), (19), and Lemma A.3, we conclude that (15) holds. This completes the induction step and the proof.

Theorem 3.1 has as an application the following theorem.
Theorem 3.2. Let $G=(V, E)$ be a finite multigraph. For each $v \in V$, let $Q_{v}(y):=\sum_{m} N_{v}(m) y^{m} / m!$ be a polynomial with only real nonpositive zeros. For each $m \geq 0$ let $N(m):=\sum_{H} \prod_{v \in V} N_{v}\left(\operatorname{deg}_{H}(v)\right)$, where the sum is over all edgesubgraphs $H$ of $G$ with $m$ edges. Then the polynomial $\sum_{m} N(m) t^{m}$ has only real nonpositive zeros.

Proof. Let $Q(\mathbf{y}):=\prod_{v \in V} Q_{v}\left(y_{v}\right)$ and let $\left(V, \mathcal{M}_{2}, \mathcal{G}\right)$ be the separated system supported on $\mathcal{M}_{2}:=\{S \in \mathcal{M}(V): \# S=2\}$ and defined by structure series $G_{S}(z):=$ $(1+z)^{m(S)}$ where $m(S)$ is the number of edges of $G$ incident with the multiset $S$ of vertices, for each $S \in \mathcal{M}_{2}(V)$. The polynomial in the conclusion is then $\Phi_{\mathcal{M}_{2}}^{\mathcal{G}} Q(\mathbf{y})$. But $Q(\mathbf{y})$ is realistic, and $\left(V, \mathcal{M}_{2}, \mathcal{G}\right)$ is a Pólya-Laguerre class one graphic system, by hypothesis. The result follows from Theorem 3.1, by property ( $\alpha$ ).

As a further special case, we have the following direct generalization of the Heilmann-Lieb theorem (which is the special case $f_{0} \equiv 0$ and $f_{1} \equiv 1$ ).

Theorem 3.3. Let $G=(V, E)$ be a finite multigraph. Fix two functions $f_{0}$ and $f_{1}$ from $V$ to $\mathbf{N}$ such that for all $v \in V, f_{0}(v) \leq f_{1}(v) \leq f_{0}(v)+1$. For each $m \in \mathbf{N}$ let $N(m)$ be the number of edge-subgraphs $H$ of $G$ which have $m$ edges and are such that for all $v \in V, f_{0}(v) \leq \operatorname{deg}_{H}(v) \leq f_{1}(v)$. Then the polynomial $\sum_{m} N(m) t^{m}$ has only real zeros.

Proof. This follows from Theorem 3.2 by taking

$$
N_{v}(m):= \begin{cases}1 & \text { if } m=f_{0}(v) \quad \text { or } \quad m=f_{1}(v) \\ 0 & \text { otherwise } .\end{cases}
$$

As the following example shows, this theorem is in a sense the best possible. Consider the graph $K_{1,3}$ and let $w$ be the vertex of degree three. Take $f_{0} \equiv 0$, $f_{1}(w)=2$, and $f_{1}(v)=1$ for $v \neq w$. Then the polynomial in the conclusion of Theorem 3.3 is in this case $1+3 t+3 t^{2}$, which has nonreal zeros.

By a simple construction we can obtain a consequence of Theorem 3.3 which is superficially more general. Given a finite multigraph $G=(V, E)$, the multiset $F$ of flags of $G$ consists of those pairs $(v, e)$ with $v \in V, e \in E$, and $v \in e$, counted with multiplicities. Thus, a loop $e$ at $v$ contributes two copies of $(v, e)$ to $F$. The vertex-partition of $F$ is the multipartition $\nu$ of $F$, with elevation $F$, such that $(v, e)$ and $\left(v^{\prime}, e^{\prime}\right)$ are in the same block of $\nu$ if and only if $v=v^{\prime}$.

Theorem 3.4. Let $G=(V, E)$ be a finite multigraph, and let $\pi$ be any refinement of the vertex-partition of $F$. Fix two functions $f_{0}, f_{1}: \pi \rightarrow \mathbf{N}$ such that for each $B \in \pi, f_{0}(B) \leq f_{1}(B) \leq f_{0}(B)+1$. For each $m \geq 0$, let $N(m)$ denote the number of edge-subgraphs $H$ of $G$ with $m$ edges, which are such that for each $B \in \pi$, the number of flags of $H$ which are in $B$ is between $f_{0}(B)$ and $f_{1}(B)$. Then the polynomial $\sum_{m} N(m) t^{m}$ has only real zeros.

Proof. Construct a new multigraph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ as follows. The vertex-set is $V^{\prime}:=\pi$. Given an edge $e=\{u, v\}$ of $E$, let $B_{u}^{e}$ and $B_{v}^{e}$ be the blocks of $\pi$ which contain the flags $(u, e)$ and $(v, e)$, respectively. Then put $e^{\prime}:=\left\{B_{u}^{e}, B_{v}^{e}\right\}$ and $E^{\prime}:=\left\{e^{\prime}: e \in E\right\}$, counted with multiplicities. Now, by applying Theorem 3.3 to the graph $G^{\prime}$ we obtain the result.
4. Order series. For this section we assume some familiarity with the theory of labelled posets and $P$-partitions, as developed in [17, 18]. Let $V$ be a finite set with $\# V=n$, say, and let $A:=(V,<, \omega)$ be a labelled poset with underlying set $V$; that is, $(V,<)$ is a poset and $\omega: V \rightarrow[n]$ is any bijection, where $[n]:=\{1,2, \ldots, n\}$. When $\omega$ is order-preserving, $A$ is naturally labelled; when $\omega$ is order-reversing, $A$ is strictly labelled. The case of naturally labelled posets subsumes unlabelled posets within this framework. An inversion in $A$ is a pair $(a, b) \in V^{2}$ with $a<b$ and $\omega(a)>\omega(b)$. Two labellings $\omega: V \rightarrow[n]$ and $\omega^{\prime}: V \rightarrow[n]$ are isotonic when the corresponding sets of inversions are equal. Isotony is thus an equivalence relation, and everything we have to say about a labelled poset depends only upon its isotony class. For any subset $S$ of $V$, we use $\downarrow S$ to denote the lower order ideal ("downset") generated by $S$, and $\max S$ to denote the set of maximal elements of $S$.

Given a labelled poset $A$, define a structure $\mathcal{A}: \mathcal{O}(V) \rightarrow \mathbf{Q}$ as follows. For an ordered multipartition $\sigma=\left(S_{1}, \ldots, S_{m}\right) \in \mathcal{O}(V)$ we put $\mathcal{A}(\sigma):=1$ if for each $i=1, \ldots, m$,
(i) $S_{i} \in \mathcal{P}^{+}(V)$,
(ii) $S_{i}^{2}$ contains no inversions of $A$, and
(iii) $S_{i} \cap \downarrow\left(S_{1} \cup \cdots \cup S_{i-1}\right) \subseteq \max \left(S_{1} \cup \cdots \cup S_{i-1}\right)$;
otherwise we put $\mathcal{A}(\sigma):=0$. The structure $(V, \mathcal{A})$ is called the order structure of $A$. Let $\mathcal{O}(A):=\mathcal{O}(V,<, \omega)$ denote the set of all $\sigma \in \mathcal{O}(V)$ such that $\mathcal{A}(\sigma)=1$. Notice that $(V, \mathcal{A})$ is supported on $\mathcal{P}^{+}(V)$, and that $\mathcal{A}$ is not separated, and in fact is not even basic unless $(V,<)$ is an antichain.

Consider a labelled poset $A=(V,<, \omega)$ with $\# V=n$, and for each $0 \leq j \leq n$, let $e_{j}(A)$ be the number of order-preserving surjections $f: A \rightarrow[j]$ such that if $(a, b)$ is an inversion in $A$ then $f(a)<f(b)$. The order polynomial $[17,18]$ of $A$ is

$$
\Omega(A ; t):=\sum_{j=0}^{n} e_{j}(A)\binom{t}{j}
$$

Proposition 4.1. Let $A=(V,<, \omega)$ be a finite labelled poset. Then $\left[\mathbf{X}^{V}\right] Z^{\mathcal{A}}(t, \mathbf{X})$ is the order polynomial of $A$.

Proof. Notice that $\left[\mathbf{X}^{V}\right] Z^{\mathcal{A}}(t, \mathbf{X})=\sum_{\sigma}\binom{t}{\# \sigma}$ where the sum is over all $\sigma \in \mathcal{O}(A)$ such that el $(\sigma)=V$. To each such $\sigma=\left(S_{1}, \ldots, S_{j}\right)$ we associate a surjection $f$ : $A \rightarrow[j]$ by $f^{-1}(i):=S_{i}$ for each $1 \leq i \leq j$. This gives a bijection between the set of $\sigma \in \mathcal{O}(A)$ with el $(\sigma)=V$ and the set of surjections in the definition of $\Omega(A ; t)$. The result follows.

Actually, the multipartition series $P^{\mathcal{A}}(t, \mathbf{X})$ of order structures do not possess many nice properties, and it is more convenient to work with a close relative. By analogy with the terminology of [3, 4], we define the "augmented multipartition series" of a system $(V, \mathcal{F}, \mathcal{C})$ to be

$$
\begin{equation*}
\widetilde{P}_{\mathcal{F}}^{\mathcal{C}}(t, \mathbf{X}):=\sum_{\sigma \in \mathcal{O}(V)} \mathcal{C}(\sigma) t^{\# \sigma} \mathbf{X}^{\mathrm{el}(\sigma)} \tag{20}
\end{equation*}
$$

In the case of the order structure of a finite labelled poset $A$, the polynomial $\left[\mathbf{X}^{V}\right] \widetilde{P}^{\mathcal{A}}(t, \mathbf{X})$ is the $E$-polynomial $[2,15,22]$ of $A: E(A ; t):=\sum_{j=0}^{n} e_{j}(A) t^{j}$, with the notation as above. The following conjecture is due to Neggers [15] in the naturally labelled case, and to Stanley in general [19].

Conjecture 4.2. Let $A=(V,<, \omega)$ be a labelled poset. Then, for any $U \in$ $\mathcal{M}^{+}(V)$, all zeros of $\left[\mathbf{X}^{U}\right] \widetilde{P}^{\mathcal{A}}(t, \mathbf{X})$ are in the interval $[-1,0]$.

Actually, the conjecture has previously been made only for $U \in \mathcal{P}^{+}(V)$, but as we see in Corollary 4.5 , this is not an essential difference.

For example, consider a strictly labelled totally ordered set $A$. Any set of at least two elements of $V$ then contains an inversion in $A$, from which it follows that

$$
\begin{equation*}
\widetilde{P}^{\mathcal{A}}(t, \mathbf{X})=\prod_{v \in V} \frac{1}{1-t X_{v}} \tag{21}
\end{equation*}
$$

One also sees that if $A$ is an antichain then

$$
\begin{equation*}
\widetilde{P}^{\mathcal{A}}(t, \mathbf{X})=\left(1-t \sum_{S \in \mathcal{P}+(V)} \mathbf{X}^{S}\right)^{-1} \tag{22}
\end{equation*}
$$

The following composition formula for augmented multipartition series can be proved by mimicking the proof of Theorem 2.6. We use the notation $\mathbf{y}^{-1}$ for $\left\{y_{v}^{-1}\right.$ : $v \in V\}$.

Proposition 4.3. Let $(V, \mathcal{F}, \mathcal{C})$ and $(\mathfrak{U}, \mathfrak{G}, \mathfrak{B})$ be as in Theorem 2.6. Then

$$
\widetilde{P}_{\mathcal{F}[\mathfrak{G}]}^{\mathcal{C}[\mathfrak{B}]}(t, \mathbf{X})=\left[\mathbf{y}^{0}\right] \widetilde{P}_{\mathcal{F}}^{\mathcal{C}}\left(t, \mathbf{y}^{-1}\right) \prod_{v \in V} \widetilde{P}_{\mathcal{G}_{v}}^{\mathcal{B}_{v}}\left(y_{v},\left.\mathbf{X}\right|_{v}\right) .
$$

It is clear that for any system $(V, \mathcal{F}, \mathcal{C})$,

$$
\begin{equation*}
\widetilde{P}_{\mathcal{F}}^{\mathcal{C}}(t, \mathbf{X})=\left[\mathbf{y}^{0}\right] \widetilde{P}_{\mathcal{F}}^{\mathcal{C}}\left(t, \mathbf{y}^{-1}\right) \prod_{v \in V} \frac{1}{1-y_{v} X_{v}} \tag{23}
\end{equation*}
$$

Given a labelled poset $A=(V,<, \omega)$ and pairwise disjoint labelled posets $\mathbf{B}=$ $\left\{B_{v}: v \in V\right\}$ indexed by $V$, we define the composition of $\mathbf{B}$ into $A$ as follows [22]. For each $v \in V$ let $B_{v}:=\left(U_{v},<, \nu_{v}\right)$ and let $m_{v}:=\# U_{v}$. Then $A[\mathbf{B}]:=(V[\mathfrak{U}],<, \varphi)$ where $V[\mathfrak{U}]:=\bigcup_{v \in V} U_{v}$, and $x<y$ in $A[\mathbf{B}]$ if and only if either $x \in U_{a}$ and $y \in U_{b}$ with $a<b$ in $A$, or $x<y$ in $B_{v}$ for some $v \in V$. We put $r:=\sum_{v \in V} m_{v}$ and note that there is a unique set of order-preserving injections $\psi_{v}:\left[m_{v}\right] \rightarrow[r]$ for $v \in V$ such that their images are pairwise disjoint and if $\omega(a)<\omega(b)$ then $\psi_{a}(i)<\psi_{b}(j)$ for all $i \in\left[m_{a}\right]$ and $j \in\left[m_{b}\right]$. Finally, we define $\varphi$ on $V[\mathfrak{U}]$ by putting $\left.\varphi\right|_{U_{v}}:=\psi_{v} \circ \nu_{v}$ for each $v \in V$.

The following theorem shows that the composition of systems defined in $\S 2$ specializes to a relationship among order structures of composite labelled posets.

Theorem 4.4. Let $A=(V,<, \omega)$ be a finite labelled poset and let $\mathbf{B}=\left\{B_{v}: v \in\right.$ $V\}$ be a collection of pairwise disjoint labelled posets indexed by $V$. Let $\left(U_{v}, \mathcal{B}_{v}\right)$ be the order structure of $B_{v}$, for each $v \in V$, and put $(\mathfrak{U}, \mathfrak{B}):=\left\{\left(U_{v}, \mathcal{B}_{v}\right): v \in V\right\}$. Then the composite structure $(V[\mathfrak{U}], \mathcal{A}[\mathfrak{B}])$ is the order structure of the composite labelled poset $A[\mathbf{B}]$.

Proof. By definition, for any $\sigma \in \mathcal{O}(V[\mathfrak{U}])$,

$$
\mathcal{A}[\mathfrak{B}](\sigma)=\sum_{\left(\rho,\left(\tau_{v}\right)\right) \in \Upsilon^{-1}(\sigma)} \mathcal{A}(\rho) \prod_{v \in V} \mathcal{B}_{v}\left(\tau_{v}\right) .
$$

Since $\mathcal{A}$ is supported on $\mathcal{P}^{+}(V)$, Proposition 2.3(a) implies that the only term such that $\mathcal{A}(\rho) \neq 0$ is the unique $\left(\rho,\left(\tau_{v}\right)\right) \in \Upsilon^{-1}(\sigma)$ for which each block of $\rho$ is a set. Hence $\mathcal{A}[\mathfrak{B}](\sigma)=1$ if and only if $\mathcal{A}(\rho)=1$ and $\mathcal{B}_{v}\left(\tau_{v}\right)=1$ for all $v \in V$. We now show that these conditions are equivalent to having $\sigma \in \mathcal{O}(A[\mathbf{B}])$, which suffices to prove the theorem. As the argument consists of straightforwardly checking definitions we merely outline the main steps.

Consider any $\sigma=\left(S_{1}, \ldots, S_{m}\right) \in \mathcal{O}(V[\mathfrak{U}])$ and let $\left(\rho,\left(\tau_{v}\right)\right)$ be the unique element of $\Upsilon^{-1}(\sigma)$ for which each block of $\rho=\left(R_{1}, \ldots, R_{m}\right)$ is a set. Then for each $v \in V$, $\tau_{v}=\kappa_{v}^{1} \oplus \cdots \oplus \kappa_{v}^{m}$, where the ordered multipartitions $\kappa_{v}^{i}$ are $\kappa_{v}^{i}=()$ if $v \notin R_{i}$, and $\kappa_{v}^{i}=\left(S_{i} \cap U_{v}\right)$ otherwise. Let $T_{v}^{i}:=S_{i} \cap U_{v}$. We make three claims, the proofs of which are left to the reader.

Claim 1. For each $1 \leq i \leq m, S_{i}$ is a set if and only if for each $v \in V, T_{v}^{i}$ is a set.

Claim 2. For each $1 \leq i \leq m, S_{i}^{2}$ contains no inversions of $A[\mathbf{B}]$ if and only if $R_{i}^{2}$ contains no inversions of $A$, and for each $v \in V,\left(T_{v}^{i}\right)^{2}$ contains no inversions of $B_{v}$.

Claim 3. For each $1 \leq i \leq m$ :

$$
S_{i} \cap \downarrow\left(S_{1} \cup \cdots \cup S_{i-1}\right) \subseteq \max \left(S_{1} \cup \cdots \cup S_{i-1}\right)
$$

if and only if

$$
R_{i} \cap \downarrow\left(R_{1} \cup \cdots \cup R_{i-1}\right) \subseteq \max \left(R_{1} \cup \cdots \cup R_{i-1}\right)
$$

and, for each $v \in V$,

$$
T_{v}^{i} \cap \downarrow\left(T_{v}^{1} \cup \cdots \cup T_{v}^{i-1}\right) \subseteq \max \left(T_{v}^{1} \cup \cdots \cup T_{v}^{i-1}\right)
$$

Given these claims, we may argue as follows. For any $\sigma \in \mathcal{O}(V[\mathfrak{U}])$, the first paragraph shows that $\mathcal{A}[\mathfrak{B}](\sigma)=1$ if and only if $\mathcal{A}(\rho)=1$ and, for each $v \in V$, $\mathcal{B}_{v}\left(\tau_{v}\right)=1$. This holds if and only if $\rho$ satisfies conditions (i), (ii), and (iii) for $A$, and for each $v \in V, \tau_{v}$ satisfies conditions (i), (ii), and (iii) for $B_{v}$, by definition. The three claims above show that this occurs if and only if $\sigma$ satisfies conditions (i), (ii), and (iii) for $A[\mathbf{B}]$, which completes the proof.

Corollary 4.5. Let $A=(V,<, \omega)$ be a finite labelled poset, and let $U \in \mathcal{M}^{+}(V)$. Then $\left[\mathbf{X}^{U}\right] Z^{\mathcal{A}}(t, \mathbf{X})$ is the order polynomial of $A[\mathbf{B}]$, where, for each $v \in V, B_{v}$ is a strictly labelled totally ordered set of size $U(v)$.

Proof. Equivalently, we show that $\left[\mathbf{X}^{U}\right] \widetilde{P}^{\mathcal{A}}(t, \mathbf{X})$ is the $E$-polynomial of $A[\mathbf{B}]$. Notice that

$$
\left[\mathbf{X}^{U}\right] \widetilde{P}^{\mathcal{A}}(t, \mathbf{X})=\left[\mathbf{y}^{0}\right] \widetilde{P}^{\mathcal{A}}\left(t, \mathbf{y}^{-1}\right) \mathbf{y}^{U}
$$

and from equation (21), the $E$-polynomial (in the indeterminate $y$ ) of a strictly labelled totally ordered set of size $n$ is $y^{n}$. Proposition 4.3 and Theorem 4.4 imply the result.

In principle, Proposition 4.3 and Theorem 4.4 give a composition formula for $E$ polynomials of labelled posets, but in order to use it effectively we must be able to describe the series $\widetilde{P}^{\mathcal{A}}(t, \mathbf{X})$ explicitly. In fact, one can be quite specific about the form of $\widetilde{P}^{\mathcal{A}}(t, \mathbf{X})$, but the arguments are too long to be included here and appear in another paper [23].

A．Appendix：The method of interlacing zeros．We summarize here the concepts and lemmas required for our proof of Theorem 3．1．

Suppose that $p, q \in \mathbf{R}[t]$ both have only real zeros，that those of $p$ are $\xi_{1} \leq \cdots \leq$ $\xi_{n}$ ，and that those of $q$ are $\theta_{1} \leq \cdots \leq \theta_{m}$ ．We say that $q$ interlaces $p$ if $\operatorname{deg} p=1+\operatorname{deg} q$ and the zeros of $p$ and $q$ satisfy

$$
\xi_{1} \leq \theta_{1} \leq \xi_{2} \leq \cdots \leq \theta_{m} \leq \xi_{m+1}
$$

We also say that $q$ alternates left of $p$ if $\operatorname{deg} p=\operatorname{deg} q$ and the zeros of $p$ and $q$ satisfy

$$
\theta_{1} \leq \xi_{1} \leq \theta_{2} \leq \cdots \leq \theta_{m} \leq \xi_{m}
$$

We use the notations $p \dagger q$ for＂$p$ interlaces $q$ ，＂$p\langle\langle q$ for＂$p$ alternates left of $q$ ，＂and $p \prec q$ for＂either $p \dagger q$ or $p \ll q$ ．＂Any polynomial which stands in one of these relations must have only real zeros．By convention we say that for any real－rooted polynomial $p$ ，all of $p \dagger 0,0 \dagger p, p\langle<0$ ，and $0 \ll p$ hold．

Lemma A． 1 is immediate from the definitions．
Lemma A．1．Let $p, q \in \mathbf{R}[t]$ have only real nonpositive zeros．
（a）One has $q \dagger p$ if and only if $p \ll t q$ ．
（b）One has $q 《<p$ if and only if $p \dagger t q$ ．
（c）One has $q \prec p$ if and only if $p \prec t q$ ．
The next two lemmas are easy consequences of the intermediate value theorem．
Lemma A．2．Suppose that $p, q \in \mathbf{R}[t]$ have only real zeros and have leading coefficients of the same sign．
（a）If $q 《<p$ then $q\langle<q+p$ and $q+p \ll p$ ．
（b）If $q \dagger p$ then $q \dagger q+p$ and $q+p \ll p$ ．
（c）If $q \prec p$ then $q \prec q+p$ and $q+p\langle\langle p$ ．
Lemma A．3．Suppose that $p, q_{1}, \ldots, q_{n} \in \mathbf{R}[t]$ have only real zeros and have leading coefficients of the same sign，and put $f=q_{1}+\cdots+q_{n}$ ．If for each $i=1, \ldots, n$ either $q_{i} \dagger p$ or $q_{i} 《 p$ then either $f \dagger p$ or $f 《<p$ ．The first case occurs if and only if $q_{i} \dagger p$ for all $i=1, \ldots, n$ ．
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# VALUATED MATROID INTERSECTION I: OPTIMALITY CRITERIA* 
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#### Abstract

The independent assignment problem (or the weighted matroid intersection problem) is extended using Dress and Wenzel's matroid valuations, which are attached to the vertex set of the underlying bipartite graph as an additional weighting. Specifically, the problem considered is as follows: given a bipartite graph $G=\left(V^{+}, V^{-} ; A\right)$ with arc weight $w: A \rightarrow \mathbf{R}$ and matroid valuations $\omega^{+}$and $\omega^{-}$on $V^{+}$and $V^{-}$, respectively, find a matching $M(\subseteq A)$ that maximizes $\sum\{w(a) \mid a \in M\}+\omega^{+}\left(\partial^{+} M\right)+\omega^{-}\left(\partial^{-} M\right)$, where $\partial^{+} M$ and $\partial^{-} M$ denote the sets of vertices in $V^{+}$and $V^{-}$incident to $M$. As natural extensions of the previous results for the independent assignment problem, two optimality criteria are established: one in terms of potentials and the other in terms of negative cycles in an auxiliary graph.


Key words. weighted matroid intersection problem, independent assignment problem, valuated matroid, combinatorial optimization
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1. Introduction. The weighted matroid intersection problem and its extensions has played a major role in the theory of combinatorial optimization. (See, for instance, Edmonds [7], [8], Faigle [9], Fujishige [14], and Lawler [20].) One of its equivalent variants introduced by Iri and Tomizawa [17] is the independent assignment problem defined as follows. We are given a bipartite graph $G=\left(V^{+}, V^{-} ; A\right)$, matroids $\mathbf{M}^{+}=$ $\left(V^{+}, \mathcal{B}^{+}\right)$and $\mathbf{M}^{-}=\left(V^{-}, \mathcal{B}^{-}\right)$, and a weight function $w: A \rightarrow R$, where $\left(V^{+}, V^{-}\right)$is the bipartition of the vertex set of $G, A$ is the arc set of $G, \mathbf{M}^{+}$(resp., $\mathbf{M}^{-}$) is defined on $V^{+}$(resp., $V^{-}$) in terms of the family of bases $\mathcal{B}^{+}$(resp., $\mathcal{B}^{-}$), and $R$ is a totally ordered additive group. (Typically $R=\mathbf{R}$ (reals), $\mathbf{Q}$ (rationals), or $\mathbf{Z}$ (integers).) The independent assignment problem is to find a matching $M(\subseteq A)$ that maximizes

$$
\begin{equation*}
w(M) \equiv \sum\{w(a) \mid a \in M\} \tag{1.1}
\end{equation*}
$$

subject to the constraint

$$
\begin{equation*}
\partial^{+} M \in \mathcal{B}^{+}, \quad \partial^{-} M \in \mathcal{B}^{-}, \tag{1.2}
\end{equation*}
$$

where $\partial^{+} M$ (respectively, $\partial^{-} M$ ) denotes the set of vertices in $V^{+}$(respectively, $V^{-}$) incident to $M$. The independent assignment problem has been shown to be a useful framework in which to formulate engineering problems in systems analysis. (See, e.g., Iri [16], Murota [22], and Recski [30].)

Recently, on the other hand, Dress and Wenzel [5], [6] introduced the notion of valuation on a matroid. A valuation on a matroid $\mathbf{M}=(V, \mathcal{B})$ is a function $\omega: \mathcal{B} \rightarrow R$ which enjoys the exchange property: for $B, B^{\prime} \in \mathcal{B}$ and $u \in B-B^{\prime}$, there exists $v \in B^{\prime}-B$ such that $B-u+v \in \mathcal{B}, B^{\prime}+u-v \in \mathcal{B}$, and

$$
\begin{equation*}
\omega(B)+\omega\left(B^{\prime}\right) \leq \omega(B-u+v)+\omega\left(B^{\prime}+u-v\right) . \tag{1.3}
\end{equation*}
$$

A matroid equipped with a valuation is called valuated matroid.

[^44]A valuation $\omega$ can be induced from a weight function $\eta: V \rightarrow R$ and $\alpha \in R$ by

$$
\begin{equation*}
\omega(B)=\alpha+\sum\{\eta(u) \mid u \in B\} \quad \text { for } B \in \mathcal{B} . \tag{1.4}
\end{equation*}
$$

Such a valuation will be called separable (called "essentially trivial" in [6]).
A (nonseparable) valuated matroid naturally arises from a polynomial matrix with coefficients from a field. Let $A(x)$ be an $m \times n$ matrix of rank $m$ with each entry being a polynomial in a variable $x$, and let $\mathbf{M}=(V, \mathcal{B})$ denote the (linear) matroid defined on the column set $V$ of $A(x)$ by the linear independence of the column vectors. Then a valuated matroid is obtained if $\omega(B)$ for $B \in \mathcal{B}$ is defined to be the degree in $x$ of the determinant of the $m \times m$ submatrix with columns in $B$; i.e.,

$$
\begin{equation*}
\omega(B)=\operatorname{deg}_{x} \operatorname{det} A[B] . \tag{1.5}
\end{equation*}
$$

In fact, the Grassmann-Plücker identity implies the exchange property of $\omega$, as pointed out in Dress and Wenzel [5], [6] in a more algebraic term of "field valuation." Some examples of valuated matroids of a more combinatorial-geometrical flavor are reported in Terhalle [33], whereas Example 3.3 in $\S 3$ below shows another example arising from graphs. Details on valuated matroids are given in $\S 3$.

In this paper we consider an extension of the independent assignment problem to its valuated version. Namely we assume that $\mathbf{M}^{+}=\left(V^{+}, \mathcal{B}^{+}\right)$and $\mathbf{M}^{-}=\left(V^{-}, \mathcal{B}^{-}\right)$ are equipped with valuations $\omega^{+}: \mathcal{B}^{+} \rightarrow R$ and $\omega^{-}: \mathcal{B}^{-} \rightarrow R$ and consider the problem of finding a matching $M(\subseteq A)$ that maximizes

$$
\Omega(M) \equiv w(M)+\omega^{+}\left(\partial^{+} M\right)+\omega^{-}\left(\partial^{-} M\right)
$$

subject to the constraint (1.2). We shall call this problem the valuated independent assignment problem (VIAP). This is a proper extension of the independent assignment problem, whereas it obviously reduces to the ordinary independent assignment problem in the case that $\omega^{+}$and $\omega^{-}$are trivial valuations that vanish identically on $\mathcal{B}^{+}$and $\mathcal{B}^{-}$, respectively, and also in a more general case of separable valuations.

In the present paper we establish two forms of optimality criteria for the valuated independent assignment problem by extending in a natural way the two well-known optimality criteria for the ordinary independent assignment problem. The first (Theorem 4.1) is in terms of potentials, as in Frank [10], and the second (Theorem 4.3) is in terms of negative cycles in an auxiliary graph, as in Fujishige [12]. (See also Fujishige [14] and Zimmermann [35], which give a similar condition for submodular flows.) The negative-cycle criterion yields a primal-type cycle-canceling algorithm for solving the valuated independent assignment problem, to be reported in part II [25], which is an extension of Fujishige's [12] and Zimmermann's [36] for the ordinary independent assignment problem.

The driving wheels for these extensions are the proper generalizations of the fundamental lemmas on the exchangeability in a matroid to those in a valuated matroid. Among others it should be mentioned that the so-called no-shortcut lemma (see Lemma 3.3 in $\S 3$ for a precise statement) is generalized to what we shall call unique-max lemma (Lemma 3.8 in $\S 3$ ). When specialized to a valuated matroid associated with a polynomial matrix as in (1.5), the no-shortcut lemma states that a triangular matrix having nonzero diagonal elements is nonsingular, whereas the unique-max lemma reveals a stronger property and that a square matrix having a unique maximum-degree transversal is nonsingular. (See Remark 3.2 for more about this.)

The objective of this paper is twofold. The first is purely theoretical within the field of combinatorial optimization. As compared with the richness of matroid optimizations (greedy algorithm, intersection/union, lexico-optimality, etc.), not much is known about valuated-matroid optimizations. All the known results center around greedy procedures for a single valuated matroid (cf. Dress and Wenzel [5], Dress and Terhalle [2]-[4], Murota [24]). The present results, along with the algorithms in [25], will contribute to the development of the theory of valuated-matroid optimization. This line of research is pursued further in the subsequent papers [26]-[28]; the optimality criteria are extended to the submodular flow problem in [27], duality theorems are established in [26], [28] in relation to convex analysis, and the matroid union operation is extended to valuations in [28].

The second objective is more application oriented. As explained above, the valuated matroid is a combinatorial abstraction of polynomial matrices. In view of the principal role of polynomial matrices in system engineering (see, e.g., Rosenbrock [31], Vidyasagar [34]) as well as the previous success in application of matroids to it, it is natural to hope for successful applications of valuated matroid to engineering problems. In this connection it should be emphasized that most of the significant applications of matroid theory have been related, more or less, to the matroid intersection problem. This paper will lay the foundation for future engineering applications. Some applications of the valuated matroid intersection to mixed matrices [22], which in fact have been the motivation of this paper, are discussed in [29].
2. Problem formulations. In this section we describe the problem and its variants. Suppose we are given a bipartite graph $G=\left(V^{+}, V^{-} ; A\right)$, valuated matroids $\mathbf{M}^{+}=\left(V^{+}, \mathcal{B}^{+}, \omega^{+}\right)$and $\mathbf{M}^{-}=\left(V^{-}, \mathcal{B}^{-}, \omega^{-}\right)$, and a weight function $w: A \rightarrow R$. The valuated independent assignment problem is the following.

Valuated independent assignment problem. Find a matching $M(\subseteq A)$ that maximizes

$$
\begin{equation*}
\Omega(M) \equiv w(M)+\omega^{+}\left(\partial^{+} M\right)+\omega^{-}\left(\partial^{-} M\right) \tag{2.1}
\end{equation*}
$$

subject to the constraint

$$
\begin{equation*}
\partial^{+} M \in \mathcal{B}^{+}, \quad \partial^{-} M \in \mathcal{B}^{-} \tag{2.2}
\end{equation*}
$$

Clearly the two matroids must have the same rank for the feasibility of this problem. It is sometimes convenient to extend the domain of the definition of $\omega^{+}$to $2^{V^{+}}$by simply setting $\omega^{+}(B)=-\infty$ for $B \subseteq V^{+}$with $B \notin \mathcal{B}^{+}$and similarly for $\omega^{-}$. Then the constraint (2.2) will be implicit in the objective function $\Omega(M)$.

The above problem reduces to the independent assignment problem if the valuations are trivial with $\omega^{ \pm}(B)=0$ for $B \in \mathcal{B}^{ \pm}$and reduces further to the conventional assignment problem if the matroids are trivial or free with $\mathcal{B}^{ \pm}=2^{V^{ \pm}}$.

Just as the weighted matroid intersection and partition problems may be regarded as special cases of the independent assignment problem, the following three problems fall into the category of our problem. Suppose now we are given a pair of valuated matroids $\mathbf{M}^{1}=\left(V, \mathcal{B}^{1}, \omega^{1}\right)$ and $\mathbf{M}^{2}=\left(V, \mathcal{B}^{2}, \omega^{2}\right)$ defined on a common ground set $V$ and a weight function $w: V \rightarrow R$.

Intersection problem. Find a common base $B \in \mathcal{B}^{1} \cap \mathcal{B}^{2}$ that maximizes $w(B)+\omega^{1}(B)+\omega^{2}(B)$. (In case the valuations are separable as (1.4) this problem reduces to the usual optimal common base problem.)

Disjoint bases problem. Find disjoint bases $B^{1}$ and $B^{2}$ (i.e., $B^{1} \cap B^{2}=\emptyset$, $B^{1} \in \mathcal{B}^{1}$, and $B^{2} \in \mathcal{B}^{2}$ ) that maximize $\omega^{1}\left(B^{1}\right)+\omega^{2}\left(B^{2}\right)$.

Partition problem. Find a partition $(B, V-B)$ of $V$ that maximizes $\omega^{1}(B)+$ $\omega^{2}(V-B)$.

As a matter of course, the disjoint bases problem for more than two valuated matroids can also be formulated as a valuated independent assignment problem. The partition problem is an intersection problem in disguise, since it is the intersection problem for $\mathbf{M}^{1}$ and $\left(\mathbf{M}^{2}\right)^{*}$, the dual of $\mathbf{M}^{2}$, whose valuation is defined by $\left(\omega^{2}\right)^{*}(B)=$ $\omega^{2}(V-B)$.

Remark 2.1. The valuated independent assignment problem can easily be generalized to an independent linkage-type problem (cf. Fujishige [13], Iri [15]). The underlying bipartite graph is replaced with an arbitrary (directed or undirected) graph having specified entrance and exit vertex sets, on which valuated matroids are defined, and matchings are replaced by linkings from the entrance to the exit. The optimality criteria of the present paper, mutatis mutandis, are easily shown to remain valid for this linkage-type problem.

In the ordinary independent assignment problem the constraint imposed on a matching $M$ is more often that $\partial^{ \pm} M$ be independent in $\mathbf{M}^{ \pm}$than that $\partial^{ \pm} M$ be a base in $\mathbf{M}^{ \pm}$. This motivates us to consider the following problem parametrized by an integer $k$ :
$\operatorname{VIAP}(k)$. Maximize

$$
\Omega\left(M, B^{+}, B^{-}\right) \equiv w(M)+\omega^{+}\left(B^{+}\right)+\omega^{-}\left(B^{-}\right),
$$

subject to the constraint that $M$ is a matching of size $k$, and

$$
\partial^{+} M \subseteq B^{+} \in \mathcal{B}^{+}, \quad \partial^{-} M \subseteq B^{-} \in \mathcal{B}^{-}
$$

In fact, the primal-dual type augmenting algorithm of [25] consists of solving this problem successively for $k=0,1,2, \ldots$ The optimality criteria for $\operatorname{VIAP}(k)$ are derived in $\S 5$.

## 3. Properties of a valuated matroid.

3.1. Examples. The first two examples are already mentioned in the Introduction.

Example 3.1. Let $\mathbf{M}=(V, \mathcal{B})$ be a matroid. For $\eta: V \rightarrow R$ and $\alpha \in R$,

$$
\omega(B)=\alpha+\sum\{\eta(u) \mid u \in B\} \quad(B \in \mathcal{B})
$$

is a matroid valuation. Such $\omega$ is called a separable valuation.
Example 3.2. Let $A(x)$ be an $m \times n$ matrix of rank $m$ with each entry being a polynomial (or rational function) in a variable $x$, and let $\mathbf{M}=(V, \mathcal{B})$ denote the (linear) matroid defined on the column set $V$ of $A(x)$ by the linear independence of the column vectors. Then $\omega: \mathcal{B} \rightarrow \mathbf{Z}$ defined by $\omega(B)=\operatorname{deg}_{x} \operatorname{det} A[B](B \in \mathcal{B})$ is a matroid valuation (see Dress and Wenzel [6] for the proof), where $\operatorname{deg}_{x}(f / g)=$ $\operatorname{deg}_{x} f-\operatorname{deg}_{x} g$ for two polynomials $f$ and $g$ in $x$. An example of nonseparable valuation of this kind is provided by

$$
A(x)=\left(\begin{array}{cccc}
x+1 & x & 1 & 1 \\
1 & 1 & 1 & 2
\end{array}\right) .
$$

Example 3.3. In addition to the above two constructions that can be found in the literature [6] we point out here another instance of a (nonseparable) valuated matroid
that arises from the minimum cost of a linking in a graph. Let $G=(\bar{V}, \bar{A})$ be a directed graph having no self-loops and $S$ and $T$ be disjoint subsets of the vertex set $\bar{V}$. By $L$ we denote (the arc set of) a Menger-type vertex-disjoint linking from $S$ to $T$ and by $\partial^{+} L$ the set of its initial vertices (in $S$ ); put $U=\bar{V}-(S \cup T)$. As is well known, $\mathcal{B}=\left\{\partial^{+} L \mid L \in \mathcal{L}\right\}$, where $\mathcal{L}$ denotes the family of maximum linkings, defines a matroid $\mathbf{M}=(S, \mathcal{B})$. Given a cost function $c: \bar{A} \rightarrow \mathbf{Z}$ such that every cycle has a nonnegative cost,

$$
\omega(B)=-\min \left\{\sum_{a \in L} c(a) \mid \partial^{+} L=B, L \in \mathcal{L}\right\} \quad(B \in \mathcal{B})
$$

is a matroid valuation.
To see this, first note that, by the max-flow min-cut theorem, we may assume $\partial^{-} L=T$, where $\partial^{-} L$ designates the set of the terminal vertices of $L$ (in $T$ ). Consider a rational function matrix, say $A(x)=\left(A_{i j}(x)\right)$, in variable $x$ with the row set indexed by $T \cup U$ and the column set by $S \cup U$ defined by

$$
A_{i j}(x)= \begin{cases}1 & (i=j \in U) \\ \alpha_{i j} x^{-c(j, i)} & ((j, i) \in \bar{A})\end{cases}
$$

where $\left\{\alpha_{i j} \mid(j, i) \in \bar{A}\right\}$ is an algebraically independent set of real numbers. Then we have $\omega(B)=\operatorname{deg}_{x} \operatorname{det} A[B \cup U]$, which is a version of Example 3.2. An example of a nonseparable valuation of this kind is provided by $G=(\bar{V}, \bar{A})$ with $\bar{V}=S \cup T, S=$ $\left\{s_{1}, s_{2}, s_{3}, s_{4}\right\}, T=\left\{t_{1}, t_{2}\right\}, \bar{A}=\left\{\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right),\left(s_{3}, t_{1}\right),\left(s_{3}, t_{2}\right),\left(s_{4}, t_{1}\right),\left(s_{4}, t_{2}\right)\right\}$, $c(a)=0$ except for $c\left(s_{3}, t_{2}\right)=-1$, and $c\left(s_{4}, t_{2}\right)=-2$. See also [27, Ex. 2.3], in which a flow-type generalization is given.
3.2. Basic properties. This subsection describes some relevant results of Dress and Wenzel [5], [6] on the maximization of a matroid valuation.

Let $\mathbf{M}=(V, \mathcal{B}, \omega)$ be a valuated matroid of rank $r$. For $B \in \mathcal{B}$ and $v \in V-B$, we denote by $C(B, v)$ the unique circuit contained in $B+v$ ( $=$ the fundamental circuit of $v$ relative to $B$ ). For $B \in \mathcal{B}, v \in V-B$, and $u \in C(B, v)$, we define

$$
\begin{equation*}
\omega(B, u, v)=\omega(B-u+v)-\omega(B) \tag{3.1}
\end{equation*}
$$

For convenience we set

$$
\omega(B, u, v)=-\infty \text { for } u \notin C(B, v)
$$

This is also a consequence of our former convention to put $\omega\left(B^{\prime}\right)=-\infty$ for $B^{\prime} \notin \mathcal{B}$.
The following lemma is most fundamental, showing that the local optimality implies the global optimality.

Lemma 3.1 (see [5], [6]). Let $B \in \mathcal{B}$. Then $\omega(B) \geq \omega\left(B^{\prime}\right)$ for any $B^{\prime} \in \mathcal{B}$ if and only if

$$
\begin{equation*}
\omega(B, u, v) \leq 0 \text { for any }(u, v) \text { with } u \in C(B, v) \tag{3.2}
\end{equation*}
$$

Proof. The original proof is by induction on $\left|B-B^{\prime}\right|$. An alternative proof is given later in Remark 3.1.

For the maximization of $\omega$, the greedy algorithm of [5] starts with an arbitrary base $B_{0}=\left\{u_{1}, u_{2}, \ldots, u_{r}\right\} \in \mathcal{B}$ and repeats the following for $k=1,2, \ldots, r$ : find $v_{k} \in V-B_{k-1}$ such that

$$
\omega\left(B_{k-1}-u_{k}+v_{k}\right) \geq \omega\left(B_{k-1}-u_{k}+v\right) \quad\left(\forall v \in V-B_{k-1}\right)
$$

and put $B_{k}=B_{k-1}-u_{k}+v_{k}$. Then $B_{r}$ can be shown to be optimal. In this way an optimal base (maximizing $\omega$ ) can be found with $r(|V|-r)+1$ function evaluations of $\omega$.

For $\eta: V \rightarrow R$ we define $\omega[\eta]: \mathcal{B} \rightarrow R$ (or $2^{V} \rightarrow R \cup\{-\infty\}$ ) by

$$
\begin{equation*}
\omega[\eta](B)=\omega(B)+\sum\{\eta(u) \mid u \in B\} . \tag{3.3}
\end{equation*}
$$

This is again a valuation on $\mathbf{M}$. This operation is called a similarity transformation. A valuation $\omega$ is separable (or "essentially trivial" in the terminology of [6]) if and only if $\omega[\eta](B)=$ constant $(\forall B \in \mathcal{B})$ for some $\eta: V \rightarrow R$.
$\mathbf{M}^{*}=\left(V, \mathcal{B}^{*}, \omega^{*}\right)$, defined by

$$
\mathcal{B}^{*}=\{B \mid V-B \in \mathcal{B}\}, \quad \omega^{*}(B)=\omega(V-B)
$$

is again a valuated matroid, called the dual of $\mathbf{M}=(V, \mathcal{B}, \omega)$.
3.3. Further exchange properties. We shall establish a number of lemmas concerning basis exchanges in a single valuated matroid. They will play the key roles throughout this paper.

For $B \in \mathcal{B}$ and $B^{\prime} \subseteq V$ we consider the exchangeability graph, denoted $G\left(B, B^{\prime}\right)$, in the usual sense in matroid theory. Namely, $G\left(B, B^{\prime}\right)$ is a bipartite graph having $\left(B-B^{\prime}, B^{\prime}-B\right)$ as the vertex bipartition and $\left\{(u, v) \mid u \in B-B^{\prime}, v \in B^{\prime}-B, u \in\right.$ $C(B, v)\}$ as the arc set. The following fact (Brualdi [1]) is well known in matroid theory.

Lemma 3.2. Let $B \in \mathcal{B}$. If $B^{\prime}$ is also a base, then $G\left(B, B^{\prime}\right)$ has a perfect matching.

The converse of the above statement is not always true. A partial converse is the key property underlying the (weighted or unweighted) matroid intersection algorithm and is known as the no-shortcut lemma. (For this name we refer to Kung [19]; see Iri and Tomizawa [17, Lem. 2], Krogdahl [18], Lawler [20, Lem. 3.1 of Chap. 8] and Schrijver [32, Thm. 4.3].) It can be stated as follows, in a form suitable for its extension to a valuated matroid.

Lemma 3.3 (no-shortcut lemma). Let $B \in \mathcal{B}$ and $B^{\prime} \subseteq V$ with $\left|B^{\prime}\right|=|B|$. If there exists exactly one perfect matching in $G\left(B, B^{\prime}\right)$, then $B^{\prime} \in \mathcal{B}$.

To capture the exchangeability with valuations, we need quantitative extensions of the above statements. To this end we attach "arc weight" $\omega(B, u, v)$ of (3.1) to each arc $(u, v)$ of $G\left(B, B^{\prime}\right)$ and denote by $\widehat{\omega}\left(B, B^{\prime}\right)$ the maximum weight of a perfect matching in $G\left(B, B^{\prime}\right)$ with respect to the arc weight $\omega(B, u, v)$. Lemma 3.2 is extended as follows.

Lemma 3.4 (upper-bound lemma). For $B, B^{\prime} \in \mathcal{B}$,

$$
\begin{equation*}
\omega\left(B^{\prime}\right) \leq \omega(B)+\widehat{\omega}\left(B, B^{\prime}\right) \tag{3.4}
\end{equation*}
$$

Proof. For any $u_{1} \in B-B^{\prime}$ there exists $v_{1} \in B^{\prime}-B$ with

$$
\omega(B)+\omega\left(B^{\prime}\right) \leq \omega\left(B-u_{1}+v_{1}\right)+\omega\left(B^{\prime}+u_{1}-v_{1}\right),
$$

which can be rewritten as

$$
\omega\left(B^{\prime}\right) \leq \omega\left(B, u_{1}, v_{1}\right)+\omega\left(B_{2}^{\prime}\right)
$$

with $B_{2}^{\prime}=B^{\prime}+u_{1}-v_{1}$. By the same argument applied to $\left(B, B_{2}^{\prime}\right)$ we obtain

$$
\omega\left(B_{2}^{\prime}\right) \leq \omega\left(B, u_{2}, v_{2}\right)+\omega\left(B_{3}^{\prime}\right)
$$

for some $u_{2} \in\left(B-B^{\prime}\right)-u_{1}$ and $v_{2} \in\left(B^{\prime}-B\right)-v_{1}$, where $B_{3}^{\prime}=B_{2}^{\prime}+u_{2}-v_{2}=$ $B^{\prime}-\left\{u_{1}, u_{2}\right\}+\left\{v_{1}, v_{2}\right\}$. Hence

$$
\omega\left(B^{\prime}\right) \leq \omega\left(B_{3}^{\prime}\right)+\sum_{i=1}^{2} \omega\left(B, u_{i}, v_{i}\right)
$$

Repeating this process we arrive at

$$
\omega\left(B^{\prime}\right) \leq \omega(B)+\sum_{i=1}^{m} \omega\left(B, u_{i}, v_{i}\right) \leq \omega(B)+\widehat{\omega}\left(B, B^{\prime}\right)
$$

where $m=\left|B-B^{\prime}\right|=\left|B^{\prime}-B\right|, B-B^{\prime}=\left\{u_{1}, \ldots, u_{m}\right\}$, and $B^{\prime}-B=\left\{v_{1}, \ldots\right.$, $\left.v_{m}\right\}$.

Remark 3.1. Lemma 3.4 (upper-bound lemma) gives an alternative proof for the optimality condition given in Lemma 3.1. The necessity of (3.2) is obvious. For sufficiency take any $B^{\prime} \in \mathcal{B}$ and consider $G\left(B, B^{\prime}\right)$. The condition (3.2) is equivalent to all the arcs having nonpositive weights. Hence $\widehat{\omega}\left(B, B^{\prime}\right) \leq 0$, which implies $\omega\left(B^{\prime}\right) \leq$ $\omega(B)$ by Lemma 3.4.

In Lemma 3.4 it is natural to ask for a (sufficient) condition under which the bound (3.4) is tight. Comparison of Lemmas 3.3 and 3.4 will suggest the following.

Unique-Max Condition. There exists exactly one maximum-weight perfect matching in $G\left(B, B^{\prime}\right)$.
In what follows we shall show that this is indeed a sufficient condition for the tightness. (See Lemma 3.8.)

First we note the following fact, rephrasing the unique-max condition in terms of "potential" or "dual variable."

Lemma 3.5. Let $B \in \mathcal{B}$ and $B^{\prime} \subseteq V$ with $\left|B^{\prime}-B\right|=\left|B-B^{\prime}\right|=m$.
(1) $G\left(B, B^{\prime}\right)$ has a perfect matching if and only if there exist $\widehat{p}:\left(B-B^{\prime}\right) \cup\left(B^{\prime}-\right.$ $B) \rightarrow R$ and indexings of the elements of $B-B^{\prime}$ and $B^{\prime}-B$, say $B-B^{\prime}=\left\{u_{1}, \ldots, u_{m}\right\}$ and $B^{\prime}-B=\left\{v_{1}, \ldots, v_{m}\right\}$, such that

$$
\omega\left(B, u_{i}, v_{j}\right)-\widehat{p}\left(u_{i}\right)+\widehat{p}\left(v_{j}\right) \begin{cases}=0 & (1 \leq i=j \leq m)  \tag{3.5}\\ \leq 0 & (1 \leq i, j \leq m)\end{cases}
$$

(2) The pair $\left(B, B^{\prime}\right)$ satisfies the unique-max condition if and only if there exist $\widehat{p}:\left(B-B^{\prime}\right) \cup\left(B^{\prime}-B\right) \rightarrow R$ and indexings of the elements of $B-B^{\prime}$ and $B^{\prime}-B$, say $B-B^{\prime}=\left\{u_{1}, \ldots, u_{m}\right\}$ and $B^{\prime}-B=\left\{v_{1}, \ldots, v_{m}\right\}$, such that

$$
\omega\left(B, u_{i}, v_{j}\right)-\widehat{p}\left(u_{i}\right)+\widehat{p}\left(v_{j}\right) \begin{cases}=0 & (1 \leq i=j \leq m)  \tag{3.6}\\ \leq 0 & (1 \leq j<i \leq m) \\ <0 & (1 \leq i<j \leq m)\end{cases}
$$

Proof. This is an immediate corollary of the complementary slackness well known in matching theory. (See, e.g., Lawler [20], and Lovász and Plummer [21].) Let $M=\left\{\left(u_{i}, v_{i}\right) \mid i=1, \ldots, m\right\}$ be a maximum-weight perfect matching and $\widehat{p}$ be an optimal potential (or dual variable). Then $\omega(B, u, v)-\widehat{p}(u)+\widehat{p}(v) \leq 0$ for all arcs $(u, v)$. Call an arc tight if this inequality holds true with equality and define $G^{*}$ to be the subgraph of $G$ consisting of tight arcs. The complementary slackness says that maximum-weight perfect matchings in $G\left(B, B^{\prime}\right)$ are in one-to-one correspondence with perfect matchings in $G^{*}$.

Lemma 3.6. Let $B \in \mathcal{B}$ and $u, u^{\circ}, v, v^{\circ}$ be four distinct elements with $\left\{u, u^{\circ}\right\} \subseteq B$, $\left\{v, v^{\circ}\right\} \subseteq V-B$, and let $B^{\prime}=B-\left\{u, u^{\circ}\right\}+\left\{v, v^{\circ}\right\}$. Assume that $M=\left\{(u, v),\left(u^{\circ}, v^{\circ}\right)\right\}$ is the unique maximum-weight perfect matching in $G\left(B, B^{\prime}\right)$.
(1) $B^{\prime} \in \mathcal{B}$ and $\omega\left(B^{\prime}\right)=\omega(B)+\widehat{\omega}\left(B, B^{\prime}\right)$.
(2) For $B^{\circ}=B-u^{\circ}+v^{\circ}$ we have

$$
\begin{aligned}
\omega\left(B^{\circ}, u, v\right) & =\omega(B, u, v) \\
\omega\left(B^{\circ}, u, u^{\circ}\right) & =\omega\left(B, u, v^{\circ}\right)-\omega\left(B, u^{\circ}, v^{\circ}\right) \\
\omega\left(B^{\circ}, v^{\circ}, v\right) & =\omega\left(B, u^{\circ}, v\right)-\omega\left(B, u^{\circ}, v^{\circ}\right)
\end{aligned}
$$

Proof. (1) Putting $B^{*}=B-u+v$ we see
(3.7) $\omega\left(B^{*}\right)+\omega\left(B^{\circ}\right)=\omega(B, u, v)+\omega\left(B, u^{\circ}, v^{\circ}\right)+2 \omega(B)=\widehat{\omega}\left(B, B^{\prime}\right)+2 \omega(B)$.

By applying the exchange axiom (1.3) to ( $B^{\circ}, B^{*}$ ) with $u \in B^{\circ}-B^{*}$, we have

$$
\omega\left(B^{*}\right)+\omega\left(B^{\circ}\right) \leq \omega\left(B^{*}-v^{\prime}+u\right)+\omega\left(B^{\circ}+v^{\prime}-u\right)
$$

for some $v^{\prime} \in B^{*}-B^{\circ}=\left\{u^{\circ}, v\right\}$. Combining this with (3.7) we obtain

$$
\begin{equation*}
\widehat{\omega}\left(B, B^{\prime}\right)+2 \omega(B) \leq \omega\left(B^{*}-v^{\prime}+u\right)+\omega\left(B^{\circ}+v^{\prime}-u\right) \tag{3.8}
\end{equation*}
$$

Suppose that $v^{\prime}=u^{\circ}$. Then

$$
\begin{aligned}
\text { RHS of }(3.8) & =\omega\left(B^{*}-u^{\circ}+u\right)+\omega\left(B^{\circ}+u^{\circ}-u\right) \\
& =\omega\left(B-u^{\circ}+v\right)+\omega\left(B-u+v^{\circ}\right) \\
& =\omega\left(B, u^{\circ}, v\right)+\omega\left(B, u, v^{\circ}\right)+2 \omega(B) .
\end{aligned}
$$

This means that $M^{\prime}=\left\{\left(u^{\circ}, v\right),\left(u, v^{\circ}\right)\right\}$ is also a maximum-weight perfect matching in $G\left(B, B^{\prime}\right)$, a contradiction to the uniqueness of $M$.

Therefore we have $v^{\prime}=v$ in (3.8), and then

$$
\text { RHS of }(3.8)=\omega\left(B^{*}-v+u\right)+\omega\left(B^{\circ}+v-u\right)=\omega(B)+\omega\left(B^{\prime}\right) .
$$

Hence follows $\omega(B)+\widehat{\omega}\left(B, B^{\prime}\right) \leq \omega\left(B^{\prime}\right)$. The reverse inequality has already been shown in the upper-bound lemma (Lemma 3.4). Note that $B^{\prime} \in \mathcal{B}$ follows from $\omega\left(B^{\prime}\right) \neq-\infty$.
(2) By straightforward calculations as follows,

$$
\begin{aligned}
\omega\left(B^{\circ}, u, v\right) & =\omega\left(B-u^{\circ}+v^{\circ}-u+v\right)-\omega\left(B-u^{\circ}+v^{\circ}\right) \\
& =\omega\left(B^{\prime}\right)-\omega(B)-\omega\left(B, u^{\circ}, v^{\circ}\right) \\
& =\widehat{\omega}\left(B, B^{\prime}\right)-\omega\left(B, u^{\circ}, v^{\circ}\right) \\
& =\omega(B, u, v) \\
\omega\left(B^{\circ}, u, u^{\circ}\right) & =\omega\left(B-u+v^{\circ}\right)-\omega\left(B-u^{\circ}+v^{\circ}\right) \\
& =\omega\left(B, u, v^{\circ}\right)-\omega\left(B, u^{\circ}, v^{\circ}\right), \\
\omega\left(B^{\circ}, v^{\circ}, v\right) & =\omega\left(B-u^{\circ}+v\right)-\omega\left(B-u^{\circ}+v^{\circ}\right) \\
& =\omega\left(B, u^{\circ}, v\right)-\omega\left(B, u^{\circ}, v^{\circ}\right) .
\end{aligned}
$$

Lemma 3.7. Let $B \in \mathcal{B}$ and $B^{\prime} \subseteq V$ with $\left|B^{\prime}\right|=|B|$. If there exists exactly one maximum-weight perfect matching $M$ in $G\left(B, B^{\prime}\right)$, then for any $\left(u^{\circ}, v^{\circ}\right) \in M$ the following hold true.
(1) $B^{\circ} \equiv B-u^{\circ}+v^{\circ} \in \mathcal{B}$.
(2) There exists exactly one maximum-weight perfect matching in $G\left(B^{\circ}, B^{\prime}\right)$.
(3) $\widehat{\omega}\left(B^{\circ}, B^{\prime}\right)=\widehat{\omega}\left(B, B^{\prime}\right)-\omega\left(B, u^{\circ}, v^{\circ}\right)$.

Proof. (1) This is obvious.
(2) Using the notation in Lemma 3.5 we have $M=\left\{\left(u_{i}, v_{i}\right) \mid i=1, \ldots, m\right\}$ and $\left(u^{\circ}, v^{\circ}\right)=\left(u_{k}, v_{k}\right)$ for some $k$. Put

$$
B_{i j}=B^{\circ}-u_{i}+v_{j}=B-\left\{u_{i}, u^{\circ}\right\}+\left\{v_{j}, v^{\circ}\right\}
$$

for $i \neq k, j \neq k$. It then follows from (3.4) and (3.6) that

$$
\begin{aligned}
& \omega\left(B^{\circ}, u_{i}, v_{j}\right) \\
& =\omega\left(B_{i j}\right)-\omega\left(B^{\circ}\right) \\
& \leq \widehat{\omega}\left(B, B_{i j}\right)-\omega\left(B, u_{k}, v_{k}\right) \\
& =\max \left(\omega\left(B, u_{k}, v_{k}\right)+\omega\left(B, u_{i}, v_{j}\right), \omega\left(B, u_{i}, v_{k}\right)+\omega\left(B, u_{k}, v_{j}\right)\right)-\omega\left(B, u_{k}, v_{k}\right) \\
& \leq\left[\widehat{p}\left(u_{i}\right)+\widehat{p}\left(u_{k}\right)-\widehat{p}\left(v_{j}\right)-\widehat{p}\left(v_{k}\right)\right]-\left[\widehat{p}\left(u_{k}\right)-\widehat{p}\left(v_{k}\right)\right] \\
& =\widehat{p}\left(u_{i}\right)-\widehat{p}\left(v_{j}\right),
\end{aligned}
$$

where the second inequality is strict for $i<j$. For $i=j$, on the other hand, both inequalities are satisfied with equalities, since $G\left(B, B_{i i}\right)$ has a unique maximumweight perfect matching $\left\{\left(u_{i}, v_{i}\right),\left(u^{\circ}, v^{\circ}\right)\right\}$ and Lemma 3.6 implies $\omega\left(B^{\circ}, u_{i}, v_{i}\right)=$ $\omega\left(B, u_{i}, v_{i}\right)=\widehat{p}\left(u_{i}\right)-\widehat{p}\left(v_{i}\right)$. Thus, the potential $\widehat{p}$ for $\left(B, B^{\prime}\right)$ serves as a certificate of the unique-max condition also for ( $B^{\circ}, B^{\prime}$ ).
(3) $\widehat{\omega}\left(B^{\circ}, B^{\prime}\right)=\sum_{i \neq k}\left(\widehat{p}\left(u_{i}\right)-\widehat{p}\left(v_{i}\right)\right)=\widehat{\omega}\left(B, B^{\prime}\right)-\omega\left(B, u^{\circ}, v^{\circ}\right)$.

We are now in a position to state the main result of this section, the unique-max lemma, which is a quantitative extension of the no-shortcut lemma.

Lemma 3.8 (unique-max lemma). Let $B \in \mathcal{B}$ and $B^{\prime} \subseteq V$ with $\left|B^{\prime}\right|=|B|$. If there exists exactly one maximum-weight perfect matching in $G\left(B, B^{\prime}\right)$, then $B^{\prime} \in \mathcal{B}$ and

$$
\begin{equation*}
\omega\left(B^{\prime}\right)=\omega(B)+\widehat{\omega}\left(B, B^{\prime}\right) \tag{3.9}
\end{equation*}
$$

Proof. This is proved by induction on $m=\left|B-B^{\prime}\right|$. The case of $m=1$ is obvious. So assume $m \geq 2$. Take any ( $u^{\circ}, v^{\circ}$ ) contained in the unique maximum-weight perfect matching, and put $B^{\circ}=B-u^{\circ}+v^{\circ}$. $\left(B^{\circ}, B^{\prime}\right)$ satisfies the unique-max condition by Lemma 3.7(2), and we have

$$
\omega\left(B^{\prime}\right)=\omega\left(B^{\circ}\right)+\widehat{\omega}\left(B^{\circ}, B^{\prime}\right)
$$

by the induction hypothesis. By Lemma 3.7(3) we see

$$
\widehat{\omega}\left(B^{\circ}, B^{\prime}\right)=\widehat{\omega}\left(B, B^{\prime}\right)-\omega\left(B, u^{\circ}, v^{\circ}\right)
$$

while $\omega\left(B^{\circ}\right)=\omega(B)+\omega\left(B, u^{\circ}, v^{\circ}\right)$ by definition. Hence follows (3.9).
Remark 3.2. Some remark is in order regarding the relationship between the noshortcut condition ( $=$ uniqueness of a perfect matching in $G\left(B, B^{\prime}\right)$ ) and the uniquemax condition (= uniqueness of the maximum-weight perfect matching in $G\left(B, B^{\prime}\right)$ ). Obviously the former implies the latter, and not conversely in general. For a separable valuation (cf. (1.4) and §3.2), however, these two conditions are equivalent, and consequently the unique-max lemma reduces to the no-shortcut lemma. See also Frank [10, Lem. 2] in this connection.

Remark 3.3. An alternative proof of the unique-max lemma was suggested by Sebő after the submission of the first draft. This proof makes use of the no-shortcut lemma in contrast to the above proof. Let $\widehat{p}:\left(B-B^{\prime}\right) \cup\left(B^{\prime}-B\right) \rightarrow R$ be as in Lemma 3.5 and extend it to $\widehat{p}: V \rightarrow R$ by defining $\widehat{p}(u)=+M$ for $u \in B \cap B^{\prime}$ and $\widehat{p}(v)=-M$ for $v \in V-\left(B \cup B^{\prime}\right)$ with a sufficiently large $M>0$. It follows from the exchange property (1.3) that the family of the maximizers of $\omega[\hat{p}]$,

$$
\mathcal{B}^{\circ}=\left\{B^{\circ} \in \mathcal{B} \mid \omega[\hat{p}]\left(B^{\circ}\right) \geq \omega[\hat{p}]\left(B^{\prime \prime}\right)\left(B^{\prime \prime} \in \mathcal{B}\right)\right\}
$$

forms the basis family of a matroid, say $\mathbf{M}^{\circ}=\left(V, \mathcal{B}^{\circ}\right)$. We claim that $B \in \mathcal{B}^{\circ}$. To see this, first note that $\omega[\hat{p}]\left(B^{\prime \prime}\right)-\omega[\hat{p}](B) \leq \omega\left(B^{\prime \prime}\right)-\omega(B)-M \leq 0$ unless $B \cap B^{\prime} \subseteq B^{\prime \prime} \subseteq B \cup B^{\prime}$. If $B \cap B^{\prime} \subseteq B^{\prime \prime} \subseteq B \cup B^{\prime}$, on the other hand, we have $\omega[\widehat{p}]\left(B^{\prime \prime}\right)-\omega[\widehat{p}](B) \leq 0$ by the upper-bound lemma and the inequality

$$
\omega[\hat{p}](B, u, v)=\omega(B, u, v)-\widehat{p}(u)+\widehat{p}(v) \leq 0 \quad\left(u \in B-B^{\prime \prime}, v \in B^{\prime \prime}-B\right)
$$

We also claim that the exchangeability graph $G^{\circ}\left(B, B^{\prime}\right)$ in $\mathbf{M}^{\circ}$ has a unique perfect matching, since $B-u_{i}+v_{i} \in \mathcal{B}^{\circ}(1 \leq i \leq m)$ and $B-u_{i}+v_{j} \notin \mathcal{B}^{\circ}(1 \leq i<j \leq m)$ by (3.6). By applying the no-shortcut lemma to the given pair ( $B, B^{\prime}$ ) in the matroid $\mathbf{M}^{\circ}=\left(V, \mathcal{B}^{\circ}\right)$, we obtain $B^{\prime} \in \mathcal{B}^{\circ}$, which means $\omega[\hat{p}]\left(B^{\prime}\right)=\omega[\hat{p}](B)$, i.e., $\omega\left(B^{\prime}\right)=$ $\omega(B)+\sum_{i=1}^{m} \widehat{p}\left(u_{i}\right)-\sum_{i=1}^{m} \widehat{p}\left(v_{i}\right)=\omega(B)+\widehat{\omega}\left(B, B^{\prime}\right)$.

The following lemma is used in part II [25] in justifying a variant of the cyclecanceling algorithm.

Lemma 3.9. Under the same assumption as in Lemma 3.8, let $\widehat{p}, u_{i}$, and $v_{j}$ be as in Lemma 3.5. Then

$$
\omega\left(B^{\prime}, v_{j}, u_{i}\right) \leq \widehat{p}\left(v_{j}\right)-\widehat{p}\left(u_{i}\right) \quad(1 \leq i, j \leq m)
$$

Proof. Putting $B_{i j}^{\prime}=B^{\prime}-v_{j}+u_{i}$ and using Lemma 3.4, Lemma 3.8, and (3.6) we see that

$$
\begin{aligned}
\omega\left(B^{\prime}, v_{j}, u_{i}\right) & =\omega\left(B_{i j}^{\prime}\right)-\omega\left(B^{\prime}\right) \leq \widehat{\omega}\left(B, B_{i j}^{\prime}\right)-\widehat{\omega}\left(B, B^{\prime}\right) \\
& \leq\left[\sum_{k \neq i} \widehat{p}\left(u_{k}\right)-\sum_{k \neq j} \widehat{p}\left(v_{k}\right)\right]-\left[\sum_{k=1}^{m} \widehat{p}\left(u_{k}\right)-\sum_{k=1}^{m} \widehat{p}\left(v_{k}\right)\right] \\
& =\widehat{p}\left(v_{j}\right)-\widehat{p}\left(u_{i}\right) .
\end{aligned}
$$

## 4. Optimality criteria.

4.1. Theorems. Two optimality criteria are given for the valuated independent assignment problem (2.1)-(2.2) on $G=\left(V^{+}, V^{-} ; A\right)$ with valuated matroids $\mathbf{M}^{+}=\left(V^{+}, \mathcal{B}^{+}, \omega^{+}\right), \mathbf{M}^{-}=\left(V^{-}, \mathcal{B}^{-}, \omega^{-}\right)$, and weight function $w: A \rightarrow R$, where $R$ is a totally ordered additive group (e.g., $R=\mathbf{R}, \mathbf{Q}$, or $\mathbf{Z}$ ). Both of these criteria are natural extensions of the corresponding results for the ordinary independent assignment problem, which have been extended also for the submodular flow problem. (See Frank [10], [11], Fujishige [12], [14], and Zimmermann [35].) The proofs are postponed to §4.2.

The first theorem refers to a "potential" function. It may be emphasized that in the case of $R=\mathbf{Z}$ the integrality of $p$ is a part of the assertion.

Theorem 4.1. (1) An independent assignment $M$ in $G$ is optimal for the valuated independent assignment problem (2.1)-(2.2) if and only if there exists a "potential" function $p: V^{+} \cup V^{-} \rightarrow R$ such that
(i) $w(a)-p\left(\partial^{+} a\right)+p\left(\partial^{-} a\right) \begin{cases}\leq 0 & (a \in A), \\ =0 & (a \in M),\end{cases}$
(ii) $\partial^{+} M$ is a maximum-weight base of $\mathbf{M}^{+}$with respect to $\omega^{+}\left[p^{+}\right]$,
(iii) $\partial^{-} M$ is a maximum-weight base of $\mathbf{M}^{-}$with respect to $\omega^{-}\left[-p^{-}\right]$,
where $p^{ \pm}$is the restriction of $p$ to $V^{ \pm}$and $\omega^{+}\left[p^{+}\right]$(resp., $\omega^{-}\left[-p^{-}\right]$) is the similarity transformation defined in (3.3); namely,

$$
\begin{aligned}
\omega^{+}\left[p^{+}\right]\left(B^{+}\right) & =\omega^{+}\left(B^{+}\right)+\sum\left\{p(u) \mid u \in B^{+}\right\} & & \left(B^{+} \subseteq V^{+}\right) \\
\omega^{-}\left[-p^{-}\right]\left(B^{-}\right) & =\omega^{-}\left(B^{-}\right)-\sum\left\{p(u) \mid u \in B^{-}\right\} & & \left(B^{-} \subseteq V^{-}\right)
\end{aligned}
$$

(2) Let $p$ be a potential that satisfies (i)-(iii) above for some (optimal) independent assignment $M=M_{0}$. An independent assignment $M^{\prime}$ is optimal if and only if it satisfies (i)-(iii) (with $M$ replaced by $M^{\prime}$ ).

The optimality condition for the intersection problem deserves a separate statement, in a form of Frank's weight splitting [10], though it is an immediate corollary of the above theorem. Recall that the intersection problem is to maximize $w(B)+\omega^{1}(B)+\omega^{2}(B)$ for a pair of valuated matroids $\mathbf{M}^{1}=\left(V, \mathcal{B}^{1}, \omega^{1}\right)$ and $\mathbf{M}^{2}=$ $\left(V, \mathcal{B}^{2}, \omega^{2}\right)$ and a weight function $w: V \rightarrow R$.

Theorem 4.2. $A$ common base $B$ of $\mathbf{M}^{1}=\left(V, \mathcal{B}^{1}, \omega^{1}\right)$ and $\mathbf{M}^{2}=\left(V, \mathcal{B}^{2}, \omega^{2}\right)$ maximizes $w(B)+\omega^{1}(B)+\omega^{2}(B)$ if and only if there exist $w^{1}, w^{2}: V \rightarrow R$ such that
(i) ["weight splitting"] $w(v)=w^{1}(v)+w^{2}(v) \quad(v \in V)$,
(ii) $B$ is a maximum-weight base of $\mathbf{M}^{1}$ with respect to $\omega^{1}\left[w^{1}\right]$,
(iii) $B$ is a maximum-weight base of $\mathbf{M}^{2}$ with respect to $\omega^{2}\left[w^{2}\right]$, where $\omega^{1}\left[w^{1}\right]$ (resp., $\omega^{2}\left[w^{2}\right]$ ) is the similarity transformation defined in (3.3).

To describe the second criterion we need to introduce an auxiliary graph $\widetilde{G}_{M}=$ $(\widetilde{V}, \widetilde{A})$ associated with an independent assignment $M$. We put $B^{+}=\partial^{+} M, B^{-}=$ $\partial^{-} M$, and denote by $C^{ \pm}(\cdot, \cdot)$ the fundamental circuit in $\mathbf{M}^{ \pm}$. The vertex set $\widetilde{V}$ of $\widetilde{G}_{M}$ is given by $\widetilde{V}=V^{+} \cup V^{-}$and the arc set $\widetilde{A}$ consists of four disjoint parts:

$$
\widetilde{A}=A^{\circ} \cup M^{\circ} \cup A^{+} \cup A^{-},
$$

where

$$
\begin{aligned}
A^{\circ} & =\{a \mid a \in A\} \quad(\text { copy of } A), \\
M^{\circ} & =\{\bar{a} \mid a \in M\} \quad(\bar{a}: \text { reorientation of } a), \\
A^{+} & =\left\{(u, v) \mid u \in B^{+}, v \in V^{+}-B^{+}, u \in C^{+}\left(B^{+}, v\right)\right\}, \\
A^{-} & =\left\{(v, u) \mid u \in B^{-}, v \in V^{-}-B^{-}, u \in C^{-}\left(B^{-}, v\right)\right\} .
\end{aligned}
$$

In addition, arc length $\gamma_{M}(a)(a \in \widetilde{A})$ is defined by

$$
\gamma_{M}(a)= \begin{cases}-w(a) & \left(a \in A^{\circ}\right),  \tag{4.1}\\ w(\bar{a}) & \left(a=(u, v) \in M^{\circ}, \bar{a}=(v, u) \in M\right) \\ -\omega^{+}\left(B^{+}, u, v\right) & \left(a=(u, v) \in A^{+}\right) \\ -\omega^{-}\left(B^{-}, u, v\right) & \left(a=(v, u) \in A^{-}\right)\end{cases}
$$

where $\omega^{+}\left(B^{+}, u, v\right)$ and $\omega^{-}\left(B^{-}, u, v\right)$ are defined as in (3.1). We call a directed cycle of negative length a negative cycle.

Theorem 4.3. An independent assignment $M$ in $G$ is optimal for the valuated independent assignment problem (2.1)-(2.2) if and only if there exists in $\widetilde{G}_{M}$ no negative cycle with respect to the arc length $\gamma_{M}$.

Remark 4.1. The exchangeability graphs $G\left(B^{+}, V^{+}-B^{+}\right)$for $\mathbf{M}^{+}$and $G\left(B^{-}, V^{-}\right.$ $-B^{-}$) for $\mathbf{M}^{-}$introduced in $\S 3.3$ are embedded in $\widetilde{G}_{M}$. Namely, they can be identified with the subgraphs $\left(V^{+}, A^{+}\right)$and $\left(V^{-}, A^{-}\right)$, respectively. Note, however, that the arc weight is the negative of the arc length.

Remark 4.2. The optimality criterion in Theorem 4.2 can be reformulated as a Fenchel-type duality between the matroid valuations and their conjugate functions, as reported in [26]. It is also mentioned that Theorem 4.2 is extended for the submodular flow problem in [27].
4.2. Proofs. We are to prove the equivalence of the following three conditions for an independent assignment $M$ :
(OPT): $M$ is optimal.
(NNC): There is no negative cycle in $\widetilde{G}_{M}$.
(POT): There exists a potential $p$ with (i)-(iii) in Theorem 4.1.
We prove $(\mathrm{OPT}) \Rightarrow(\mathrm{NNC}) \Rightarrow(\mathrm{POT}) \Rightarrow(\mathrm{OPT})$ and finally the second part of Theorem 4.1. We abbreviate $\gamma_{M}$ to $\gamma$ whenever convenient.
$(\mathrm{OPT}) \Rightarrow(\mathrm{NNC})$ : Suppose $\widetilde{G}_{M}$ has a negative cycle. Let $Q(\subseteq \widetilde{A})$ be the arc set of a negative cycle having the smallest number of arcs, and put

$$
\begin{align*}
& \bar{B}^{+}=B^{+}-\left\{\partial^{+} a \mid a \in Q \cap A^{+}\right\}+\left\{\partial^{-} a \mid a \in Q \cap A^{+}\right\},  \tag{4.2}\\
& \bar{B}^{-}=B^{-}-\left\{\partial^{-} a \mid a \in Q \cap A^{-}\right\}+\left\{\partial^{+} a \mid a \in Q \cap A^{-}\right\} \tag{4.3}
\end{align*}
$$

where $B^{+}=\partial^{+} M$ and $B^{-}=\partial^{-} M$ as before.
Lemma 4.4. $\left(B^{+}, \bar{B}^{+}\right)$and $\left(B^{-}, \bar{B}^{-}\right)$satisfy the unique-max condition in $\mathbf{M}^{+}$ and $\mathbf{M}^{-}$, respectively.

Proof. We prove the claim for $\left(B^{+}, \bar{B}^{+}\right)$by adapting Fujishige's proof technique developed in [12] (which can be found also in [14, Lem. 5.4]).

Take a maximum-weight perfect matching $M^{\prime}=\left\{\left(u_{i}, v_{i}\right) \mid i=1, \ldots, m\right\}$ (where $\left.m=\left|B^{+}-\bar{B}^{+}\right|\right)$in the exchangeability graph $G\left(B^{+}, \bar{B}^{+}\right)$for $\mathbf{M}^{+}$as well as the potential function $\hat{p}$ in Lemma 3.5. Then $M^{\prime}$ is a subset of

$$
A^{*}=\left\{(u, v) \mid u \in B^{+}-\bar{B}^{+}, v \in \bar{B}^{+}-B^{+}, \omega^{+}\left(B^{+}, u, v\right)-\widehat{p}(u)+\widehat{p}(v)=0\right\}
$$

Put $Q^{\prime}=\left(Q-A^{+}\right) \cup M^{\prime}$, where $M^{\prime}$ is now regarded as a subset of $A^{+}$as in Remark 4.1. $Q^{\prime}$ is a disjoint union of cycles in $\widetilde{G}_{M}$ with its length

$$
\begin{equation*}
\gamma\left(Q^{\prime}\right)=\gamma(Q)+\left[\gamma\left(M^{\prime}\right)-\gamma\left(Q \cap A^{+}\right)\right] \tag{4.4}
\end{equation*}
$$

being negative, since $-\gamma\left(M^{\prime}\right)$ is equal to the maximum weight of a perfect matching in $G\left(B^{+}, \bar{B}^{+}\right)$and $Q \cap A^{+}$can be identified with a perfect matching in $G\left(B^{+}, \bar{B}^{+}\right)$. The minimality of $Q$ (with respect to the number of arcs) implies that $Q^{\prime}$ itself is a negative cycle having the smallest number of arcs.

Suppose, to the contrary, that $\left(B^{+}, \bar{B}^{+}\right)$does not satisfy the unique-max condition. Since $\left(u_{i}, v_{i}\right) \in A^{*}$ for $i=1, \ldots, m$, it follows from Lemma 3.5 that there are distinct indices $i_{k}(k=1, \ldots, q ; q \geq 2)$ such that $\left(u_{i_{k}}, v_{i_{k+1}}\right) \in A^{*}$ for $k=1, \ldots, q$, where $i_{q+1}=i_{1}$. That is,

$$
\begin{equation*}
\omega^{+}\left(B^{+}, u_{i_{k}}, v_{i_{k+1}}\right)=\widehat{p}\left(u_{i_{k}}\right)-\widehat{p}\left(v_{i_{k+1}}\right) \quad(k=1, \ldots, q) . \tag{4.5}
\end{equation*}
$$

On the other hand we have

$$
\begin{equation*}
\omega^{+}\left(B^{+}, u_{i_{k}}, v_{i_{k}}\right)=\widehat{p}\left(u_{i_{k}}\right)-\widehat{p}\left(v_{i_{k}}\right) \quad(k=1, \ldots, q) \tag{4.6}
\end{equation*}
$$

It then follows that

$$
\sum_{k=1}^{q} \omega^{+}\left(B^{+}, u_{i_{k}}, v_{i_{k+1}}\right)=\sum_{k=1}^{q} \omega^{+}\left(B^{+}, u_{i_{k}}, v_{i_{k}}\right) \quad\left(=\sum_{k=1}^{q}\left[\widehat{p}\left(u_{i_{k}}\right)-\widehat{p}\left(v_{i_{k}}\right)\right]\right)
$$

i.e.,

$$
\begin{equation*}
\sum_{k=1}^{q} \gamma\left(u_{i_{k}}, v_{i_{k+1}}\right)=\sum_{k=1}^{q} \gamma\left(u_{i_{k}}, v_{i_{k}}\right) . \tag{4.7}
\end{equation*}
$$

For $k=1, \ldots, q$, let $P^{\prime}\left(v_{i_{k+1}}, u_{i_{k}}\right)$ denote the path on $Q^{\prime}$ from $v_{i_{k+1}}$ to $u_{i_{k}}$, and let $Q_{k}^{\prime}$ be the directed cycle formed by arc $\left(u_{i_{k}}, v_{i_{k+1}}\right)$ and path $P^{\prime}\left(v_{i_{k+1}}, u_{i_{k}}\right)$. Obviously,

$$
\begin{equation*}
\gamma\left(Q_{k}^{\prime}\right)=\gamma\left(u_{i_{k}}, v_{i_{k+1}}\right)+\gamma\left(P^{\prime}\left(v_{i_{k+1}}, u_{i_{k}}\right)\right) \quad(k=1, \ldots, q) . \tag{4.8}
\end{equation*}
$$

A simple but crucial observation here is that

$$
\left(\bigcup_{k=1}^{q} P^{\prime}\left(v_{i_{k+1}}, u_{i_{k}}\right)\right) \cup\left\{\left(u_{i_{k}}, v_{i_{k}}\right) \mid k=1, \ldots, q\right\}=q^{\prime} \cdot Q^{\prime}
$$

for some $q^{\prime}$ with $1 \leq q^{\prime}<q$, where the union denotes the multiset union, and this expression means that each element of $Q^{\prime}$ appears $q^{\prime}$ times on the left-hand side. Hence by adding (4.8) over $k=1, \ldots, q$ we obtain

$$
\begin{aligned}
\sum_{k=1}^{q} \gamma\left(Q_{k}^{\prime}\right) & =\sum_{k=1}^{q} \gamma\left(u_{i_{k}}, v_{i_{k+1}}\right)+\sum_{k=1}^{q} \gamma\left(P^{\prime}\left(v_{i_{k+1}}, u_{i_{k}}\right)\right) \\
& =\left[\sum_{k=1}^{q} \gamma\left(u_{i_{k}}, v_{i_{k+1}}\right)-\sum_{k=1}^{q} \gamma\left(u_{i_{k}}, v_{i_{k}}\right)\right]+q^{\prime} \cdot \gamma\left(Q^{\prime}\right) \\
& =q^{\prime} \cdot \gamma\left(Q^{\prime}\right)<0,
\end{aligned}
$$

where the last equality is due to (4.7). This implies that $\gamma\left(Q_{k}^{\prime}\right)<0$ for some $k$, while $Q_{k}^{\prime}$ has a smaller number of arcs than $Q^{\prime}$. This contradicts the minimality of $Q^{\prime}$. Therefore, $\left(B^{+}, \bar{B}^{+}\right)$satisfies the unique-max condition, similarly for $\left(B^{-}, \bar{B}^{-}\right)$.

Lemma 4.5. For a negative cycle $Q$ in $\widetilde{G}_{M}$ having the smallest number of arcs,

$$
\bar{M}=\left(M-\left\{a \in M \mid \bar{a} \in Q \cap M^{\circ}\right\}\right) \cup\left(Q \cap A^{\circ}\right)
$$

is an independent assignment with $\Omega(\bar{M}) \geq \Omega(M)-\gamma_{M}(Q)(>\Omega(M))$.
Proof. Note that $\bar{B}^{+}=\partial^{+} \bar{M}, \bar{B}^{-}=\partial^{-} \bar{M}$ for $\bar{B}^{+}, \bar{B}^{-}$as defined in (4.2), (4.3), and recall the notation $B^{+}=\partial^{+} M, B^{-}=\partial^{-} M$. By Lemma 4.4 and Lemma 3.8 (unique-max lemma), we have

$$
\begin{aligned}
& \omega^{+}\left(\bar{B}^{+}\right)=\omega^{+}\left(B^{+}\right)+\widehat{\omega}^{+}\left(B^{+}, \bar{B}^{+}\right) \geq \omega^{+}\left(B^{+}\right)-\gamma\left(Q \cap A^{+}\right) \\
& \omega^{-}\left(\bar{B}^{-}\right)=\omega^{-}\left(B^{-}\right)+\widehat{\omega}^{-}\left(B^{-}, \bar{B}^{-}\right) \geq \omega^{-}\left(B^{-}\right)-\gamma\left(Q \cap A^{-}\right)
\end{aligned}
$$

Also we have

$$
w(\bar{M})=w(M)-\gamma\left(Q \cap\left(A^{\circ} \cup M^{\circ}\right)\right)
$$

Addition of these inequalities yields $\Omega(\bar{M}) \geq \Omega(M)-\gamma(Q)$.
The above lemma shows "(OPT) $\Rightarrow$ (NNC)".
(NNC) $\Rightarrow(\mathrm{POT})$ : by the well-known fact in graph theory, (NNC) implies the existence of a function $p: V^{+} \cup V^{-} \rightarrow R$ such that

$$
\gamma(a)+p\left(\partial^{+} a\right)-p\left(\partial^{-} a\right) \geq 0 \quad(a \in \widetilde{A})
$$

This condition for $a \in A^{\circ} \cup M^{\circ}$ is equivalent to condition (i) in Theorem 4.1. For $a=(u, v) \in A^{+}$, where $u \in C^{+}\left(B^{+}, v\right)$, it means

$$
\omega^{+}\left(B^{+}, u, v\right)-p(u)+p(v) \leq 0
$$

Namely,

$$
\omega^{+}\left[p^{+}\right]\left(B^{+}, u, v\right) \leq 0 \quad\left(u \in C^{+}\left(B^{+}, v\right)\right)
$$

which in turn implies condition (ii) in Theorem 4.1 by Lemma 3.1. Similarly, the above condition for $a \in A^{-}$implies condition (iii) in Theorem 4.1. Thus "(NNC) $\Rightarrow$ (POT)" has been shown.
$(\mathrm{POT}) \Rightarrow(\mathrm{OPT}):$ for any independent assignment $M$ and any function $p: V^{+} \cup$ $V^{-} \rightarrow R$, we see

$$
\begin{aligned}
\Omega(M)= & \omega^{+}\left(\partial^{+} M\right)+\omega^{-}\left(\partial^{-} M\right)+w(M) \\
= & {\left[\omega^{+}\left(\partial^{+} M\right)+\sum_{a \in M} p\left(\partial^{+} a\right)\right]+\left[\omega^{-}\left(\partial^{-} M\right)-\sum_{a \in M} p\left(\partial^{-} a\right)\right] } \\
& +\sum_{a \in M}\left[w(a)-p\left(\partial^{+} a\right)+p\left(\partial^{-} a\right)\right] \\
= & \omega^{+}\left[p^{+}\right]\left(\partial^{+} M\right)+\omega^{-}\left[-p^{-}\right]\left(\partial^{-} M\right)+\sum_{a \in M} w_{p}(a),
\end{aligned}
$$

where $w_{p}(a)=w(a)-p\left(\partial^{+} a\right)+p\left(\partial^{-} a\right)$.
Suppose $M$ and $p$ satisfy (i)-(iii) of Theorem 4.1 and take an arbitrary independent assignment $M^{\prime}$. Then we have

$$
\begin{aligned}
\Omega\left(M^{\prime}\right) & =\omega^{+}\left[p^{+}\right]\left(\partial^{+} M^{\prime}\right)+\omega^{-}\left[-p^{-}\right]\left(\partial^{-} M^{\prime}\right)+\sum_{a \in M^{\prime}} w_{p}(a) \\
& \leq \omega^{+}\left[p^{+}\right]\left(\partial^{+} M\right)+\omega^{-}\left[-p^{-}\right]\left(\partial^{-} M\right) \\
& =\Omega(M)
\end{aligned}
$$

This shows that $M$ is optimal, establishing "(POT) $\Rightarrow(\mathrm{OPT})$ ".
Finally for the second half of Theorem 4.1 we note in the above inequality that $\Omega\left(M^{\prime}\right)=\Omega(M)$ if and only if $\omega^{+}\left[p^{+}\right]\left(\partial^{+} M^{\prime}\right)=\omega^{+}\left[p^{+}\right]\left(\partial^{+} M\right), \omega^{-}\left[-p^{-}\right]\left(\partial^{-} M^{\prime}\right)=$ $\omega^{-}\left[-p^{-}\right]\left(\partial^{-} M\right), w_{p}(a)=0$ for $a \in M^{\prime}$.

We have completed the proofs of Theorems 4.1 and 4.3.

## 5. Extension to VIAP $(k)$.

5.1. Theorems. In this section the optimality criteria for $\operatorname{VIAP}(k)$ introduced at the end of $\S 2$ are derived from Theorems 4.1 and 4.3. The proofs are given in $\S 5.2$.

Theorem 5.1. (1) A feasible solution $\left(M, B^{+}, B^{-}\right)$for $\operatorname{VIAP}(k)$ is optimal if and only if there exists a "potential" function $p: V^{+} \cup V^{-} \rightarrow R$ such that
(i) $w(a)-p\left(\partial^{+} a\right)+p\left(\partial^{-} a\right) \begin{cases}\leq 0 & (a \in A), \\ =0 & (a \in M),\end{cases}$
(ii) $B^{+}$is a maximum-weight base of $\mathbf{M}^{+}$with respect to $\omega^{+}\left[p^{+}\right]$,
(iii) $B^{-}$is a maximum-weight base of $\mathbf{M}^{-}$with respect to $\omega^{-}\left[-p^{-}\right]$,
(iv) $p(u) \geq p(v) \quad\left(u \in V^{+}, v \in B^{+}-\partial^{+} M\right)$,
(v) $p(u) \leq p(v) \quad\left(u \in V^{-}, v \in B^{-}-\partial^{-} M\right)$.
(2) Let $p$ be a potential that satisfies (i)-(v) above for some (optimal) $\left(M_{0}, B_{0}^{+}, B_{0}^{-}\right)$. Then $\left(M, B^{+}, B^{-}\right)$is optimal if and only if it satisfies (i)-(v).

To express the optimality in terms of negative cycles we need to introduce an auxiliary graph $\widetilde{G}_{\left(M, B^{+}, B^{-}\right)}=(\widetilde{V}, \widetilde{A})$ associated with $\left(M, B^{+}, B^{-}\right)$, which is a slight modification of the one used in $\S 4$. The vertex set $\widetilde{V}$ of $\widetilde{G}_{\left(M, B^{+}, B^{-}\right)}$is given by

$$
\tilde{V}=V^{+} \cup V^{-} \cup\left\{s^{+}, s^{-}\right\}
$$

where $s^{+}$and $s^{-}$are new vertices referred to as the source vertex and the sink vertex, respectively. The arc set $\widetilde{A}$ consists of eight disjoint parts:

$$
\widetilde{A}=\left(A^{\circ} \cup M^{\circ}\right) \cup\left(A^{+} \cup F^{+} \cup S^{+}\right) \cup\left(A^{-} \cup F^{-} \cup S^{-}\right)
$$

where

$$
\begin{aligned}
A^{\circ} & =\{a \mid a \in A\} \quad(\text { copy of } A), \\
M^{\circ} & =\{\bar{a} \mid a \in M\} \quad(\bar{a}: \text { reorientation of } a), \\
A^{+} & =\left\{(u, v) \mid u \in B^{+}, v \in V^{+}-B^{+}, u \in C^{+}\left(B^{+}, v\right)\right\}, \\
F^{+} & =\left\{\left(u, s^{+}\right) \mid u \in V^{+}\right\} \\
S^{+} & =\left\{\left(s^{+}, v\right) \mid v \in B^{+}-\partial^{+} M\right\}, \\
A^{-} & =\left\{(v, u) \mid u \in B^{-}, v \in V^{-}-B^{-}, u \in C^{-}\left(B^{-}, v\right)\right\}, \\
F^{-} & =\left\{\left(s^{-}, u\right) \mid u \in V^{-}\right\} \\
S^{-} & =\left\{\left(v, s^{-}\right) \mid v \in B^{-}-\partial^{-} M\right\} .
\end{aligned}
$$

The arc length $\gamma(a)=\gamma_{\left(M, B^{+}, B^{-}\right)}(a)(a \in \widetilde{A})$ is defined by

$$
\gamma(a)= \begin{cases}-w(a) & \left(a \in A^{\circ}\right),  \tag{5.1}\\ w(\bar{a}) & \left(a=(u, v) \in M^{\circ}, \bar{a}=(v, u) \in M\right), \\ -\omega^{+}\left(B^{+}, u, v\right) & \left(a=(u, v) \in A^{+}\right), \\ -\omega^{-}\left(B^{-}, u, v\right) & \left(a=(v, u) \in A^{-}\right), \\ 0 & \left(a \in F^{+} \cup S^{+} \cup F^{-} \cup S^{-}\right)\end{cases}
$$

Theorem 5.2. A feasible solution $\left(M, B^{+}, B^{-}\right)$for $\operatorname{VIAP}(k)$ is optimal if and only if there exists in $\widetilde{G}_{\left(M, B^{+}, B^{-}\right)}$no negative cycle with respect to the arc length $\gamma_{\left(M, B^{+}, B^{-}\right)}$.

Remark 5.1. The definition of $F^{ \pm}$could be replaced by
$F^{+}=\left\{\left(u, s^{+}\right) \mid u \in \partial^{+} M \cup\left(V^{+}-B^{+}\right)\right\}, \quad F^{-}=\left\{\left(s^{-}, u\right) \mid u \in \partial^{-} M \cup\left(V^{-}-B^{-}\right)\right\}$
without affecting the above theorem. The present definition is more convenient for the algorithm to be developed in part II [25].

Remark 5.2. When $k=r^{+}=r^{-}$, the auxiliary graph $\widetilde{G}_{\left(M, B^{+}, B^{-}\right)}$contains the auxiliary graph $\widetilde{G}_{M}$ of $\S 4$ as a subgraph.
5.2. Proofs. We formulate $\operatorname{VIAP}(k)$ as a valuated independent assignment problem on $G_{k}=\left(V_{k}^{+}, V_{k}^{-} ; A_{k}\right)$ with valuated matroids $\mathbf{M}_{k}^{+}=\left(V_{k}^{+}, \mathcal{B}_{k}^{+}, \omega_{k}^{+}\right)$and $\mathbf{M}_{k}^{-}=$ $\left(V_{k}^{-}, \mathcal{B}_{k}^{-}, \omega_{k}^{-}\right)$having a common rank $r^{+}+r^{-}-k$. The graph $G_{k}=\left(V_{k}^{+}, V_{k}^{-} ; A_{k}\right)$ is defined as follows:

$$
\begin{array}{ll}
V_{k}^{+}=V^{+} \cup U_{k}^{+}, & U_{k}^{+} \equiv\left\{u_{i}^{+} \mid 1 \leq i \leq r^{-}-k\right\} \\
V_{k}^{-}=V^{-} \cup U_{k}^{-}, & U_{k}^{-} \equiv\left\{u_{i}^{-} \mid 1 \leq i \leq r^{+}-k\right\}, \\
A_{k}=A \cup\left\{\left(u, u_{i}^{-}\right)\right. & \left.\mid u \in V^{+}, u_{i}^{-} \in U_{k}^{-}\right\} \cup\left\{\left(u_{i}^{+}, u\right) \mid u \in V^{-}, u_{i}^{+} \in U_{k}^{+}\right\} .
\end{array}
$$

The valuated matroid $\mathbf{M}_{k}^{+}$is the direct sum of $\mathbf{M}^{+}$and the free matroid on $U_{k}^{+}$with trivial valuation (which is zero); i.e., $\mathcal{B}_{k}^{+}=\left\{B \cup U_{k}^{+} \mid B \in \mathcal{B}^{+}\right\}$and $\omega_{k}^{+}\left(B \cup U_{k}^{+}\right)=$ $\omega^{+}(B)$ for $B \in \mathcal{B}^{+}$, similarly for $\mathbf{M}_{k}^{-}$. The weight $w_{k}: A_{k} \rightarrow R$ is defined by

$$
w_{k}(a)= \begin{cases}w(a) & (a \in A), \\ 0 & \left(a \in A_{k}-A\right) .\end{cases}
$$

With an independent assignment $M_{k}$ in $G_{k}$ we can create a feasible solution $\left(M, B^{+}, B^{-}\right)$for $\operatorname{VIAP}(k)$ by defining $M=M_{k} \cap A, B^{+}=\partial^{+} M_{k}-U_{k}^{+}$, and $B^{-}=$ $\partial^{-} M_{k}-U_{k}^{-}$. Conversely, from $\left(M, B^{+}, B^{-}\right)$feasible for $\operatorname{VIAP}(k)$ we can construct an independent assignment $M_{k}$ in $G_{k}$. Moreover, we have $\Omega\left(M, B^{+}, B^{-}\right)=\Omega_{k}\left(M_{k}\right)$, where $\Omega_{k}\left(M_{k}\right) \equiv w_{k}\left(M_{k}\right)+\omega_{k}^{+}\left(\partial^{+} M_{k}\right)+\omega_{k}^{-}\left(\partial^{-} M_{k}\right)$.

Through this reduction of $\operatorname{VIAP}(k)$ to the valuated independent assignment problem, Theorems 4.1 and 4.3 translate into Theorems 5.1 and 5.2 , respectively.
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# VALUATED MATROID INTERSECTION II: ALGORITHMS* 
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#### Abstract

Based on the optimality criteria established in part I [SIAM J. Discrete Math., 9 (1996), pp. 545-561] we show a primal-type cycle-canceling algorithm and a primal-dual-type augmenting algorithm for the valuated independent assignment problem: given a bipartite graph $G=\left(V^{+}, V^{-} ; A\right)$ with arc weight $w: A \rightarrow \mathbf{R}$ and matroid valuations $\omega^{+}$and $\omega^{-}$on $V^{+}$and $V^{-}$, respectively; find a matching $M(\subseteq A)$ that maximizes $\sum\{w(a) \mid a \in M\}+\omega^{+}\left(\partial^{+} M\right)+$ $\omega^{-}\left(\partial^{-} M\right)$, where $\partial^{+} M$ and $\partial^{-} M$ denote the sets of vertices in $V^{+}$and $V^{-}$incident to $M$. The proposed algorithms generalize the previous algorithms for the independent assignment problem as well as for the weighted matroid intersection problem, including those due to Lawler [Math. Prog., 9 (1975), pp. 31-56], Iri and Tomizawa [J. Oper. Res. Soc. Japan, 19 (1976), pp. 32-57], Fujishige [J. Oper. Res. Soc. Japan, 20 (1977), pp. 1-15], Frank [J. Algorithms, 2 (1981), pp. 328-336], and Zimmermann [Discrete Appl. Math., 36 (1992), pp. 179-189].
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1. Introduction. Part I of this paper [24] has introduced an extension of the independent assignment problem using the concept of the valuated matroid of Dress and Wenzel [4], [5]. A matroid $\mathbf{M}=(V, \mathcal{B})$ defined on a ground set $V$ by the family of bases $\mathcal{B}$ is called a valuated matroid if it is equipped with a function $\omega: \mathcal{B} \rightarrow R$ that enjoys the exchange axiom: for $B, B^{\prime} \in \mathcal{B}$ and $u \in B-B^{\prime}$ there exists $v \in B^{\prime}-B$ such that $B-u+v \in \mathcal{B}, B^{\prime}+u-v \in \mathcal{B}$, and

$$
\begin{equation*}
\omega(B)+\omega\left(B^{\prime}\right) \leq \omega(B-u+v)+\omega\left(B^{\prime}+u-v\right) . \tag{1.1}
\end{equation*}
$$

Here $R$ is a totally ordered additive group. (Typically $R=\mathbf{R}$ (reals), $\mathbf{Q}$ (rationals), or $\mathbf{Z}$ (integers).) The problem considered in part I is as follows:

Valuated independent assignment problem. Given a bipartite graph $G=\left(V^{+}, V^{-} ; A\right)$, valuated matroids $\mathbf{M}^{+}=\left(V^{+}, \mathcal{B}^{+}, \omega^{+}\right)$and $\mathbf{M}^{-}=\left(V^{-}, \mathcal{B}^{-}, \omega^{-}\right)$, and arc weight $w: A \rightarrow R$, find a matching $M(\subseteq A)$ that maximizes

$$
\Omega(M) \equiv w(M)+\omega^{+}\left(\partial^{+} M\right)+\omega^{-}\left(\partial^{-} M\right)
$$

subject to the constraint

$$
\partial^{+} M \in \mathcal{B}^{+}, \quad \partial^{-} M \in \mathcal{B}^{-},
$$

where $\partial^{+} M$ and $\partial^{-} M$ denote the sets of vertices in $V^{+}$and $V^{-}$ incident to $M$.
We assume $r^{+}=r^{-}$for the feasibility of the problem, where $r^{+}$and $r^{-}$denote the ranks of $\mathbf{M}^{+}$and $\mathbf{M}^{-}$. A special case of this problem is

[^45]Intersection problem. Given a pair of valuated matroids $\mathbf{M}^{1}=$ $\left(V, \mathcal{B}^{1}, \omega^{1}\right)$ and $\mathbf{M}^{2}=\left(V, \mathcal{B}^{2}, \omega^{2}\right)$ defined on a common ground set $V$ and a weight function $w: V \rightarrow R$, find a common base $B \in \mathcal{B}^{1} \cap \mathcal{B}^{2}$ that maximizes $w(B)+\omega^{1}(B)+\omega^{2}(B)$.
Also considered in part I [24] is the following more general form of the valuated independent assignment problem (VIAP).
$\operatorname{VIAP}(k)$. Maximize

$$
\Omega\left(M, B^{+}, B^{-}\right) \equiv w(M)+\omega^{+}\left(B^{+}\right)+\omega^{-}\left(B^{-}\right)
$$

subject to the constraint that $M$ is a matching of size $k$, and

$$
\partial^{+} M \subseteq B^{+} \in \mathcal{B}^{+}, \quad \partial^{-} M \subseteq B^{-} \in \mathcal{B}^{-}
$$

Obviously, $\operatorname{VIAP}(k)$ with $k=r^{+}=r^{-}$is the VIAP above, although $\operatorname{VIAP}(k)$ does not presuppose that $r^{+}=r^{-}$. $\operatorname{VIAP}(k)$ with trivial valuations ( $\omega^{ \pm} \equiv 0$ on $\mathcal{B}^{ \pm}$) is nothing but the problem of finding a maximum-weight independent matching of size $k$. For the intersection problem (with valuations) $\operatorname{VIAP}(k)$ takes the following form:
maximize $w(I)+\omega^{1}\left(B^{1}\right)+\omega^{2}\left(B^{2}\right)$ under the constraint that $I$ is a common independent set of size $k$, and $B^{1}$ (respectively, $B^{2}$ ) is a base of $\mathbf{M}^{1}$ (respectively, $\mathbf{M}^{2}$ ) containing $I$.
Part I has established the optimality criteria to the above problems.
Part II gives a primal-type cycle-canceling algorithm and a primal-dual-type augmenting algorithm for the valuated independent assignment problem, both of which run in strongly polynomial time with oracles for the valuations $\omega^{ \pm}$. Our cyclecanceling algorithm is based on the negative-cycle criterion (Theorem 4.3 of part I) and is an extension of Fujishige's [9] for the ordinary independent assignment problem. It can be polished up to a strongly polynomial algorithm using the minimum-ratio-cycle strategy invented by Zimmermann [28]. Our augmenting algorithm, on the other hand, solves $\operatorname{VIAP}(k)$ for $k=0,1,2, \ldots$ and is an extension of the wellestablished primal-dual algorithm for the ordinary independent assignment problem and the weighted matroid intersection problem due to Iri and Tomizawa [15] and Lawler [18], [19]. (See also Frank [7]; for the submodular flow problem see Cunningham and Frank [3], Frank [8], and Fujishige [11], [12].)

Remark 1.1. Extensions of the proposed algorithms to the linkage-type problems as considered in Fujishige [10] and Iri [14] should be obvious from the results of this paper combined with those in [10] and [14]. In this paper no further explicit accounts will be made about this.

Let us recall some notation and lemmas from part I which are constantly referred to in this part. Let $\mathbf{M}=(V, \mathcal{B}, \omega)$ be a valuated matroid. For $B \in \mathcal{B}, v \in V-B$, and $u \in V$,

$$
\begin{align*}
& C(B, v) \text { : fundamental circuit of } v \text { relative to } B  \tag{1.2}\\
& \text { (=unique circuit contained in } B+v \text { ), } \\
& \omega(B, u, v)=\omega(B-u+v)-\omega(B), \tag{1.3}
\end{align*}
$$

where $\omega(B, u, v) \neq-\infty$ if and only if $u \in C(B, v)$, assuming the convention that $\omega\left(B^{\prime}\right)=-\infty$ if $B^{\prime} \notin \mathcal{B}$. For $B \in \mathcal{B}$ and $B^{\prime} \subseteq V$,
$G\left(B, B^{\prime}\right)$ : exchangeability graph with vertex $\operatorname{bipartition}\left(B-B^{\prime}, B^{\prime}-B\right)$ and $\operatorname{arc} \operatorname{set}(u, v) \mid u \in B-B^{\prime}, v \in B^{\prime}-B, u \in C(B, v) ;$
each $\operatorname{arc}(u, v)$ is given weight $\omega(B, u, v)$,
$\widehat{\omega}\left(B, B^{\prime}\right)$ : weight of a maximum-weight perfect matching in $G\left(B, B^{\prime}\right)$,
Unique-max condition : there exists exactly one maximum-weight perfect matching

$$
\text { in } G\left(B, B^{\prime}\right)
$$

The following two lemmas are the driving wheels for the technical developments (cf. Lemmas 3.4 and 3.8 of part I).

Lemma 1.1 ("upper-bound lemma"). For $B, B^{\prime} \in \mathcal{B}$,

$$
\begin{equation*}
\omega\left(B^{\prime}\right) \leq \omega(B)+\widehat{\omega}\left(B, B^{\prime}\right) \tag{1.4}
\end{equation*}
$$

Lemma 1.2 ("unique-max lemma"). Let $B \in \mathcal{B}$ and $B^{\prime} \subseteq V$ with $\left|B^{\prime}\right|=|B|$. If $\left(B, B^{\prime}\right)$ satisfies the unique-max condition, then $B^{\prime} \in \mathcal{B}$ and

$$
\begin{equation*}
\omega\left(B^{\prime}\right)=\omega(B)+\widehat{\omega}\left(B, B^{\prime}\right) \tag{1.5}
\end{equation*}
$$

## 2. Cycle-canceling algorithms.

2.1. Algorithms. In Theorem 4.3 of part I we have shown a negative cycle criterion for the optimality with reference to an auxiliary graph $\widetilde{G}_{M}=(\widetilde{V}, \widetilde{A})$ with $\widetilde{V}=V^{+} \cup V^{-}$and $\widetilde{A}=A^{\circ} \cup M^{\circ} \cup A^{+} \cup A^{-}$, where

$$
\begin{aligned}
A^{\circ} & =\{a \mid a \in A\} \quad(\text { copy of } A), \\
M^{\circ} & =\{\bar{a} \mid a \in M\} \quad(\bar{a}: \text { reorientation of } a), \\
A^{+} & =\left\{(u, v) \mid u \in B^{+}, v \in V^{+}-B^{+}, u \in C^{+}\left(B^{+}, v\right)\right\}, \\
A^{-} & =\left\{(v, u) \mid u \in B^{-}, v \in V^{-}-B^{-}, u \in C^{-}\left(B^{-}, v\right)\right\} .
\end{aligned}
$$

Here $B^{+}=\partial^{+} M, B^{-}=\partial^{-} M$, and $C^{+}\left(B^{+}, v\right)$ and $C^{-}\left(B^{-}, v\right)$ are defined as in (1.2). The arc length $\gamma_{M}(a)(a \in \widetilde{A})$ is defined by

$$
\gamma_{M}(a)= \begin{cases}-w(a) & \left(a \in A^{\circ}\right),  \tag{2.1}\\ w(\bar{a}) & \left(a=(u, v) \in M^{\circ}, \bar{a}=(v, u) \in M\right), \\ -\omega^{+}\left(B^{+}, u, v\right) & \left(a=(u, v) \in A^{+}\right), \\ -\omega^{-}\left(B^{-}, u, v\right) & \left(a=(v, u) \in A^{-}\right),\end{cases}
$$

where $\omega^{+}\left(B^{+}, u, v\right)$ and $\omega^{-}\left(B^{-}, u, v\right)$ are as in (1.3).
Theorem 4.3 of part I as well as its proof suggests an algorithm for solving the valuated independent assignment problem as follows. The validity of this procedure follows from Theorem 4.3 and Lemma 4.5 of part I.

Cycle-canceling algorithm. Starting from an arbitrary independent assignment $M$, repeat (i)-(ii) below while there exists a negative cycle in $\widetilde{G}_{M}$ :
(i) Find a negative cycle $Q$ having the smallest number of arcs in the auxiliary graph $\widetilde{G}_{M}$ (with respect to the arc length $\gamma_{M}$ ).
(ii) Modify the current independent matching along the cycle $Q$ by

$$
\bar{M}=\left(M-\left\{a \in M \mid \bar{a} \in Q \cap M^{\circ}\right\}\right) \cup\left(Q \cap A^{\circ}\right) .
$$

This is a straightforward extension of the primal algorithm of Fujishige [9] for the ordinary independent assignment problem, which extends the classical idea of Klein
[17] and which is further extended by Fujishige [11] and by Zimmermann [27] for the submodular flow problem. (See also Fujishige [12] and the references therein.)

The above algorithm assumes an initial independent assignment $M$, which can be found by the existing algorithms for the (unweighted) matroid intersection. For each $M$, the graph $\widetilde{G}_{M}$ can be constructed with $r^{+}\left(\left|V^{+}\right|-r^{+}\right)$evaluations of $\omega^{+}$and $r^{-}\left(\left|V^{-}\right|-r^{-}\right)$evaluations of $\omega^{-}$, where $r^{+}$and $r^{-}$are the ranks of $\mathbf{M}^{+}$and $\mathbf{M}^{-}$, respectively. (We have $r^{+}=r^{-}$for a feasible problem.) When the valuated matroids are associated with polynomial matrices as in Example 3.2 of part I, $\omega^{ \pm}$can be evaluated by the method of interpolation or by an algorithm of combinatorial relaxation type (see Murota [23] for details); or, more directly, $\omega^{ \pm}(\cdot, \cdot, \cdot)$ can be determined by pivoting operations on the matrices if arithmetic operations on rational functions can be performed.

A negative cycle having the smallest number of arcs in (i) can be found easily by a variant of the standard shortest-path algorithm. It should however be worth noting that the minimality of the number of arcs is not really necessary, and in fact this observation adds more flexibility to the algorithm, as we will see soon. Recalling the notation

$$
\begin{align*}
& \bar{B}^{+}=B^{+}-\left\{\partial^{+} a \mid a \in Q \cap A^{+}\right\}+\left\{\partial^{-} a \mid a \in Q \cap A^{+}\right\}  \tag{2.2}\\
& \bar{B}^{-}=B^{-}-\left\{\partial^{-} a \mid a \in Q \cap A^{-}\right\}+\left\{\partial^{+} a \mid a \in Q \cap A^{-}\right\} \tag{2.3}
\end{align*}
$$

we call a cycle $Q$ in $\widetilde{G}_{M}$ admissible if both $\left(B^{+}, \bar{B}^{+}\right)$and ( $\left.B^{-}, \bar{B}^{-}\right)$satisfy the uniquemax condition in $\mathbf{M}^{+}$and $\mathbf{M}^{-}$, respectively. The admissibility of $Q$ guarantees (by the unique-max lemma) that the modified matching $\bar{M}$ remains to be an independent assignment.

In the proof of Lemma 4.4 of part I it has been shown that if a negative cycle $Q$ is not admissible, a family of cycles, denoted $Q_{k}^{\prime}(k=1, \ldots, q)$, is naturally defined and that at least one of its members is a negative cycle. Following the terminology of Zimmermann [28] (for the submodular flow problem) let us call each $Q_{k}^{\prime}$ an induced cycle. The above observations lead to the following refinements of Lemmas 4.4 and 4.5 of part I.

Lemma 2.1. Let $Q$ be a negative cycle in $\widetilde{G}_{M}$. Either $Q$ is admissible or else it induces a negative cycle having a smaller number of arcs than $Q$. In particular, a negative cycle having the smallest number of arcs is admissible.

Lemma 2.2. For an admissible cycle $Q$ in $\widetilde{G}_{M}, \bar{M}$ is an independent assignment with $\Omega(\bar{M}) \geq \Omega(M)-\gamma_{M}(Q)$.

Remark 2.1. In the case of the ordinary independent assignment problem, the admissibility of a cycle defined above agrees with the admissibility in the sense of [28] and with the feasibility in the sense of [2]. This is due to the observation made in Remark 3.2 of part I.

The algorithm finds the optimal independent assignment in a finite number of steps since there exist a finite number of independent assignments in the given graph and the objective function value $\Omega(M)$ increases monotonically; we have seen

$$
\begin{equation*}
\Omega(\bar{M}) \geq \Omega(M)-\gamma_{M}(Q) \quad(>\Omega(M)) \tag{2.4}
\end{equation*}
$$

(It may be emphasized, however, that the gain in $\Omega(M)$ can be larger than $-\gamma_{M}(Q)$, a phenomenon which cannot occur in the ordinary independent assignment problem. See the proof of Lemma 4.5 of part I.) However, the number of iterations of the loop (i)-(ii) is not bounded by a polynomial in the problem size as is also the case with
the original form of the primal algorithm for the ordinary independent assignment problem.

Recently Zimmermann [28] has shown (for the submodular flow problem) that, when $R \subseteq \mathbf{R}$, a judicious choice of a negative cycle renders the number of iterations bounded by $r^{+}\left(=r^{-}\right)$. The idea is to introduce an auxiliary weight function $\alpha$ on $\widetilde{A}$ and to select a cycle $Q$ of minimum ratio $\gamma_{M}(Q) / \alpha(Q)$ (satisfying some extra condition). In what follows we shall show that this idea carries over to our problem, making the number of iterations of the loop (i)-(ii) of our algorithm bounded by $r^{+}$ ( $=r^{-}$).

We maintain a subset $M^{\bullet}$ of $\widetilde{A}$, called the active arc set, and define $\alpha: \widetilde{A} \rightarrow\{0,1\}$ by

$$
\alpha(a)= \begin{cases}1 & \left(a \in M^{\bullet}\right) \\ 0 & \left(a \in \widetilde{A}-M^{\bullet}\right) .\end{cases}
$$

An arc is said to be active if it belongs to $M^{\bullet}$. A cycle $Q(\subseteq \widetilde{A})$ is called a minimumratio cycle with respect to $\left(\gamma_{M}, \alpha\right)$ if $\gamma_{M}(Q) / \alpha(Q)$ takes the minimum value among all cycles with $\alpha(Q)>0$. We assume $R \subseteq \mathbf{R}$ till the end of $\S 2$.

CYCLE-CANCELING ALGORITHM WITH MINIMUM-RATIO CYCLE. Starting from an arbitrary independent assignment $M$ and active arc set defined by $M^{\bullet}=M^{\circ}(\equiv\{\bar{a} \mid a \in M\})$, repeat (i)-(iii) below while there exists a negative cycle in $\widetilde{G}_{M}$ :
(i) Find an admissible minimum-ratio cycle $Q$ in the auxiliary graph $\widetilde{G}_{M}$ (with respect to $\left(\gamma_{M}, \alpha\right)$ ).
(ii) Modify the current active arc set by

$$
\overline{M^{\bullet}}=M^{\bullet}-\left(Q \cap M^{\circ}\right)
$$

and the function $\alpha$ accordingly.
(iii) Modify the current independent matching along the cycle $Q$ by

$$
\bar{M}=\left(M-\left\{a \in M \mid \bar{a} \in Q \cap M^{\circ}\right\}\right) \cup\left(Q \cap A^{\circ}\right) .
$$

The following properties are maintained throughout the computation:

- Any negative cycle in $\widetilde{G}_{M}$ contains an active arc (cf. Lemma 2.8).
- $M$ is an independent assignment. (That is, $\partial^{+} M \in \mathcal{B}^{+}, \partial^{-} M \in \mathcal{B}^{-}$.)

Because of the first property, the minimum-ratio cycle in (i) is well defined, as long as $\widetilde{G}_{M}$ contains a negative cycle. In (ii), on the other hand, the active arc set $M^{\bullet}$ decreases monotonically, at least by one element in each iteration. This implies the termination of the algorithm in at most $r^{+}\left(=r^{-}\right)$iterations, whereas the obtained matching $M$ is an optimal independent assignment by the second property and Theorem 4.3 of part I.

An admissible minimum-ratio cycle can be found in a polynomial time in the problem size as follows. By an algorithm of Megiddo [22], a minimum-ratio cycle $Q$ can be generated in $O\left(|\widetilde{V}|^{2}|\widetilde{A}| \log |\widetilde{V}|\right)$ time. We can test for the admissibility of $Q$ on the basis of Lemma 3.5 of part I by means of an algorithm for the weighted bipartite matching problem. This takes $O\left(|\widetilde{V}|^{3}\right)$ or less time. In case $Q$ is not admissible, it induces a (nonempty) family of minimum-ratio cycles each having a smaller number
of arcs than $Q$, as will be shown later in Lemma 2.5. We pick up any one of the induced minimum-ratio cycles and repeat the above procedure. After repeating not more than $|\widetilde{V}|$ times we are guaranteed to obtain an admissible minimum-ratio cycle.

Summarizing the above arguments we have the following theorem, where $R \subseteq \mathbf{R}$ is assumed.

Theorem 2.3. The cycle-canceling algorithm with minimum-ratio cycle selection is a strongly polynomial time algorithm (modulo a polynomial number of evaluations of $\omega^{ \pm}$).

In connection to Lemma 2.2 it may be noted (cf. Lemma 2.6) that the minimumratio cycle selection yields an equality in (2.4) (in contrast to the original version of the algorithm).

Finally we mention two other variants of the cycle-canceling algorithm using the minimum-mean-cycle strategy, which was introduced by Goldberg and Tarjan [13] for the minimum-cost flow problem and adapted to the submodular flow problem by Cui and Fujishige [2]. The mean length of a cycle $Q$ in $\widetilde{G}_{M}$ is $\gamma_{M}(Q)$ divided by $|Q|$ (= the number of arcs in $Q$ ), and a minimum-mean cycle means a cycle having the minimum mean length. Note that a minimum-mean cycle is a minimum-ratio cycle for $\alpha \equiv 1$.

The variants suggested here are to select, as in [2], a minimum-mean cycle $Q$ in $\widetilde{G}_{M}$ according to one of the rules:
$(\mathrm{N})$ select a minimum-mean cycle having the smallest number of arcs,
(L) select a minimum-mean cycle such that $q_{M}\left(\partial^{+} a\right)=\pi\left(\partial^{-} a\right)$ for each arc in it, where $\pi: \widetilde{V} \rightarrow\{1,2, \ldots,|\widetilde{V}|\}$ is a fixed one-to-one mapping (= ordering of $\widetilde{V}$ ) and

$$
q_{M}(u)=\min \left\{\pi(v) \mid \operatorname{arc}(u, v) \text { lies on a minimum-mean cycle in } \widetilde{G}_{M}\right\} .
$$

It is observed in [2] that such minimum-mean cycles can be found in $\mathrm{O}(|\widetilde{V}||\widetilde{A}|)$ time using an algorithm of Karp [16]. (See also McCormick [21] and Orlin and Ahuja [25] for algorithms for minimum-mean cycles.) The validity of these variants can be shown similarly as that of the minimum-ratio cycle algorithm. (See Remark 2.2.) Again we have an equality in (2.4).
2.2. Validity of the minimum-ratio cycle algorithm. We shall show the validity of the cycle-canceling algorithm using the minimum-ratio cycle selection. Basically we follow the arguments in [13], [28] while establishing two lemmas (Lemmas 2.5 and 2.7 ) specific to our problem. We abbreviate $\gamma_{M}$ to $\gamma$ for notational simplicity.

For $\varepsilon \geq 0$ an independent assignment $M$ is said to be $\varepsilon$-optimal (with respect to $\alpha)$ if there exists a function $p: \widetilde{V} \rightarrow \mathbf{R}$ such that

$$
\begin{equation*}
\gamma_{p}(a) \equiv \gamma(a)+p\left(\partial^{+} a\right)-p\left(\partial^{-} a\right) \geq-\varepsilon \alpha(a) \quad(a \in \widetilde{A}) \tag{2.5}
\end{equation*}
$$

Noting (2.5) is equivalent to saying that the modified arc length $\widehat{\gamma}(a)=\gamma(a)+\varepsilon \alpha(a)$ admits a function $p$ such that

$$
\widehat{\gamma}(a)+p\left(\partial^{+} a\right)-p\left(\partial^{-} a\right) \geq 0 \quad(a \in \widetilde{A})
$$

we see that the existence of $p$ with (2.5) is also equivalent to

$$
\begin{equation*}
\gamma(Q) \geq-\varepsilon \alpha(Q) \quad(Q: \text { negative cycle }) \tag{2.6}
\end{equation*}
$$

This implies obviously that $\alpha(Q)>0$ for any negative cycle $Q$; that is,

$$
\begin{equation*}
\text { any negative cycle in } \widetilde{G}_{M} \text { contains an active arc. } \tag{2.7}
\end{equation*}
$$

Conversely suppose (2.7) is true and
there exists a negative cycle.

Then the "minimum cycle ratio"

$$
\begin{equation*}
\mu=\min \left\{\left.\frac{\gamma(Q)}{\alpha(Q)} \right\rvert\, Q: \text { cycle with } \alpha(Q)>0\right\} \tag{2.9}
\end{equation*}
$$

is well defined and $M$ is $\varepsilon$-optimal with $\varepsilon=-\mu>0$. Hence we have the following statement.

Lemma 2.4. Condition (2.7) is satisfied if and only if $M$ is $\varepsilon$-optimal for some $\varepsilon \geq 0$.

Proof. In addition to the above argument, note that the case $\varepsilon=0$ corresponds to an optimal $M$ for which (2.7) is vacuously true due to Theorem 4.3 of part I.

Under condition (2.7) we define $\varepsilon(M)$ to be the minimum value of $\varepsilon \geq 0$ for which $M$ is $\varepsilon$-optimal. The above argument shows, under (2.8), that

$$
\begin{equation*}
\varepsilon(M)=-\mu \tag{2.10}
\end{equation*}
$$

The following lemma substantiates step (i) of the minimum-ratio cycle algorithm.
Lemma 2.5. Assuming (2.7) and (2.8) let $Q$ be a minimum-ratio cycle. Either $Q$ is admissible or else it induces a minimum-ratio cycle having a smaller number of arcs than $Q$. In particular, a minimum-ratio cycle having the smallest number of arcs is admissible.

Proof. We modify the proof of Lemma 4.4 of part I. Let $\bar{B}^{+}$and $\bar{B}^{-}$be defined by (2.2) and (2.3). Suppose that $Q$ is not admissible, and assume without loss of generality that $\left(B^{+}, \bar{B}^{+}\right)$does not satisfy the unique-max condition. Take a maximum-weight perfect matching $M^{\prime}$ in $G\left(B^{+}, \bar{B}^{+}\right)$for $\mathbf{M}^{+}$as well as the potential function $\widehat{p}$ in Lemma 3.5 of part I. Put $Q^{\prime}=\left(Q-A^{+}\right) \cup M^{\prime}$, which is a collection of disjoint cycles, say $Q^{\prime}=\cup_{j=1}^{l} Q_{j}^{\prime}$. Then $\alpha\left(Q^{\prime}\right)=\alpha(Q)\left(\right.$ since $\left.\alpha\left(M^{\prime}\right)=\alpha\left(Q \cap A^{+}\right)=0\right)$, and

$$
\begin{equation*}
\gamma\left(Q^{\prime}\right)=\gamma(Q)+\left[\gamma\left(M^{\prime}\right)-\gamma\left(Q \cap A^{+}\right)\right] \tag{2.11}
\end{equation*}
$$

holds. By the choice of $M^{\prime}$ we have $\gamma\left(Q^{\prime}\right) \leq \gamma(Q)$, which implies

$$
\begin{equation*}
\gamma\left(Q^{\prime}\right) / \alpha\left(Q^{\prime}\right) \leq \gamma(Q) / \alpha(Q)=\mu \tag{2.12}
\end{equation*}
$$

We claim that the equality holds in (2.12). In fact, (2.12) shows

$$
\gamma\left(Q^{\prime}\right)=\sum_{j=1}^{l} \gamma\left(Q_{j}^{\prime}\right) \leq \mu \alpha\left(Q^{\prime}\right)=\mu \sum_{j=1}^{l} \alpha\left(Q_{j}^{\prime}\right),
$$

whereas $\gamma\left(Q_{j}^{\prime}\right) \geq \mu \alpha\left(Q_{j}^{\prime}\right)$ for all $j$ by (2.7) and (2.9). With the equality in (2.12) we obtain $\gamma\left(Q^{\prime}\right)=\gamma(Q)$ since $\alpha\left(Q^{\prime}\right)=\alpha(Q)$.

It then follows from (2.11) that

$$
\begin{equation*}
\gamma\left(Q \cap A^{+}\right)=\gamma\left(M^{\prime}\right)=-\widehat{\omega}^{+}\left(B^{+}, \bar{B}^{+}\right) \tag{2.13}
\end{equation*}
$$

Hence, putting

$$
M^{\prime \prime}=Q \cap A^{+}=\left\{\left(u_{i}, v_{i}\right) \mid i=1, \ldots, m\right\}
$$

we have $M^{\prime \prime} \subseteq A^{*}$, where

$$
A^{*}=\left\{(u, v) \mid u \in B^{+}-\bar{B}^{+}, v \in \bar{B}^{+}-B^{+}, \omega^{+}\left(B^{+}, u, v\right)-\widehat{p}(u)+\widehat{p}(v)=0\right\}
$$

and $\widehat{p}$ is the potential function in Lemma 3.5 of part I. (Note: $\left(u_{i}, v_{i}\right)$ denoted arcs in $M^{\prime}$ in the proof of Lemma 4.4 of part I.)

Since $\left(B^{+}, \bar{B}^{+}\right)$does not satisfy the unique-max condition, there exist distinct indices $i_{k}(k=1, \ldots, q ; q \geq 2)$ such that $\left(u_{i_{k}}, v_{i_{k+1}}\right) \in A^{*}$ for $k=1, \ldots, q$, where $i_{q+1}=i_{1}$. Then

$$
\begin{array}{rlr}
\omega^{+}\left(B^{+}, u_{i_{k}}, v_{i_{k+1}}\right) & =\widehat{p}\left(u_{i_{k}}\right)-\widehat{p}\left(v_{i_{k+1}}\right) & (k=1, \ldots, q), \\
\omega^{+}\left(B^{+}, u_{i_{k}}, v_{i_{k}}\right) & =\widehat{p}\left(u_{i_{k}}\right)-\widehat{p}\left(v_{i_{k}}\right) & (k=1, \ldots, q), \\
\sum_{k=1}^{q} \gamma\left(u_{i_{k}}, v_{i_{k+1}}\right) & =\sum_{k=1}^{q} \gamma\left(u_{i_{k}}, v_{i_{k}}\right) \tag{2.16}
\end{array}
$$

hold true, where (2.15) is due to $M^{\prime \prime} \subseteq A^{*}$.
For $k=1, \ldots, q$, let $P\left(v_{i_{k+1}}, u_{i_{k}}\right)$ denote the path on $Q$ from $v_{i_{k+1}}$ to $u_{i_{k}}$, and let $Q_{k}$ be the directed cycle formed by arc $\left(u_{i_{k}}, v_{i_{k+1}}\right)$ and path $P\left(v_{i_{k+1}}, u_{i_{k}}\right)$. By a similar argument as in the proof of Lemma 4.4 of part I we obtain

$$
\sum_{k=1}^{q}\left(\gamma\left(Q_{k}\right)-\mu \alpha\left(Q_{k}\right)\right)=q^{\prime}(\gamma(Q)-\mu \alpha(Q))=0
$$

for some $q^{\prime}$ with $1 \leq q^{\prime}<q$, which shows $\gamma\left(Q_{k}\right)-\mu \alpha\left(Q_{k}\right)=0$ for each $k$. Therefore $Q_{k}$ is a minimum-ratio cycle for $k$ with $\alpha\left(Q_{k}\right)>0$, while such $k$ exists since $\sum_{k=1}^{q} \alpha\left(Q_{k}\right)=\alpha(Q)>0$.

Lemma 2.6. Assuming (2.7) and (2.8), let $Q$ be an admissible minimum-ratio cycle. Then $\bar{M}$ is an independent assignment with $\Omega(\bar{M})=\Omega(M)-\gamma_{M}(Q)$.

Proof. This is the same as the proof of Lemma 4.5 of part I, except that (2.13) is used.

Lemma 2.7. Assuming (2.7) and (2.8), let $Q$ be an admissible minimum-ratio cycle: Then $\varepsilon(\bar{M}) \leq \varepsilon(M)$ for $\bar{M}=\left(M-\left\{a \in M \mid \bar{a} \in Q \cap M^{\circ}\right\}\right) \cup\left(Q \cap A^{\circ}\right)$.

Proof. Put $\varepsilon=\varepsilon(M)$, which is equal to $-\mu$ by (2.10). By the $\varepsilon$-optimality of $M$,

$$
\gamma_{p}(a) \equiv \gamma(a)+p\left(\partial^{+} a\right)-p\left(\partial^{-} a\right) \geq-\varepsilon \alpha(a) \quad(a \in \widetilde{A})
$$

holds for some $p$. Note that

$$
\begin{equation*}
\gamma_{p}(a)=-\varepsilon \alpha(a) \quad(a \in Q) \tag{2.17}
\end{equation*}
$$

Denote by $G_{\bar{M}}=(\bar{V}, \bar{A})$ the auxiliary graph for $\bar{M}$, with obvious additional notations $\bar{A}=A^{\circ} \cup \bar{M}^{\circ} \cup \bar{A}^{+} \cup \bar{A}^{-}, \bar{\gamma}$, and $\bar{\alpha}$. We will show

$$
\begin{equation*}
\bar{\gamma}_{p}(a) \equiv \bar{\gamma}(a)+p\left(\partial^{+} a\right)-p\left(\partial^{-} a\right) \geq-\varepsilon \bar{\alpha}(a) \quad(a \in \bar{A}) \tag{2.18}
\end{equation*}
$$

for the same $p$. This is obvious for $a \in \bar{M}^{\circ}-M^{\circ}$ since $\bar{\alpha}(a)=0$ and its reorientation $\bar{a} \in Q \cap A^{\circ}$ satisfies $\gamma_{p}(\bar{a})=0$.

In what follows we show (2.18) for $a \in \bar{A}^{+}$; the proof for the remaining case with $a \in \bar{A}^{-}$is similar. We abbreviate $\omega^{+}, V^{+}, B^{+}$, and $\bar{B}^{+}$to $\omega, V, B$, and $\bar{B}$, respectively. Then (2.18) for $a \in \bar{A}^{+}$can be written as

$$
\begin{equation*}
\omega(\bar{B}, u, v) \leq p(u)-p(v) \quad(u \in \bar{B}, v \in V-\bar{B}) \tag{2.19}
\end{equation*}
$$

since $\omega(\bar{B}, u, v)=-\infty$ if $(u, v) \notin \bar{A}^{+}$.
Recalling the definition

$$
\gamma(a)=-\omega(B, u, v) \quad\left(a=(u, v) \in A^{+}\right)
$$

and noting $\alpha(a)=0\left(a \in A^{+}\right)$, we see from (2.5) that

$$
\begin{equation*}
\omega(B, u, v) \leq p(u)-p(v) \quad(u \in B, v \in V-B) \tag{2.20}
\end{equation*}
$$

(Note that $(u, v) \notin A^{+}$implies $\omega(B, u, v)=-\infty$.) Equation (2.17) shows that this is satisfied with equality for $(u, v) \in Q \cap A^{+}$. Hence

$$
\begin{equation*}
\widehat{\omega}(B, \bar{B})=\sum_{u \in B-\bar{B}} p(u)-\sum_{v \in \bar{B}-B} p(v) . \tag{2.21}
\end{equation*}
$$

For $u \in \bar{B}$ and $v \in V-\bar{B}$ put $B^{\prime}=\bar{B}-u+v$. It follows from Lemma 1.1 (upper-bound lemma), Lemma 1.2 (unique-max lemma), (2.20), and (2.21) that

$$
\begin{aligned}
\omega(\bar{B}, u, v) & =\omega\left(B^{\prime}\right)-\omega(\bar{B}) \\
& \leq \widehat{\omega}\left(B, B^{\prime}\right)-\widehat{\omega}(B, \bar{B}) \\
& \leq\left[\sum_{u^{\prime} \in B-B^{\prime}} p\left(u^{\prime}\right)-\sum_{v^{\prime} \in B^{\prime}-B} p\left(v^{\prime}\right)\right]-\left[\sum_{u^{\prime} \in B-\bar{B}} p\left(u^{\prime}\right)-\sum_{v^{\prime} \in \bar{B}-B} p\left(v^{\prime}\right)\right] \\
& =p(u)-p(v)
\end{aligned}
$$

Thus (2.19) is established. It may be remarked that the essence of (2.19) lies in Lemma 3.9 of part I.

Combining Lemmas 2.4 and 2.7 we see that condition (2.7) is preserved in updating an independent matching in step (iii) of the minimum-ratio cycle algorithm. That is, we have the following.

Lemma 2.8. Assuming (2.7) and (2.8), let $Q$ be an admissible minimum-ratio cycle. Then the condition (2.7) is satisfied by $\bar{M}$.

We have justified all the claims about the cycle-canceling algorithm with minimumratio cycle selection.

Remark 2.2. The validity of the variants using the minimum-mean cycle can be shown similarly. To be specific, we have the following.

Lemma 2.9. Let $Q$ be a minimum-mean cycle selected by rule ( $N$ ) or ( $L$ ). Then $Q$ is admissible and $\bar{M}$ is an independent assignment with $\Omega(\bar{M})=\Omega(M)-\gamma_{M}(Q)$.

Proof. Put $\alpha \equiv 1$ in the proof of Lemma 2.5. This shows that if $Q$ were not admissible, each induced cycle $Q_{k}$ would be a minimum-mean cycle. Case ( N ): We have $\left|Q_{k}\right|<|Q|$, which is a contradiction. Case ( L ): The choice of $Q$ implies that $\pi\left(v_{i_{k}}\right)<\pi\left(v_{i_{k+1}}\right)$ for $k=1, \ldots, q$, which is a contradiction since $i_{q+1}=i_{1}$. The proof of the second half is the same as the proof of Lemma 2.6.

It should be emphasized, however, that no polynomial bound on the number of iterations can be deduced from the above lemma.

## 3. Augmenting algorithm.

3.1. Algorithms. Our augmenting algorithm solves $\operatorname{VIAP}(k)$ for $k=0,1,2, \ldots$ with the aid of the auxiliary graph $\widetilde{G}_{\left(M, B^{+}, B^{-}\right)}=(\widetilde{V}, \widetilde{A})$ introduced in $\S 5$ of part I. The vertex set $\tilde{V}$ is given by

$$
\tilde{V}=V^{+} \cup V^{-} \cup\left\{s^{+}, s^{-}\right\}
$$

where $s^{+}$and $s^{-}$are new vertices referred to as the source vertex and the sink vertex, respectively. The arc set $\widetilde{A}$ consists of eight disjoint parts:

$$
\widetilde{A}=\left(A^{\circ} \cup M^{\circ}\right) \cup\left(A^{+} \cup F^{+} \cup S^{+}\right) \cup\left(A^{-} \cup F^{-} \cup S^{-}\right)
$$

where

$$
\begin{aligned}
A^{\circ} & =\{a \mid a \in A\} \quad(\text { copy of } A), \\
M^{\circ} & =\{\bar{a} \mid a \in M\} \quad(\bar{a}: \text { reorientation of } a), \\
A^{+} & =\left\{(u, v) \mid u \in B^{+}, v \in V^{+}-B^{+}, u \in C^{+}\left(B^{+}, v\right)\right\}, \\
F^{+} & =\left\{\left(u, s^{+}\right) \mid u \in V^{+}\right\} \\
S^{+} & =\left\{\left(s^{+}, v\right) \mid v \in B^{+}-\partial^{+} M\right\}, \\
A^{-} & =\left\{(v, u) \mid u \in B^{-}, v \in V^{-}-B^{-}, u \in C^{-}\left(B^{-}, v\right)\right\}, \\
F^{-} & =\left\{\left(s^{-}, u\right) \mid u \in V^{-}\right\}, \\
S^{-} & =\left\{\left(v, s^{-}\right) \mid v \in B^{-}-\partial^{-} M\right\} .
\end{aligned}
$$

The arc length $\gamma(a)=\gamma_{\left(M, B^{+}, B^{-}\right)}(a)(a \in \widetilde{A})$ is defined by

$$
\gamma(a)= \begin{cases}-w(a) & \left(a \in A^{\circ}\right),  \tag{3.1}\\ w(\bar{a}) & \left(a=(u, v) \in M^{\circ}, \bar{a}=(v, u) \in M\right), \\ -\omega^{+}\left(B^{+}, u, v\right) & \left(a=(u, v) \in A^{+}\right), \\ -\omega^{-}\left(B^{-}, u, v\right) & \left(a=(v, u) \in A^{-}\right), \\ 0 & \left(a \in F^{+} \cup S^{+} \cup F^{-} \cup S^{-}\right) .\end{cases}
$$

Lemma 3.1. Let $\left(M, B^{+}, B^{-}\right)$be a feasible solution of $\operatorname{VIAP}(k)$. Problem $\operatorname{VIAP}(k+1)$ has a feasible solution if and only if there exists a directed path in $\widetilde{G}_{\left(M, B^{+}, B^{-}\right)}$from $s^{+}$to $s^{-}$.

Proof. First note that the graph $\widetilde{G}_{\left(M, B^{+}, B^{-}\right)}$does not depend on $w$ nor on $\omega^{ \pm}$, except for the arc length. Then the claim follows from a standard result for the independent matching problem (e.g., [1], [12, Thm. 4.7]).

Suppose that $\left(M, B^{+}, B^{-}\right)$is optimal for $\operatorname{VIAP}(k)$ and that $\operatorname{VIAP}(k+1)$ is feasible. It follows from Lemma 3.1 that there is a (directed) path in $\widetilde{G}_{\left(M, B^{+}, B^{-}\right)}$from the source $s^{+}$to the sink $s^{-}$and from Theorem 5.2 of part I that there is a shortest path from $s^{+}$to $s^{-}$with respect to $\gamma$. Let $P$ be (the set of arcs on) a shortest path from $s^{+}$to $s^{-}$having the smallest number of arcs. Then the following theorem holds true; the proof is given later.

Theorem 3.2. Let $\left(M, B^{+}, B^{-}\right)$be optimal for $\operatorname{VIAP}(k)$ and $P$ be a shortest path, from the source $s^{+}$to the sink $s^{-}$in $\widetilde{G}_{\left(M, B^{+}, B^{-}\right)}$, having the smallest number of arcs. Then ( $\bar{M}, \bar{B}^{+}, \bar{B}^{-}$) defined by

$$
\begin{align*}
\bar{M} & =M-\left\{a \in M \mid \bar{a} \in P \cap M^{\circ}\right\}+\left(P \cap A^{\circ}\right)  \tag{3.2}\\
\bar{B}^{+} & =B^{+}-\left\{\partial^{+} a \mid a \in P \cap A^{+}\right\}+\left\{\partial^{-} a \mid a \in P \cap A^{+}\right\}  \tag{3.3}\\
\bar{B}^{-} & =B^{-}-\left\{\partial^{-} a \mid a \in P \cap A^{-}\right\}+\left\{\partial^{+} a \mid a \in P \cap A^{-}\right\} \tag{3.4}
\end{align*}
$$

is optimal for $\operatorname{VIAP}(k+1)$.
With this theorem, we obtain the following algorithm of augmenting type that solves $\operatorname{VIAP}(k)$ for $k=0,1,2, \ldots$. At the beginning of the algorithm we set $M=\emptyset$
and find a maximum-weight base $B^{+}$of $\mathbf{M}^{+}$with respect to $\omega^{+}$and a maximumweight base $B^{-}$of $\mathbf{M}^{-}$with respect to $\omega^{-}$. Obviously this choice gives the optimal solution to $\operatorname{VIAP}(0)$.

Augmenting algorithm (outline). Starting from the empty matching $M$ and maximum-weight bases $B^{+}$and $B^{-}$of $\mathbf{M}^{+}$and $\mathbf{M}^{-}$, respectively, repeat (i)-(ii) below for $k=0,1,2, \ldots$ :
(i) Find a shortest path $P$ having the smallest number of arcs (from $s^{+}$to $s^{-}$in $\widetilde{G}_{\left(M, B^{+}, B^{-}\right)}$with respect to the arc length $\left.\gamma_{\left(M, B^{+}, B^{-}\right)}\right)$.
[Stop if there is no path from $s^{+}$to $s^{-}$.]
(ii) Update $\left(M, B^{+}, B^{-}\right)$to ( $\bar{M}, \bar{B}^{+}, \bar{B}^{-}$) by (3.2), (3.3), (3.4).

Note that the graph $\widetilde{G}_{\left(M, B^{+}, B^{-}\right)}$can be constructed in a similar manner as the graph $\widetilde{G}_{M}$ for the cycle-canceling algorithm.

Just like the primal-dual algorithm for the ordinary minimum-cost flow problem and the independent assignment problem, the algorithm outlined above can be made more efficient by the explicit use of a potential function $p: \widetilde{V} \rightarrow R$, the use of which has been invented independently by Tomizawa [26] and by Edmonds and Karp [6].

Suppose again that $\left(M, B^{+}, B^{-}\right)$is optimal for $\operatorname{VIAP}(k)$. By Theorem 5.2 of part I there is a potential $p: \widetilde{V} \rightarrow R$ such that

$$
\begin{equation*}
\gamma_{p}(a) \equiv \gamma(a)+p\left(\partial^{+} a\right)-p\left(\partial^{-} a\right) \geq 0 \quad(a \in \widetilde{A}) \tag{3.5}
\end{equation*}
$$

This condition is equivalent to the following set of conditions appearing in Theorem 5.1 of part I:

$$
\begin{align*}
& w(a)-p\left(\partial^{+} a\right)+p\left(\partial^{-} a\right) \begin{cases}\leq 0 & (a \in A), \\
=0 & (a \in M),\end{cases}  \tag{3.6}\\
& B^{+} \text {is a maximum-weight base of } \mathbf{M}^{+} \text {with respect to } \omega^{+}\left[p^{+}\right],  \tag{3.7}\\
& B^{-} \text {is a maximum-weight base of } \mathbf{M}^{-} \text {with respect to } \omega^{-}\left[-p^{-}\right],  \tag{3.8}\\
& p(u) \geq p(v) \quad\left(u \in V^{+}, v \in B^{+}-\partial^{+} M\right),  \tag{3.9}\\
& p(u) \leq p(v) \quad\left(u \in V^{-}, v \in B^{-}-\partial^{-} M\right), \tag{3.10}
\end{align*}
$$

where it should be recalled from part I that $p^{ \pm}$denotes the restriction of $p$ to $V^{ \pm}$and that

$$
\begin{array}{rlrl}
\omega^{+}\left[p^{+}\right](B) & =\omega^{+}(B)+\sum_{v \in B} p^{+}(v) & =\omega^{+}(B)+\sum_{v \in B} p(v) & \\
\left(B \in \mathcal{B}^{+}\right) \\
\omega^{-}\left[-p^{-}\right](B) & =\omega^{-}(B)-\sum_{v \in B} p^{-}(v) & =\omega^{-}(B)-\sum_{v \in B} p(v) & \left(B \in \mathcal{B}^{-}\right)
\end{array}
$$

are called the similarity transformations of $\omega^{ \pm}$.
In the following algorithm we maintain a potential function $p$ in addition to ( $M, B^{+}, B^{-}$), and a shortest path is sought with respect to the modified arc length $\gamma_{p}$, which is nonnegative by virtue of (3.5). At the beginning of the algorithm the potential $p$ is chosen as

$$
p(v)= \begin{cases}0 & \left(v \in V^{+}+s^{+}\right),  \tag{3.11}\\ -\max _{a \in A} w(a) & \left(v \in V^{-}+s^{-}\right),\end{cases}
$$

which is easily seen to be legitimate. In the general steps $p$ is updated to

$$
\begin{equation*}
\bar{p}(v)=p(v)+\Delta p(v) \quad(v \in \widetilde{V}) \tag{3.12}
\end{equation*}
$$

based on the length $\Delta p(v)$ of the shortest path from the source $s^{+}$to $v$ with respect to the modified arc length $\gamma_{p}$.

## Augmenting algorithm (with potential).

(Step 0)
(i) Set $M=\emptyset$.
(ii) Define $p$ by (3.11).
(iii) Find maximum-weight bases $B^{+}$and $B^{-}$of $\mathbf{M}^{+}$and $\mathbf{M}^{-}$, respectively.
(Step 1) Repeat (i)-(iii) below for $k=0,1,2, \ldots$ :
(i) Find a shortest path $P$ having the smallest number of arcs (from $s^{+}$to $s^{-}$in $\widetilde{G}_{\left(M, B^{+}, B^{-}\right)}$with respect to the modified arc length $\gamma_{p}$ ).
[Stop if there is no path from $s^{+}$to $s^{-}$.]
(ii) For each $v \in \widetilde{V}$ compute the length $\Delta p(v)$ of the shortest path from $s^{+}$to $v$ in $\widetilde{G}_{\left(M, B^{+}, B^{-}\right)}$with respect to the modified arc length $\gamma_{p}$; update $p$ to $\bar{p}$ by (3.12).
(iii) Update $\left(M, B^{+}, B^{-}\right)$to $\left(\bar{M}, \bar{B}^{+}, \bar{B}^{-}\right)$by (3.2), (3.3), (3.4).

Remark 3.1. In the description of the algorithm above, we have assumed that $\Delta p(v)$ takes a finite value for all $v$ in order to focus on the main ideas, which is common in the literature on matroid intersection algorithms. In actual implementations, however, this issue should be taken care of in an appropriate manner.
3.2. Validity of the augmenting algorithm. We show that $\left(\bar{M}, \bar{B}^{+}, \bar{B}^{-}, \bar{p}\right)$ satisfies conditions (3.6)-(3.10). It then follows from Theorem 5.1 of part I that $\left(\bar{M}, \bar{B}^{+}, \bar{B}^{-}\right)$is optimal for VIAP $(k+1)$. Theorem 3.2 also follows from this.

First note that $\bar{M}$ is a matching of size $k+1$ and that

$$
\begin{align*}
\gamma_{\bar{p}}(a) & \equiv \gamma(a)+\bar{p}\left(\partial^{+} a\right)-\bar{p}\left(\partial^{-} a\right)  \tag{3.13}\\
& =\gamma_{p}(a)+\Delta p\left(\partial^{+} a\right)-\Delta p\left(\partial^{-} a\right) \geq 0 \quad(a \in \widetilde{A})
\end{align*}
$$

by the definition of $\Delta p$.
Lemma 3.3.

$$
w(a)-\bar{p}\left(\partial^{+} a\right)+\bar{p}\left(\partial^{-} a\right) \begin{cases}\leq 0 & (a \in A) \\ =0 & (a \in \bar{M})\end{cases}
$$

Proof. The first part follows from (3.13) for $a \in A^{\circ}$, while the second is due to

$$
\gamma_{p}(a)+\Delta p\left(\partial^{+} a\right)-\Delta p\left(\partial^{-} a\right)=\gamma(a)+\bar{p}\left(\partial^{+} a\right)-\bar{p}\left(\partial^{-} a\right)=0 \quad(a \in M \cup P)
$$

Lemma 3.4.

$$
\bar{p}(u) \geq \bar{p}(v) \quad\left(u \in V^{+}, v \in \bar{B}^{+}-\partial^{+} \bar{M}\right), \quad \bar{p}(u) \leq \bar{p}(v) \quad\left(u \in V^{-}, v \in \bar{B}^{-}-\partial^{-} \bar{M}\right)
$$

Proof. The inequality (3.13) for $a=\left(u, s^{+}\right),\left(v, s^{+}\right),\left(s^{+}, v\right)$ implies $\bar{p}(u)-\bar{p}\left(s^{+}\right) \geq$ 0 and $\bar{p}(v)-\bar{p}\left(s^{+}\right)=0$. The proof for the second claim is similar.

Let

$$
\begin{aligned}
& \left\{\left(u_{i}^{+}, v_{i}^{+}\right) \mid i=1, \ldots, l^{+}\right\}=P \cap A^{+} \\
& \left\{\left(v_{i}^{-}, u_{i}^{-}\right) \mid i=1, \ldots, l^{-}\right\}=P \cap A^{-}
\end{aligned}
$$

where $l^{+}=\left|P \cap A^{+}\right|, l^{-}=\left|P \cap A^{-}\right|$, and the indices are chosen so that

$$
u_{1}^{+}, v_{1}^{+}, u_{2}^{+}, v_{2}^{+}, \ldots, u_{l^{+}}^{+}, v_{l^{+}}^{+}
$$

represents the order in which they appear on $P$ and similarly for

$$
v_{l^{-}}^{-}, u_{l^{-}}^{-}, \ldots, v_{2}^{-}, u_{2}^{-}, v_{1}^{-}, u_{1}^{-} .
$$

We see

$$
\begin{aligned}
& \bar{B}^{+}=B^{+}-\left\{u_{1}^{+}, \ldots, u_{l^{+}}^{+}\right\}+\left\{v_{1}^{+}, \ldots, v_{l^{+}}^{+}\right\} \supseteq \partial^{+} \bar{M} \\
& \bar{B}^{-}=B^{-}-\left\{u_{1}^{-}, \ldots, u_{l^{-}}^{-}\right\}+\left\{v_{1}^{-}, \ldots, v_{l^{-}}^{-}\right\} \supseteq \partial^{-} \bar{M} .
\end{aligned}
$$

LEMMA 3.5. (1) $\left(B^{+}, \bar{B}^{+}\right)$and $\left(B^{-}, \bar{B}^{-}\right)$satisfy the unique-max condition in $\mathbf{M}^{+}$and $\mathbf{M}^{-}$, respectively.
(2)

$$
\begin{aligned}
& \widehat{\omega}\left(B^{+}, \bar{B}^{+}\right)=\sum_{i=1}^{l^{+}}\left(\bar{p}\left(u_{i}^{+}\right)-\bar{p}\left(v_{i}^{+}\right)\right), \\
& \widehat{\omega}\left(B^{-}, \bar{B}^{-}\right)=-\sum_{i=1}^{l^{-}}\left(\bar{p}\left(u_{i}^{-}\right)-\bar{p}\left(v_{i}^{-}\right)\right) .
\end{aligned}
$$

Proof We prove the case " + " only and omit the superscript " + ."
(1) By (3.13) for $a \in A^{+}$, we have

$$
\omega\left(B, u_{i}, v_{j}\right) \leq \bar{p}\left(u_{i}\right)-\bar{p}\left(v_{j}\right) \quad(1 \leq i, j \leq l)
$$

Here we have an equality if $i=j$ and a strict inequality if $i<j$ by the definitions of $\bar{p}$ and $P$. Then the unique-max property follows from Lemma 3.5 of part I.
(2) We see from the above that $\bar{p}$ is the optimal dual variable in the sense of matching theory [20], and hence

$$
\widehat{\omega}(B, \bar{B})=\sum_{i=1}^{l}\left(\bar{p}\left(u_{i}\right)-\bar{p}\left(v_{i}\right)\right) .
$$

Lemma 3.6.

$$
\begin{aligned}
\omega^{+}\left[\bar{p}^{+}\right]\left(\bar{B}^{+}\right) & \geq \omega^{+}\left[\bar{p}^{+}\right]\left(B_{1}^{+}\right) & \left(B_{1}^{+} \in \mathcal{B}^{+}\right), \\
\omega^{-}\left[-\bar{p}^{-}\right]\left(\bar{B}^{-}\right) & \geq \omega^{-}\left[-\bar{p}^{-}\right]\left(B_{1}^{-}\right) & \left(B_{1}^{-} \in \mathcal{B}^{-}\right) .
\end{aligned}
$$

Proof. Again we prove the case " + " only. By Lemma 3.1 of part I it suffices to show

$$
\omega[\bar{p}](\bar{B}-u+v) \leq \omega[\bar{p}](\bar{B}) \quad(u \in \bar{B}, v \in V-\bar{B})
$$

Note first that

$$
\begin{equation*}
\omega[\bar{p}](\bar{B}-u+v)-\omega[\bar{p}](\bar{B})=\omega(\bar{B}-u+v)-\omega(\bar{B})-\bar{p}(u)+\bar{p}(v) . \tag{3.14}
\end{equation*}
$$

Here we have

$$
\omega(\bar{B}-u+v)-\omega(B) \leq \widehat{\omega}(B, \bar{B}-u+v) \leq \sum_{u^{\prime} \in B} \bar{p}\left(u^{\prime}\right)-\sum_{v^{\prime} \in \bar{B}-u+v} \bar{p}\left(v^{\prime}\right)
$$

by the upper-bound lemma (Lemma 1.1) and (3.13) for $a \in A^{+}$, and

$$
\omega(\bar{B})-\omega(B)=\widehat{\omega}(B, \bar{B})=\sum_{i=1}^{l}\left(\bar{p}\left(u_{i}\right)-\bar{p}\left(v_{i}\right)\right)
$$

by Lemma 3.5 and the unique-max lemma (Lemma 1.2). Therefore the RHS of (3.14) is bounded by

$$
\sum_{u^{\prime} \in B} \bar{p}\left(u^{\prime}\right)-\sum_{v^{\prime} \in \bar{B}-u+v} \bar{p}\left(v^{\prime}\right)-\sum_{i=1}^{l}\left(\bar{p}\left(u_{i}\right)-\bar{p}\left(v_{i}\right)\right)-\bar{p}(u)+\bar{p}(v)=0
$$

Thus we have shown (3.6) in Lemma 3.3, (3.7) and (3.8) in Lemma 3.6, and (3.9) and (3.10) in Lemma 3.4. This completes the proof of Theorem 3.2.
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#### Abstract

We consider different plane embeddings of partial 2-trees and give an efficient algorithm constructing a minimum cardinality cover of faces, where each face is covered by exactly one vertex. These tasks are facilitated by a unique tree representation of plane embeddings of 2 -trees.
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## 1. Introduction.

1.1. Motivation. Partial 2-trees constitute a nontrivial class of planar graphs that includes outerplanar graphs and series-parallel graphs. They admit efficient algorithms solving many inherently hard problems on general graphs $[8,1]$. This property of algorithmic tractability follows from the tree-like structure of partial 2 trees and 2 -trees, which are graphs imbedding partial 2-trees [12]. We propose a tree representation of 2 -trees that is very useful in algorithmic treatment of these graphs.

The central algorithmic problem considered here is connected with plane embeddings of 2 -trees and partial 2 -trees. The union of minimal separators of any 2 -tree has a very distinct structure which implies a one-to-one correspondence between certain subgraphs of partial 2 -trees (outerplanar subgraphs pivotal for plane embedding) and the corresponding subgraphs of the imbedding 2 -trees. This intermediate result complements the study of interior graphs of maximal outerplanar graphs in [4]. It also leads in a fairly straightforward manner to a formula counting the number of plane embeddings of biconnected 2-trees. (This problem for general planar graphs has been considered by MacLane [5].)

We investigate the existence of restricted covers of faces of a plane graph by vertices. This notion has been introduced in [9] and investigated in [10]. In the case of maximal outerplanar graphs, a tree representation of a plane embedding was used both to count the number of different embeddings (see [11]) and to construct an embedding admitting a perfect face independent vertex cover of all graph faces, FIVC. The proposed tree representation of 2 -trees is crucial for constructing a perfect FIVC for 2-trees and partial 2 -trees.
1.2. Definitions. We will deal with simple, loopless combinatorial graphs. An edge is incident with its end vertices, which are mutually adjacent. A simple path between two vertices $u$ and $v$ is a sequence of edges such that each of their end vertices (other than $u$ or $v$ ) is incident with exactly two neighboring edges. If $u=v$, we have a simple cycle. A graph is connected if there is a path between any two of

[^46]its vertices. In a connected graph, a subset $S$ of vertices is a separator if its removal disconnects the graph. A tree is a connected acyclic graph. A graph $G$ is outerplanar if there is an embedding of $G$ in the plane such that all vertices lie on the boundary of the infinite region of the plane (the outer face). Thus, an outerplanar graph has no subgraph homeomorphic to (a subdivision of) the complete bipartite graph $K_{2,3}$. The set of boundary cycles consists of the boundaries of the faces, regions of the plane in a plane embedding. We identify a plane embedding of a graph with the set of its boundary cycles. A subgraph of $G$ induced by a subset $S$ of the vertices of $G$ consists of $S$ and all edges of $G$ with both end vertices in $S$.

A 2 -tree is either the complete graph on 3 vertices (the triangle $K_{3}$ ) or a graph with $n>3$ vertices obtained from a 2 -tree $G$ on $n-1$ vertices by adding a new vertex adjacent exactly to both end vertices of an edge of $G$. (An alternative definition involves construction of a 2-tree as the union of two smaller 2-trees that have an edge in common.) Every minimal separator of a 2-tree consists of the end vertices of an edge [7].

A partial 2 -tree is a subgraph of a 2 -tree (it can be imbedded in a 2 -tree) with the same set of vertices. The class of partial 2 -trees is identical with a slight generalization of series-parallel graphs, which are graphs with treewidth at most 2 . It is well known that a graph is a partial 2-tree if and only if it contains no homeomorph of $K_{4}$. For emphasis, we will call 2 -trees full. Also, we will distinguish between an embedding of a planar graph in the plane and an imbedding of a partial 2 -tree in a full 2 -tree.

We will use the following classification of edges in a full or partial 2-tree $H$. An edge $e=(a, b)$ is called exterior if $\{a, b\}$ is not a separator of $H$; otherwise, it is called interior. An edge $e=(a, b)$ is called strongly interior if the graph $H-\{a, b\}$ has more than two connected components and weakly interior otherwise. A strongly interior edge $e=(a, b)$ is terminal if and only if at most one of the graphs $G_{i}=H-\bigoplus_{j \neq i} C_{j}$ is not outerplanar. (Here, $C_{i}$ 's are the connected components of $H-\{a, b\}$, and $\oplus$ denotes the disjoint union of graphs.)

Lemma 1.1. Every nonouterplanar 2-tree $H$ has a terminal strongly interior edge.

Proof. If a 2-tree $H$ is not outerplanar, it has a strongly interior edge since it contains a homeomorph of $K_{2,3}$. Assume that there is no such terminal edge. Then, there is a strongly interior edge $e$ that separates $H$ into at least two nonouterplanar components: $C$, which has the maximum size over all strongly interior edges and the corresponding components, and $D$. The latter has a strongly interior edge $f$ separating $H$ into connected components, one of which is nonouterplanar and properly includes $C$, thus contradicting the definition of $C$ as maximum size. (This argument should give an intuition about the name of the terminal strongly interior edge.) $\quad \square$

Outerplanar 2-trees are known as maximal outerplanar graphs (mops), which are also identical with all triangulations of polygons.

## 2. Structure of 2 -trees and their separators.

2.1. Interior graphs of 2-trees. Hedetniemi, Proskurowski, and Sysło [4] define the interior graph of a mop as the union of its interior edges (see also [6]). They completely characterize the interior graphs of mops and show that such a graph is a union of mops and attached to them caterpillars. We obtain a similar result for partial 2-trees.

Lemma 2.1. Any tree is the interior graph of some 2-tree.
Proof. (This is proved by induction on the number of vertices.) By inspection, the lemma is true for $n=2$ and $n=3$ vertices. For $n \geq 3$, consider a tree $T$ with
$n+1$ vertices. Unless $T=K_{1, n}$ (a star) we can split $T$ into smaller trees $T_{1}$ and $T_{2}$ by removing an edge $e$ so that $\left|T_{i}\right|+1 \leq n(i=1,2)$. By the inductive hypothesis, each of the trees $T_{i}$ augmented by $e$ is the interior graph of a 2 -tree $G_{i}(i=1,2)$. A 2-tree $G$ obtained from $G_{1}$ and $G_{2}$ by identifying the copies of $e$ in each of them has $T$ as its interior graph. As for the remaining case, $K_{1, n}$ is the interior graph of the 2 -tree with a universal vertex and $n$ remaining vertices inducing a path (a wheel without one external edge). $\quad \square$

Theorem 2.2. A connected partial 2 -tree $H$ is the interior graph of some 2-tree if and only if it has no induced cycles of length greater than 3.

Proof. Sufficiency: any such $H$ has biconnected components, $H_{i}$, that are either edges or 2-trees. A 2 -tree component $H_{i}$ is the interior graph of a 2 -tree $G_{i}$ obtained from $H_{i}$ by adding a triangle (a vertex adjacent to both end vertices of an edge) to each exterior edge. An edge component $H_{i}$ is the interior graph of a 2-tree $G_{i}$ obtained by adding two triangles to $H_{i}$. Consider the union of such graphs $G_{i}$ (identifying the corresponding copies of articulation vertices of $H$ ). For each articulation point $v$ of $G$, choose from each connected component of $G-v$ an edge $e$ of $H$ incident to $v$ and connect the other end vertices of these edges by a path. This results in a 2 -tree that has $H$ as its interior graph.

Necessity: let a partial 2-tree $H$ be the interior graph of a 2 -tree $G$. As a chordal graph, $G$ has no induced chordless cycles other than triangles. Removing all vertices of degree 2 from $G$ does not introduce any induced cycles. Since those vertices are incident to all exterior edges of $G$, their removal results in the interior graph, $H$, also without induced cycles of length greater than 3 .

The necessity result of [4] that the interior graph of a mop is a union of mops and caterpillars is an immediate corollary of Theorem 2.2 (since caterpillars are the only acyclic interior graphs of mops). However, the outerplanarity constitutes a nontrivial hindrance for the sufficiency of this condition.
2.2. Tree representation of 2 -trees. We will represent a plane embedding of a 2 -tree by a rooted, ordered tree with sibling nodes (children of the same parent) partitioned into two sets. To reach this goal, we first define a unique associated graph $D(G)$ of a given 2-tree $G . D(G)$ is the intersection graph of triangles of $G$ over the set of edges. Thus, the vertices (called nodes) of $D(G)$ correspond to triangles of $G$, and edges of $D(G)$ correspond to edges of $G$ that are in at least two triangles (an example can be found in Fig. 1b).

It can easily be verified that each node $v$ of $D(G)$ is in at most three maximal cliques. Furthermore, there is at least one node in $D(G)$ that belongs to exactly one maximal clique. We will call such a node (and the corresponding triangle of $G$ ) pendant.

We will now give an algorithm constructing a graph that represents a plane embedding $G_{p}$ of $G$ ( $G_{p}$ is assumed to be specified by the set of boundary cycles). Let $r$ be a pendant node in $D(G)$. Let $T_{r}$ denote the directed tree rooted at $r$ and obtained by the breadth-first traversal of $D(G)$ (Fig. 3b). Consider a node $v \in T_{r}$. Let $T_{v}$ denote the maximal subtree of $T_{r}$ rooted at $v$. Each node in $T_{v}$ corresponds to a triangle in $G$. Let $G(v)$ denote a subgraph of $G$ consisting of vertices and edges in the triangles corresponding to nodes in $T_{v}$. Let us define the natural relation of inclusion between triangles of a plane embedding: a triangle $u$ is included in a triangle $v$ if at least one of $u$ 's vertices is strictly inside the region bordered by $v$. We partition the children of $v$ into the following three subsets:

- In $(v):$ nodes with the corresponding triangles included in $v$,


FIG. 1. $G$ and its associated graph $D(G)$.

- Out $(v)$ : nodes with the corresponding triangles not related to $v$,
- $\operatorname{Cov}(v)$ : nodes with the corresponding triangles including $v$.

These nodes belong to at most two maximal cliques of $D(G)$ that also contain $v$. If $v=r$, then these nodes belong to just one clique. Further partition the nodes in $\operatorname{In}(v)$ into $I n_{1}(v)$ and $I n_{2}(v)$ depending on to which of the two maximal cliques they belong. Let $\operatorname{Out}_{1}(v)$ and $\mathrm{Out}_{2}(v)$ (respectively, $\operatorname{Cov}_{1}(v)$ and $\operatorname{Cov}_{2}(v)$ ) be a similar partition of $\operatorname{Out}(v)$ (respectively, $\operatorname{Cov}(v)$ ). Order the nodes in each of the sets $I n_{1}(v), \mathrm{Out}_{1}(v), \operatorname{Cov}_{1}(v), \mathrm{In}_{2}(v), \mathrm{Out}_{2}(v), \mathrm{Cov}_{2}(v)$ according to the relationship of the inclusion in the plane between the corresponding triangles of $G$ (the triangle that includes all the others first). From now on we will treat these sets as ordered lists and || will denote their concatenation; the equality will take under consideration the order of elements.

Note that either $\operatorname{Cov}_{1}(v)=\emptyset$ or $\operatorname{Cov}_{2}(v)=\emptyset$ due to the fact that $G_{p}$ is planar. In fact, the planarity of $G_{p}$ forces the set of nodes $U=\{u \in D(G) \mid \operatorname{Cov}(u) \neq \emptyset\}$ to be on a single directed path in $T_{r}$. Let $v$ be a node of $D(G)$ with $\operatorname{Cov}(v) \neq \emptyset$ that is farthest away from the root $r$. Assume that $\operatorname{Cov}_{1}(v)=\emptyset$ and $\operatorname{Cov}_{2}(v) \neq \emptyset$ and let $z_{1}$ denote the first node in $\mathrm{Cov}_{2}(v)$ (Fig. 2a). Consider the plane embedding (Fig. 2b) where

- the triangle $z_{1}$ is drawn outside of $v$ (i.e., $z_{1}$ is removed from $\operatorname{Cov}_{2}(v)$ and added in front of $\mathrm{Out}_{2}(v)$ ),
- triangles corresponding to nodes in $O u t_{1}\left(z_{1}\right)$ and $O u t_{2}\left(z_{1}\right)$ are drawn inside $z_{1}$ in the same order (i.e., $O u t_{1}\left(z_{1}\right)$ and $O u t_{2}\left(z_{1}\right)$ become $I n_{1}\left(z_{1}\right)$ and $I n_{2}\left(z_{1}\right)$, respectively),
- triangles corresponding to nodes in $I n_{1}\left(z_{1}\right)$ and $I n_{2}\left(z_{1}\right)$ are drawn outside $z_{1}$ in the same order (i.e., $I n_{1}\left(z_{1}\right)$ and $I n_{2}\left(z_{1}\right)$ become $O u t_{1}\left(z_{1}\right)$ and $O u t_{2}\left(z_{1}\right)$,


Fig. 2. Identical plane embeddings.
respectively).
Although the two drawings are different, they represent the same plane embedding. Since the above transformation can be applied repeatedly, we shall henceforth assume that $U=\emptyset$ (or, equivalently, $\operatorname{Cov}_{1}(v)=\emptyset$ and $\operatorname{Cov}_{2}(v)=\emptyset$ for all $v \in T_{r}$ ).

The tree $T_{r}$ together with the ordered partitions $\mathrm{In}_{1}(v), \mathrm{Out}_{1}(v), \mathrm{In}_{2}(v), \mathrm{Out}_{2}(v)$ for every node $v$ in $T_{r}$ other than $r$ will be called an in-graph of $T_{r}$ rooted at $r$ (Fig. 3c). It will be denoted by $\vec{T}_{r}$. The root $r$ will have all children in one partition In $(r)$, Out $(r)$.

Lemma 2.3. Every plane embedding $G_{p}$ of a full 2 -tree $G$ can be represented by an in-graph $\vec{T}_{r}$, where $r$ is a pendant node in $D(G)$.

Proof. The proof follows immediately from the above discussion.
When drawing in-graphs as in Fig. 3c, we will use open (respectively, bold) circles to indicate nodes of Out-subsets (respectively, In-subsets). The order in the subsets will be indicated by directed dashed paths.

Lemma 2.4. Every in-graph $\vec{T}_{r}$ of $G$ defines a unique plane embedding $G_{p}$ of $G$.

Proof. The embedding associated with $\vec{T}_{r}$ is obtained in the following manner (Fig. 4):


Fig. 3. $D(G)$, its breadth-first tree $T_{r}$, and an in-graph $\vec{T}_{r}$.


Fig. 4. $\vec{T}_{r}$ and the corresponding embedding $G_{p}$.

- Draw the triangle $r$.
- Traverse the nodes of $\vec{T}_{r}$ in any parent-first order. When leaving a node $v$, draw in the nested fashion triangles corresponding to $I n_{1}(v)$ and $I n_{2}(v)$ (respectively, $O u t_{1}(v)$ and $O u t_{2}(v)$ ) inside (respectively, outside) the triangle $v$. The ordering of triangles is given by the directed paths (first node corresponding to the outermost triangle). It is always possible to place triangles without violating the planarity of the already embedded subgraph. Note that
triangles drawn when traversing $\operatorname{In}_{1}(v)$ and $I n_{2}(v)$ (and their successors) will all be inside $v$. The unique face inside $v$ that contains all three vertices on its boundary will be considered as the one corresponding to $v$.
Let $r$ be a pendant node of a pendant clique in $D(G)$. Let $\vec{T}_{r}$ be an in-graph rooted at $r$. Let us define a transformation of $G_{p}(v)$ called, informally, "turning inside-out" of $G_{p}$ at $v$ that swaps the In and Out subsets while preserving the order of their elements.

More formally, for a vertex $v$ of $T_{r}$,

- $I n_{1}^{\prime}(v)=O u t_{1}(v), I n_{2}^{\prime}(v)=O u t_{2}(v)$,
- $O u t_{1}^{\prime}(v)=I n_{1}(v), O u t_{2}^{\prime}(v)=I n_{2}(v)$.

For $v=r$, the subscripts are immaterial. Define the in-graph $\phi\left(\vec{T}_{r}\right)$ obtained from $\vec{T}_{r}$ by turning $G_{p}$ inside-out at $r$.

Lemma 2.5. Two distinct in-graphs, $\vec{T}_{r}$ and $\vec{T}^{\prime}{ }_{r}$, both rooted at the same pendant node $r$ in $D(G)$, represent the same plane embedding of $G$ if and only if $\phi\left(\vec{T}_{r}\right)=\overrightarrow{T^{\prime}}{ }_{r}$.

Proof. It can easily be verified that if $\phi\left(\vec{T}_{r}\right)=\vec{T}_{r}$, then the respective plane embeddings are identical.

Let $I n$ and $O u t$ be associated with $T_{r}$, and let $I n^{\prime}$ and $O u t^{\prime}$ be associated with $T^{\prime}{ }_{r}$. For the implication in the other direction, note that if $\operatorname{In}_{1}(v)=I n_{1}^{\prime}(v)$, $O u t_{1}(v)=O u t_{1}^{\prime}(v), I n_{2}(v)=I n_{2}^{\prime}(v), O u t_{2}(v)=O u t_{2}^{\prime}(v)$ for all nonroot nodes $v \in \vec{T}_{r}$; then there is nothing to prove. Therefore, let $v$ be a node of $\vec{T}_{r}$ with at least one of the equalities violated. Assume that $v$ is selected such that for all nodes on the path between $v$ and the root $r$, the above equalities are satisfied. Let $v=\left\{a_{v}, b_{v}, c_{v}\right\}$ be the triangle in $G$ corresponding to the node $v$. Assume without loss of generality (w.l.o.g.) that $I n_{1}(v) \neq \operatorname{In}_{1}^{\prime}(v)$ or $O u t_{1}(v) \neq O u t_{1}^{\prime}(v)$. Let $\operatorname{In} n_{1}(v)=\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}, \operatorname{In}(v)=\left\{x_{1}^{\prime}, x_{2}^{\prime}, \ldots, x_{k^{\prime}}^{\prime}\right\}, \operatorname{Out}_{1}(v)=\left\{y_{1}, y_{2}, \ldots, y_{l}\right\}$, and Out ${ }_{1}^{\prime}(v)=\left\{y_{1}^{\prime}, y_{2}^{\prime}, \ldots, y_{l^{\prime}}^{\prime}\right\}$. Let $u=\left\{a_{u}, b_{u}, c_{u}\right\}$ be the triangle in $G$ corresponding to a node $u \in I n_{1}(v)\left\|O u t_{1}(v)=I n_{1}^{\prime}(v)\right\| O u t_{1}^{\prime}(v)$. Assume w.l.o.g. that $a_{u}=a_{v}$ and $c_{u}=c_{v}$ for all $u \in I n_{1}(v) \| O u t_{1}(v)$.

Assume that $k \geq 1$ and consider the face corresponding to $x_{k}$ in the plane embedding given by $\vec{T}_{r}$. This face contains no vertices $b_{u}, u \in I n_{1}(v) \| O u t_{1}(v) \backslash\left\{x_{k}\right\}$. Neither does it contain $b_{v}$. Since $\overrightarrow{T_{r}^{\prime}}$ represents the same embedding, $x_{k}$ is either $x_{k^{\prime}}^{\prime}$ or $y_{l^{\prime}}^{\prime}$. By a similar argument, if $l \geq 1$, then $y_{l}$ is either $y_{l^{\prime}}^{\prime}$ or $x_{k^{\prime}}^{\prime}$.

Assume that $k \geq 2$ and let $x_{i}, x_{i+1}(1 \leq i<k)$ be a pair of consecutive nodes in $I n_{1}(v)$. Hence, the plane embedding must have a face with both $b_{x_{i}}$ and $b_{x_{i+1}}$ on its boundary. Consequently, $x_{i}$ and $x_{i+1}$ must appear next to each other in either $I n_{1}^{\prime}(v)$ or $O u t_{1}^{\prime}(v)$. Similar arguments apply if $l \geq 2$ and $y_{j}, y_{j+1}(j \geq 1)$ is a pair of consecutive nodes in $\mathrm{Out}_{1}(v)$.

It follows from the above arguments that either

- $I n_{1}(v)=I n_{1}^{\prime}(v), O u t_{1}(v)=O u t_{1}^{\prime}(v)$ or
- $I n_{1}(v)=O u t_{1}^{\prime}(v), O u t_{1}(v)=I n_{1}^{\prime}(v)$, and $I n_{1}(v) \| O u t_{1}(v) \neq \emptyset$.

Assume that $v$ is not the root and $I n_{1}(v)=O u t_{1}^{\prime}(v)$ and $O u t_{1}(v)=I n_{1}^{\prime}$. Assume that $I n_{1}(v) \neq \emptyset$. Since $x_{1}$ is in front of $I n_{1}(v)$, no face with $b_{x_{1}}$ on its boundary can contain a vertex not in $G(v)$. But $x_{1}$ is also in front of $O u t_{1}^{\prime}(v)$ implying that at least one face with $b_{x_{1}}$ on its boundary must contain a vertex outside $G(v)$, a contradiction. If $I n_{1}(v)=\emptyset$ then $O u t_{1}(v) \neq \emptyset$ leads to a similar contradiction.

## 3. Counting plane embeddings.

3.1. Plane embeddings of 2 -trees. A frame in a 2 -tree $H$ is a maximal (with respect to subgraph inclusion) outerplanar subgraph of $H$ that does not contain any strongly interior edge as an interior edge. Any frame is also a mop. Strongly interior edges of a 2 -tree partition it into frames (if one allows multiple copies of those edges).

We will first prove that a biconnected partial 2 -tree has the same plane embeddings as any full 2 -tree that imbeds it (modulo embeddings of its frames). Since the frames are outerplanar and the plane embeddings problem for outerplanar graphs has been solved [11], solving the problem for full 2 -trees will imply the solution for partial 2 -trees.

Lemma 3.1. A biconnected partial 2 -tree $G$ contains all exterior edges of any full 2 -tree imbedding with the same set of vertices.

Proof. Removal of an exterior edge from a 2-tree introduces an articulation point. If there were an imbedding $H$ of $G$ missing an exterior edge, it would separable and so would any partial graph of $H$. This contradicts the biconnectivity of $G$.

Strongly interior edges of a 2 -tree $H$ partition $H$ into maximal outerplanar components (frames) in the following sense: in every nonouterplanar 2 -tree, there is a terminal strongly interior edge, say, $e=(a, b)$. Add the outerplanar graphs $G_{i}$ (connected components $C_{i}$ of $H-\{a, b\}$ augmented by $\{a, b\}$ and the adjacent edges) to the set of frames and remove the corresponding components $C_{i}$ to obtain a 2-tree $H^{\prime}$. Repeat the operation until only one edge remains.

Lemma 3.2. Any 2 -tree imbedding $H$ of a biconnected partial 2 -tree $G$ contains the same set of strongly interior edges.

Proof. The lemma follows from the uniqueness of the set of exterior edges (see Lemma 3.1). If ( $a, b$ ) is a strongly interior edge in an imbedding $H$ of $G$, then the removal of $\{a, b\}$ disconnects $G$ into more than two components. Since $H$ $\{a, b\}$ consists of at least three connected components, $G$ contains three disjoint paths between $a$ and $b$. A 2 -tree imbedding of $G$ in which any two of the three paths are connected by a path not using $a$ or $b$ would have a subgraph homeomorphic to $K_{4}$. This would contradict the absence of such a subgraph in partial (and thus also in full) 2 -trees. Thus, $\{a, b\}$ is a separator in any 2 -tree imbedding of $G$.
3.2. Counting plane embeddings of 2 -trees. Using the tree representation, it is a rather straightforward task to count all plane embeddings of 2 -trees. Let $v$ denote a node of an in-graph $\vec{T}_{r}$ of a 2-tree $G, v \neq r$. Let $I n_{1}(v) \| O u t_{1}(v)=$ $\left\{x_{1}, x_{2}, \ldots, x_{k_{v}}\right\}\left(k_{v} \geq 0\right)$ and $I n_{2}(v) \| O u t_{2}(v)=\left\{y_{1}, y_{2}, \ldots, y_{l_{v}}\right\}\left(l_{v} \geq 0\right)$. There are $k_{v}$ ! permutations of $I n_{1}(v) \| O u t_{1}(v)$. Each permutation can be split in $k_{v}+1$ ways such that the first $i$ elements, $0 \leq i \leq k_{v}$, belong to $\operatorname{In}_{1}(v)$ while the remaining $k_{v}-i$ elements belong to $\mathrm{Out}_{1}(v)$. It follows immediately from Lemma 2.4 that the number of plane embeddings of $G$ is

$$
\pi(G)=\frac{1}{2} \Pi_{v \in \vec{T}_{r}}\left(l_{v}+1\right)!\left(k_{v}+1\right)!
$$

The coefficient $\frac{1}{2}$ is due to the fact that plane embeddings obtained by turning insideout $I n(r)$ and $O u t(r)$ subsets at the root $r$ are identical.
3.3. Counting plane embeddings of partial 2 -trees. For a planar graph $G$, let $\pi(G)$ be the number of plane embeddings (i.e., embeddings with different sets of boundary cycles). Let $\pi^{\prime}(G)$ be the number of plane embeddings of $G$ when the outer face containing a specified edge is distinguished. (It is easy to see that this number is
independent of the particular edge chosen. When the graph $G$ has at least two faces, then $\pi^{\prime}(G)=2 \pi(G)$ since every edge is in exactly two faces.)

Lemma 3.3. Let $e=(a, b)$ be an interior edge of a 2-tree $H$ with $l$ components $C_{i}$ of $H-\{a, b\}$. Let $H_{i}=H-\bigoplus_{j \neq i} C_{j}$. Then

$$
\pi(H)=\frac{1}{2} l!\prod_{1 \leq i \leq l} \pi^{\prime}\left(H_{i}\right)
$$

Proof. We will use the idea of permuting the components $H_{i}$ to produce all embeddings of $H$ while avoiding duplication by omitting embeddings related in a manner similar to the mapping $\phi$ of the preceding subsection. The proof will follow by induction on $l$ :
(i) $l=2$. Assume that $H$ is drawn with a vertical edge $e$ separating $C_{1}$ on the left of $e$ from $C_{2}$ on the right of $e$ and consider given embeddings of $H_{1}$ and $H_{2}$. The same embedding of $H$ can be found among plane drawings of $H$ with both $C_{1}$ and $C_{2}$ on one side of $e$. On the other hand, every embedding of $H_{1}$ and $H_{2}$ with the distinguished outer side of $e$ multiplicatively contributes a new set of boundary cycles. Thus, $\pi(H)=\pi^{\prime}\left(H_{1}\right) \cdot \pi^{\prime}\left(H_{2}\right)=\frac{1}{2} l!\Pi \pi^{\prime}\left(H_{i}\right)$.
(ii) $l>2$. Let $x$ be an end vertex of $e$. For each $H_{i}$, choose an arbitrary edge $e_{i}$ incident with $x$. An embedding of $H$ is uniquely given by the position of $e_{l}$ in the ordering of $e_{i}$ around $x$ and the given embeddings of the $H_{i}$ 's $(1 \leq i<l)$ fixing the "outer side" of $e$. Assuming $\pi\left(H-C_{l}\right)=\frac{1}{2}(l-1)!\prod_{1 \leq i<l} \pi^{\prime}\left(H_{i}\right)$, each embedding of $H_{l}$ contributes multiplicatively to the number of different sets of boundary cycles and the above observation proves the desired formula, since there are $l$ possible positions for $e_{l}$.

Note that the outerplanar case (with the embedding count given in [11] as $\pi(H)=$ $2^{f-2}$, where $f>1$ is the number of interior faces in $H$ ) is a simple corollary of Lemma 3.3 , since every separating edge of an outerplanar graph gives $l=2$ and the absence of such an edge gives the base case of $\pi(H)=1$. Since all mops of a given size have the same number of interior faces, the number of plane embeddings of a mop is completely determined by its size.

LEMMA 3.4. Given a biconnected partial 2 -tree $G$, the number of plane embeddings is the same for every 2 -tree $H$ imbedding $G$.

Proof. By Lemma 2.3, any two 2 -tree imbeddings of $G$ differ at most on some subset of weakly interior edges. Yet, the sizes of the corresponding frames are identical. Since the frames of a 2-tree are maximal outerplanar, it follows by Lemma 3.3 that the number of plane embeddings of $H$ is determined by the size of frames of $H$ and their interactions through strongly interior edges of $H$. These are identical for all imbeddings of $G$.

From these lemmas follows immediately a formula counting the number of plane embeddings for a partial 2 -tree with minimal separators that induce edges.

Theorem 3.5. Let $\{a, b\}$ be a separator of a biconnected partial 2 -tree $G$ with $l$ components $C_{i}$ of $G-\{a, b\}$. Let $G_{i}=G-\bigoplus_{j \neq i} C_{j}$. Then
(i) if $(a, b)$ is an edge of $G$, then $\pi(G)=\frac{1}{2} l!\prod_{1 \leq i \leq l} \pi^{\prime}\left(G_{i}\right)$,
(ii) otherwise, $\pi(G)=\frac{1}{2}(l-1)!\prod_{1 \leq i \leq l} \pi^{\prime}\left(G_{i}\right)$.

Proof. Since the proof of (i) is almost identical with the proof of Lemma 3.3, we omit it.

In (ii), if $l=2$, then either $G$ is outerplanar or one can find a strongly interior edge as in (i). Let $\{a, b\}$ be a minimal separator of $G$ not inducing an edge. Since
we assume that the number of connected components of $G-\{a, b\}$ is at least $3,(a, b)$ is an edge in any 2 -tree imbedding $H$ of $G$. We notice that in this case, the $l \geq 3$ components can be "permuted" in $\frac{1}{2}(l-1)$ ! ways. Each subgraph $G_{i}$ of $G$ will be defined as $G-\bigoplus_{j \neq i} C_{j}$ augmented by the edge $(a, b)$. (In the previous case of the separator inducing an edge, the edge $e=(a, b)$ acts as an extra component.)
4. Perfect FIVC for full 2-trees. Let $G=(V, E)$ be a biconnected planar graph. A subset $S$ of vertices is called a perfect face-independent vertex cover (or perfect FIVC, for short) of $G$ if there exists a plane embedding $G_{p}$ of $G$ in which every face has exactly one vertex in $S$. A set $W$ of cycles of a graph $H$ is called a perfect vertex-independent face cover (or perfect VIFC for short) if there is a plane embedding $H_{p}$ of $H$ such that $W$ is a subset of boundary cycles of faces and every vertex of $H$ is in exactly one cycle of $W$. A perfect VIFC in this plane embedding of $H$ is simply a 2 -factor of $H$ which consists of facial cycles. In the geometric dual $G_{p}^{*}$ of $G_{p}$, a perfect FIVC of $G$ corresponds to a set of faces of $G_{p}^{*}$ which is a perfect VIFC of the vertices of $G_{p}^{*}$. The problems of the existence of perfect FIVCs and perfect VIFCs are NP-complete in general; see [3, 2]. When restricted to outerplanar graphs, both the existence problem and the problem of finding a perfect FIVC are solvable in linear time; see [10].

In this section, we describe a polynomial time algorithm that, given a full 2-tree $G$, finds a plane embedding $G_{p}$ of $G$ that admits a perfect FIVC or decides that no such embedding exists. In fact, the algorithm finds a plane embedding with a minimum cardinality perfect FIVC if a perfect FIVC exists. The algorithm follows an approach similar to that of [10]. It processes in a bottom-up manner the breadth-first search tree $T_{r}$ of the associated graph $D(G)$.

If $T_{r}$ consists of the root $r$ alone, the problem is trivial. In the following, we assume that $T_{r}$ contains at least two nodes. Let $v \in T_{r}, v \neq r$. Recall that $T_{v}$ is the maximal subtree of $T_{r}$ rooted at $v$ and $G(v)$ is the corresponding subgraph of $G$. Consider the edge $(u, v)$ of $T_{r}$ entering $v\left((u, v) \notin T_{v}\right)$. Assume that the corresponding edge in $G$ (and in $G(v)$ ) is ( $a_{v}, b_{v}$ ). Define the following minimum cardinality covers among all plane embeddings of $G(v)$.

- $I(v)=$ face-independent vertex cover of all but the exterior face.
- $B(v)=$ face-independent vertex cover of all but the face corresponding to $v$ and the exterior face.
- $F(v)=$ face-independent vertex cover of all but the face corresponding to $v$.
- $L(v)=$ face-independent vertex cover of all faces with the face corresponding to $v$ and the exterior face covered by $a_{v}$.
- $R(v)=$ face-independent vertex cover of all faces with the face corresponding to $v$ and the exterior face covered by $b_{v}$.
- $E(v)=$ face-independent vertex cover of all faces using neither $a_{v}$ nor $b_{v}$.

Initially, for each pendant node $v=\left\{a_{v}, b_{v}, c_{v}\right\}$ of $T_{r}, v \neq r$, where ( $a_{v}, b_{v}$ ) is a common edge with another triangle, we let the corresponding covers be (see Fig. 5) the following:

- $I(v)=$ undefined; it is impossible to cover the face corresponding to $v$ without covering the exterior face.
- $B(v)=\emptyset$.
- $F(v)=$ undefined; it is impossible to cover the exterior face without covering the face corresponding to $v$.
- $L(v)=\left\{a_{v}\right\}$.
- $R(v)=\left\{b_{v}\right\}$.


Fig. 5. Existing covers of $G(v) ; v$ is a pendant node in $T_{r}$.


Fig. 6. Two different plane embeddings of $G(v)$ admitting the same $I(v)$.

$$
\text { - } E(v)=\left\{c_{v}\right\}
$$

Any node for which the above six covers have been determined is said to be labeled. Hence, all pendant nodes of $T_{r}$ other than $r$ are initially the only labeled nodes. Assume that an unlabeled node $v$ is chosen such that all its children in $T_{r}$ are labeled. In the remainder of this section, we explain how to determine the six covers for $v$. Let $I n_{1}(v) \| O u t_{1}(v)=\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$ and $I_{2}(v) \| O u t_{2}(v)=\left\{y_{1}, y_{2}, \ldots, y_{l}\right\}$ denote the children of $v$ in $T_{v}$.
4.1. FIVC for all but the exterior face $(\boldsymbol{I}(\boldsymbol{v}))$. Suppose that $I(v)$ exists. Let $I n_{1}(v)$, Out $_{1}(v), I n_{2}(v), \mathrm{Out}_{2}(v)$ denote the ordered partition of children of $v$ such that the corresponding embedding of $G(v)$ admits this $I(v)$. Either $\operatorname{In}(v) \neq \emptyset$ or $I n_{2}(v) \neq \emptyset$; otherwise, it would be impossible to cover the face corresponding to $v$ by $I(v)$. Suppose that the face corresponding to $v$ is covered by a vertex from the triangle corresponding to a node in $T_{v_{i}}, v_{i} \in I n_{2}(v)$. Assume that $I n_{1}(v) \neq \emptyset$ (Fig. 6a). The first node in $I n_{1}(v)$ is a root of a subtree of $T_{v}$. None of the vertices of triangles corresponding to nodes in this subtree can cover the face corresponding to $v$; otherwise, this face would be covered twice. Consider the plane embedding of $G(v)$ obtained by adding $I n_{1}(v)$ to the end of $O u t_{1}(v)$, i.e., the embedding with $O u t_{1}^{\prime}(v)=O u t_{1}(v) \| I n_{1}(v)$ and $I n_{1}^{\prime}(v)=\emptyset . I(v)$ is still an FIVC of $G(v)$ for all but the exterior face (Fig. 6b).

We can therefore first assume that $I n_{1}(v)=\emptyset$ and search for the minimum cardinality $I_{1}(v)$ (or decide that it does not exist) among such embeddings of $G$. Then, the minimum cardinality $I_{2}(v)$ for embeddings of $G$ with $\operatorname{In}_{2}(v)=\emptyset$ is found
or it is decided that it does not exist. The smallest of these two is the desired $I(v)$. If none of them exists, then neither does $I(v)$.


Fig. 7. Two different plane embeddings of $G(v)$ admitting the same $I(v)$.
Our analysis will determine feasible covering sequences, i.e., sets of vertex covers of $T_{x}$, for every child $x$ of $v$. Let us assume w.l.o.g. that $I n_{1}(v)=\emptyset$. Assume that Out $_{2}(v) \neq \emptyset$ (Fig. 7a). Consider the embedding of $G(v)$ obtained by adding $O u t_{2}(v)$ to the end of $I n_{2}(v)$, i.e., the embedding with $I n_{2}^{\prime}(v)=I n_{2}(v) \| O u t_{2}(v)$ and $O u t_{2}^{\prime}(v)=\emptyset . I(v)$ is still an FIVC of $G(v)$ for all but the exterior face (Fig. 7b). Hence, when looking for the minimum cardinality $I(v)$ with $I n_{1}(v)=\emptyset$, we can assume that $\mathrm{Out}_{2}(v)=\emptyset$.

Suppose therefore that $I n_{1}(v)=O u t_{2}(v)=\emptyset$. Let $O u t_{1}(v)=\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$ and $I n_{2}(v)=\left\{y_{1}, y_{2}, \ldots, y_{l}\right\}$ with the indicated orders admitting $I(v)$. Then $G\left(x_{1}\right)$ must be covered by either $I\left(x_{1}\right)$ or $B\left(x_{1}\right)$; otherwise, the exterior face would be covered. If $G\left(x_{1}\right)$ is covered by $I\left(x_{1}\right)$, then $G\left(x_{2}\right)$ must be covered by either $I\left(x_{2}\right)$ or $B\left(x_{2}\right)$. If $G\left(x_{1}\right)$ is covered by $B\left(x_{1}\right)$, then $G\left(x_{2}\right)$ must be covered by either $F\left(x_{2}\right)$ or $E\left(x_{2}\right)$. If $G\left(x_{2}\right)$ is covered by $F\left(x_{2}\right)$, then $G\left(x_{3}\right)$ must be covered by either $F\left(x_{3}\right)$ or $E\left(x_{3}\right)$. If $G\left(x_{2}\right)$ is covered by $E\left(x_{2}\right)$, then $G\left(x_{3}\right)$ must be covered by either $I\left(x_{3}\right)$ or $B\left(x_{3}\right)$. Note that $G\left(x_{k}\right)$ must be covered by either $I\left(x_{k}\right)$ or $E\left(x_{k}\right)$. Hence, the covering sequence of Out $_{1}(v)=\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$ must be formed as a path in the forest shown in Fig. 8a with leaves being either $I\left(x_{k}\right)$ or $E\left(x_{k}\right)$.

Suppose that $I\left(x_{i}\right)(3 \leq i \leq k)$ is preceded by $E\left(x_{i-1}\right)$ (Fig. 9a with $\left.i=3\right)$. Then we can place $x_{i}$ in front of $O u t_{1}(v)$ without affecting $I(v)$. Hence, we can assume that all $I\left(x_{i}\right)$ covers occur only in the beginning of the sequence $O u t_{1}(v)$ (Fig. 9b).

By turning $G_{p}(z)$ inside-out at every child $z$ of $x_{i}$, the cover $I\left(x_{i}\right)$ becomes $F\left(x_{i}\right)$ (and vice versa). Consequently, we can assume that no $x_{i}(2 \leq i \leq k-1)$ is covered by $F\left(x_{i}\right)$. Otherwise, we could place $x_{i}$ in front of $O u t_{1}(v)$ and cover it by $I\left(x_{i}\right)$ (Fig. 10 with $i=3$ ).

It follows that at least one optimal covering sequence of $O u t_{1}(v)$ in $I(v)$ is a path in the pruned forest shown in Fig. 8b with leaves being either $I\left(x_{k}\right)$ or $E\left(x_{k}\right)$.

Given these restrictions, we can now determine the optimal covering sequence of $\mathrm{Out}_{1}(v)$ in $I(v)$, provided that one exists.

Consider a complete undirected graph $K$ with $x_{1}, x_{2}, \ldots, x_{k}$ as its vertices. With every edge ( $x_{i}, x_{j}$ ), associate the cost

$$
\min \left\{\left|I\left(x_{i}\right)\right|+\left|I\left(x_{j}\right)\right|,\left|B\left(x_{i}\right)\right|+\left|E\left(x_{j}\right)\right|,\left|E\left(x_{i}\right)\right|+\left|B\left(x_{j}\right)\right|\right\} .
$$


(a)

(b)

Fig. 8. Covering sequences of $O u t_{1}(v)=\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$ for $I(v)$.


Fig. 9. Equivalent covering sequences of $O u t_{1}(v)$ in $I(v)$.


Fig. 10. Equivalent covering sequences of $\mathrm{Out}_{1}(v)$ in $I(v)$.

For undefined covers, their cardinality is defined to be $\infty$. This cost gives the minimum cardinality of partial FIVCs of $T_{x_{i}}$ and $T_{x_{j}}$ that are compatible if $x_{i}$ and $x_{j}$ were to be placed consecutively in a plane embedding of $G$.

Suppose first that $k$ is even. Solve the minimum cost perfect matching problem on $K$. End vertices of edges in this matching with costs determined by the first minimization term are placed in front of $\mathrm{Out}_{1}(v)$ in any order. The remaining end vertices are then placed pairwise. The order within each such pair $\left(x_{i}, x_{j}\right)$ depends on whether the edge cost was determined by the second minimization term ( $x_{i}$ precedes $x_{j}$ ) or by the third minimization term ( $x_{j}$ precedes $x_{i}$ ).

If $k$ is odd, at least one of the subgraphs $G\left(x_{m}\right)(1 \leq m \leq k)$ must be covered by $I\left(x_{m}\right)$. For each choice of $x_{m}$, we need to solve the minimum cost perfect matching problem $M_{m}$ on the complete subgraph of $K$ induced by $\operatorname{Out}_{1}(v) \backslash\left\{x_{m}\right\}$. Select the matching $M_{m}$ such that its cost together with $\left|I\left(x_{m}\right)\right|$ is minimized. Place this $x_{m}$ in front of $O u t_{1}(v)$. The remaining nodes of $\operatorname{Out}_{1}(v)$ are ordered as in the case $k$ even.

Let us now look at how to cover $\operatorname{In}_{2}(v) . G\left(y_{1}\right)$ must be covered by either $F\left(y_{1}\right)$ or $E\left(y_{1}\right)$. If $G\left(y_{1}\right)$ is covered by $F\left(y_{1}\right)$, then $G\left(y_{2}\right)$ must be covered by either $F\left(y_{2}\right)$ or $E\left(y_{2}\right)$. If $G\left(y_{1}\right)$ is covered by $E\left(y_{1}\right)$, then $G\left(y_{2}\right)$ must be covered by either $I\left(y_{2}\right)$ or $B\left(y_{2}\right)$. If $G\left(y_{2}\right)$ is covered by $I\left(y_{2}\right)$, then $G\left(y_{3}\right)$ must be covered by either $I\left(y_{3}\right)$ or $B\left(y_{3}\right)$. If $G\left(y_{2}\right)$ is covered by $B\left(y_{2}\right)$, then $G\left(y_{3}\right)$ must be covered by either $F\left(y_{3}\right)$ or $E\left(y_{3}\right)$. Note that $G\left(y_{l}\right)$ must be covered by either $I\left(y_{l}\right)$ or $E\left(y_{l}\right)$. Hence, the covering sequence of $y_{1}, y_{2}, \ldots, y_{l}$ must be a path in the forest shown in Fig. 11a with leaves being either $I\left(y_{l}\right)$ or $E\left(y_{l}\right)$.

(a)


(b)

Fig. 11. Covering sequences of $\operatorname{In}_{2}(v)=\left\{y_{1}, y_{2}, \ldots, y_{l}\right\}$ for $I(v)$.
Suppose that $F\left(y_{i}\right)(3 \leq i \leq l-1)$ is preceded by $B\left(y_{i-1}\right)$ (Fig. 12a with $i=$ 3 ). Then we can place $F\left(y_{i}\right)$ in front of $n_{2}(v)$ without affecting $I(v)$. Hence, we can assume that $F\left(x_{i}\right)$ occurs only in the beginning of the covering sequence $\operatorname{In}_{2}(v)$ (Fig. 12b).

As already mentioned, by turning $I\left(y_{i}\right)$ inside-out, we obtain $F\left(y_{i}\right)$ (and vice versa). Consequently, we can assume that no $y_{i}(3 \leq i \leq l-1)$ is covered by $I\left(y_{i}\right)$. If it were, we could place $y_{i}$ in front of $\operatorname{In}_{2}(v)$ and cover it by $F\left(y_{i}\right)$ (Fig. 13 with $i=3$ ).

It follows that at least one optimal covering sequence of $n_{2}(v)$ in $I(v)$ is a path in the pruned tree shown in Fig. 11b with leaves being $E\left(x_{l}\right)$.

Given these restrictions, we can now determine the optimal covering sequence of $I n_{2}(v)$ in $I(v)$, provided that one exists.

Consider a complete undirected graph $K$ with $y_{1}, y_{2}, \ldots, y_{l}$ as its vertices. With


Fig. 12. Equivalent covering sequences of $I n_{2}(v)$ in $I(v)$.


FIG. 13. Equivalent covering sequences of $\mathrm{In}_{2}(v)$ in $I(v)$.
every edge $\left(y_{i}, y_{j}\right)$ of $K$ we associate the cost

$$
\min \left\{\left|F\left(y_{i}\right)\right|+\left|F\left(y_{j}\right)\right|,\left|B\left(y_{i}\right)\right|+\left|E\left(y_{j}\right)\right|,\left|E\left(y_{i}\right)\right|+\left|B\left(y_{j}\right)\right|\right\}
$$

Suppose first that $l$ is even. Then there is a pair of nodes $y_{m}, y_{n}(1 \leq m<$ $n \leq l$ ) which have covers $F\left(y_{m}\right), E\left(y_{n}\right)$. For each choice of the pair $y_{m}, y_{n}$, solve the minimum cost perfect matching problem $M_{m n}$ on the complete subgraph of $K$ induced by $I n_{2}(v) \backslash\left\{y_{m}, y_{n}\right\}$. Select the matching $M_{m n}$ such that its cost together with $\min \left\{\left|F\left(y_{m}\right)\right|+\left|E\left(y_{n}\right)\right|,\left|E\left(y_{m}\right)\right|+\left|F\left(y_{n}\right)\right|\right\}$ is minimized. End vertices of edges in $M_{m n}$ with their costs determined by the first minimization term $\left(\left|F\left(y_{i}\right)\right|+\left|F\left(y_{j}\right)\right|\right)$ are placed in front of $I n_{2}(v)$ (in any order). If $\left|F\left(y_{m}\right)\right|+\left|E\left(y_{n}\right)\right|<\left|E\left(y_{m}\right)\right|+\left|F\left(y_{n}\right)\right|$, then $y_{m}$ is placed in $I n_{2}(v)$, followed by $y_{n}$. If this is not the case, then $y_{n}$ is followed by $y_{m}$. The remaining end vertices of edges in $M_{m n}$ are then placed pairwise. The order within each pair depends on whether the edge cost was determined by the second minimization term ( $y_{i}$ precedes $y_{j}$ ) or by the third minimization term ( $y_{j}$ precedes $y_{i}$ ).


Fig. 14. Equivalent covering sequences of $\operatorname{In}_{1}(v)$ and $O u t_{1}(v)$ in $B(v)$.

Suppose now that $l$ is odd. At least one of the subgraphs $G\left(y_{m}\right)(1 \leq m \leq l)$ must be covered by $E\left(y_{m}\right)$. For each choice of $y_{m}$, we need to solve the minimum cost perfect matching problem $M_{m}$ on the subgraph of $K$ induced by $\operatorname{In}_{2}(v) \backslash\left\{y_{m}\right\}$. Select the matching $M_{m}$ such that its cost together with $\left|E\left(y_{m}\right)\right|$ is minimized. End vertices of edges in $M_{m}$ with their cost determined by the first minimization term are placed in front of $I n_{2}(v)$, followed by $y_{m}$. The remaining end vertices of edges in $M_{m}$ are then placed pairwise. The order within each pair depends on whether the edge cost was determined by the second minimization term ( $y_{i}$ precedes $y_{j}$ ) or by the third minimization term ( $y_{j}$ precedes $y_{i}$ ).
4.2. FIVC for all but the face corresponding to $v$ and to the exterior face $(\boldsymbol{B}(v))$. We employ an argument similar to that of the preceding section. Suppose that $B(v)$ exists. Let $I n_{1}(v), O u t_{1}(v), \operatorname{In}_{2}(v), \mathrm{Out}_{2}(v)$ denote the ordered partition of children of $v$ such that the corresponding embedding of $G(v)$ admits this $B(v)$. We can assume that $I n_{1}(v)=I n_{2}(v)=\emptyset$. Suppose, to the contrary, that $I n_{1}(v) \neq \emptyset$ (Fig. .14a). Consider the embedding of $G(v)$ obtained by adding $I n_{1}(v)$ at the front of $O u t_{1}(v)$; i.e., $O u t_{1}^{\prime}(v)=I n_{1}(v) \| O u t_{1}(v)$ and $I n_{1}^{\prime}(v)=\emptyset . B(v)$ is still an FIVC of $G(v)$ covering all faces except for the face corresponding to $v$ and to the exterior face (Fig. 14b).

Suppose therefore that $I n_{1}(v)=I n_{2}(v)=\emptyset$. The order of nodes within $O u t_{1}(v)$ and $\mathrm{Out}_{2}(v)$ and the corresponding covering sequences can be determined in the same manner as the order and covering sequence of $\mathrm{Out}_{1}(v)$ for $I(v)$ (Fig. 8).
4.3. FIVC for all but the face corresponding to $\boldsymbol{v}(\boldsymbol{F}(\boldsymbol{v}))$. Suppose that $F(v)$ exists. Let $I n_{1}(v), \mathrm{Out}_{1}(v), \mathrm{In}_{2}(v), \mathrm{Out}_{2}(v)$ denote the ordered partition of children of $v$ such that the corresponding embedding of $G(v)$ admits a minimum cardinality $F(v)$. We can then assume that $I n_{1}(v)=I n_{2}(v)=\emptyset$. If this is not the case, we can consider the embedding with $\operatorname{In}_{1}^{\prime}(v)=\emptyset, O u t_{1}^{\prime}(v)=O u t_{1}(v) \| I n_{1}(v), I n_{2}^{\prime}(v)=\emptyset$, $O u t_{2}^{\prime}(v)=O u t_{2}(v) \| I n_{2}(v)$ (see Fig. 6). $F(v)$ is still an FIVC of $G(v)$ for all but the face corresponding to $v$.

Suppose therefore that $I n_{1}(v)=\operatorname{In} 2(v)=\emptyset$. The exterior face is covered either by the covering sequence of $\mathrm{Out}_{1}(v)$ or by the covering sequence of $O u t_{2}(v)$. The minimum sum of the corresponding cover cardinalities determines the desired FIVC as follows.

Assume that the exterior face is covered by a covering sequence of $O u t_{1}(v)$. This
covering sequence of $O u t_{1}(v)$ must be the same as the covering sequence of $I n_{2}(v)$ for $I(v)$ (Fig. 11). The covering sequence of $O u t_{2}(v)$ must be the same as the covering sequence of $O u t_{1}(v)$ for $I(v)$ (Fig. 8).

Assume that the exterior face is covered by the covering sequence of $\mathrm{Out}_{2}(v)$. The covering sequence of $O u t_{1}(v)$ must be the same as the covering sequence of $O u t_{1}(v)$ for $I(v)$ (Fig. 8). The covering sequence of $O u t_{2}(v)$ must be the same as the covering sequence of $I n_{2}(v)$ for $I(v)$ (Fig. 11).
4.4. FIVC for all faces using $\boldsymbol{a}_{v}(\boldsymbol{L}(\boldsymbol{v}))$. Suppose that $L(v)$ exists. Let $I n_{1}(v)$, Out $_{1}(v), I n_{2}(v), \mathrm{Out}_{2}(v)$ denote the ordered partition of children of $v$ such that the corresponding embedding of $G(v)$ admits this $L(v)$.

The assumption that $I n_{1}(v)=\emptyset, I n_{2}(v)=\emptyset$ can easily be verified. The covering sequence of $O u t_{1}(v)$ must be $L\left(x_{1}\right), L\left(x_{2}\right), \ldots, L\left(x_{k}\right)$. The covering sequence of $O u t_{2}(v)$ can be determined in the same manner as the covering sequence of $\operatorname{In}_{2}(v)$ for $I(v)$ (see Fig. 11).
4.5. FIVC for all faces using $\boldsymbol{b}_{v}(\boldsymbol{R}(\boldsymbol{v}))$. Suppose that $R(v)$ exists. Let $I n_{1}(v), O u t_{1}(v), I n_{2}(v), O u t_{2}(v)$ denote the ordered partition of children of $v$ such that the corresponding embedding of $G(v)$ admits this $R(v)$.

The assumption that $I n_{1}(v)=\emptyset, I n_{2}(v)=\emptyset$ can easily be verified. The covering sequence of $\mathrm{Out}_{2}(v)$ must be $R\left(x_{1}\right), R\left(x_{2}\right), \ldots, R\left(x_{k}\right)$. The covering sequence of $O u t_{1}(v)$ can be determined in the same manner as the covering sequence of $\operatorname{In}_{2}(v)$ for $I(v)$ (see Fig. 11).
4.6. FIVC for all faces using neither $\boldsymbol{a}_{v}$ nor $\boldsymbol{b}_{v}(\boldsymbol{E}(\boldsymbol{v}))$. Suppose that $E(v)$ exists. Let $I n_{1}(v), O u t_{1}(v), I n_{2}(v), O u t_{2}(v)$ denote the ordered partition of children of $v$ such that the corresponding embedding of $G(v)$ admits this $E(v)$.

Suppose first that the exterior face and the face corresponding to $v$ are covered by $c_{v}$. We can then assume that $I n_{1}(v)=I n_{2}(v)=\emptyset$. Let $O u t_{1}(v)=$ $\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$ and $O u t_{2}(v)=\left\{y_{1}, y_{2}, \ldots, y_{l}\right\}$. The covering sequence of $\operatorname{Out}_{1}(v)$ must be $R\left(x_{1}\right), R\left(x_{2}\right), \ldots, R\left(x_{k}\right)$. Similarly, the covering sequence of Out $t_{2}(v)$ must be $L\left(y_{1}\right), L\left(y_{2}\right), \ldots, L\left(y_{l}\right)$.

Assume now that $c_{v}$ is not in $E(v)$. If $I n_{1}(v) \| O u t_{1}(v)=\emptyset$ and $I n_{2}(v) \| O u t_{2}(v)=$ $\emptyset$, then $E(v)$ does not exist. Otherwise, we need to distinguish between the following cases:

- The exterior face is covered by a covering sequence of $O u t_{1}(v)$, and the face corresponding to $v$ is covered by a covering sequence of $I n_{2}(v)$. We can assume that $O u t_{2}(v)=I n_{1}(v)=\emptyset$. Covering sequences of $O u t_{1}(v)$ and $I n_{2}(v)$ must be the same as the covering sequence of $I n_{2}(v)$ for $I(v)$ (Fig. 11).
- The exterior face is covered by a covering sequence of $\mathrm{Out}_{2}(v)$, and the face corresponding to $v$ is covered by a covering sequence of $I n_{1}(v)$. This case is analogous to the previous case.
- The exterior face is covered by a covering sequence of $O u t_{1}(v)$, and the face corresponding to $v$ is covered by a covering sequence of $\operatorname{In}_{1}(v)$. Then we can assume that $I n_{2}(v)=\emptyset$. Let $O u t_{2}(v)=\left\{y_{1}, y_{2}, \ldots, y_{l}\right\}$. The covering sequence of $O u t_{2}(v)$ must be the same as the covering sequence of $O u t_{1}(v)$ for $I(v)$. Let $I n_{1}(v)=\left\{x_{1}, x_{2}, \ldots, x_{p}\right\}$ and $O u t_{1}(v)=\left\{x_{p+1}, x_{p+2}, \ldots, x_{k}\right\}, 1 \leq p<k$. If $p=1$ then $G\left(x_{1}\right)$ is covered by $E\left(x_{1}\right)$. Suppose that $p>1 . G\left(x_{1}\right)$ must be covered by either $F\left(x_{1}\right)$ or by $E\left(x_{1}\right)$; otherwise, the face corresponding to $v$ in the embedding of $G(v)$ would be uncovered. Suppose that $G\left(x_{1}\right)$ is covered by $E\left(x_{1}\right)$ (Fig. 15a). Then $G\left(x_{2}\right)$ must be covered by either $I\left(x_{2}\right)$ or


Fig. 15. Equivalent covering sequences of $\operatorname{In}_{1}(v)$ and $O u t_{1}(v)$ in $E(v)$.


Fig. 16. Equivalent covering sequences of $I n_{1}(v)$ and $O u t_{1}(v)$ in $E(v)$.
$B\left(x_{2}\right)$. Let $O u t_{1}^{\prime}(v)=O u t_{1}(v) \|\left\{x_{2}, x_{3}, \ldots, x_{p}\right\}$ and $\operatorname{In}_{1}^{\prime}(v)=\left\{x_{1}\right\} . E(v)$ is still an FIVC for all faces (Fig. 15b).
Suppose that $G\left(x_{1}\right)$ is covered by $F\left(x_{1}\right)$ (Fig. 16a). Then $G\left(x_{2}\right)$ must be covered by either $F\left(x_{2}\right)$ or $E\left(x_{2}\right)$. Let $O u t_{1}^{\prime}(v)=\left\{x_{1}\right\} \| O u t_{1}(v)$ and $I n_{1}^{\prime}(v)=$ $\left\{x_{2}, x_{3}, \ldots, x_{p}\right\} . E(v)$ is still an FIVC for all faces (Fig. 16b). Hence, the cardinality of $I n_{1}(v)$ has been reduced by one. Either $\left|\operatorname{In}_{1}(v)\right|=1$ or one of the above two cases is applicable.
For each choice of a node $x$ in $I n_{1}(v) \| O u t_{1}(v)$ as $x_{1}$ (the only node in $I n_{1}(v)$ ), we find the covering sequence of nodes in $O u t_{1}(v)$. It can be determined in the same manner as the covering sequence of $I n_{2}(v)$ for $I(v)$ (see Fig. 11). We select the covering sequence whose cardinality together with $|E(x)|$ is the smallest.

- The exterior face is covered by a covering sequence of $O u t_{2}(v)$, and the face corresponding to $v$ is covered by a covering sequence of $I n_{2}(v)$. This case is analogous to the previous case.

The smallest among the above five covers is the desired $E(v)$.
4.7. Final FIVC determination. Suppose that $I(r), B(r), F(r), L(r), R(r)$, $E(r)$ have been determined for the root node $r$. Then the minimum cardinality perfect FIVC for $G$ is the smallest of the covers $L(r), R(r), E(r)$.
5. Covering faces of partial 2-trees. The FIVC problem for a plane embedding of partial 2 -trees is solvable in an almost identical manner to that of 2-trees. Given a partial 2 -tree $H$, one has to produce an imbedding in a 2 -tree $G$ and then process $G$ as for full 2 -trees, with small modifications. To avoid repetition, we only will give the basic case of covering the subgraph $G(v)$ for some node $v$ of the in-graph of $G$, by $I(v)$, i.e., a set of vertices covering all faces of $G(v)$ except for the exterior one. We will refer to the analysis of $\S 4.1$.

Let us assume that triangles corresponding to the children $x_{1}, \ldots, x_{k}$ of $v$ in $T(G)$ (constituting, w.l.o.g., $O u t_{1}(v)$ ) have as the common base an added edge, $\left(a_{v}, c_{v}\right)$, which is in $G$ but not in $H$ and that triangles corresponding to children $y_{1}, \ldots, y_{l}$ of $v$ (constituting $\left.I n_{2}(v) \| O u t_{2}(v)\right)$ have as the common base the other edge of the triangle $v$ of $G,\left(b_{v}, c_{v}\right)$, which is also in $H$. We will consider two cases of constructing an $I(v)$ FIVC, depending on the manner in which the interior face corresponding to $v$ is covered.

Suppose first that the interior face corresponding to $v$ is covered by a vertex from $G\left(x_{k}\right)$. Then the analysis of the covering sequence of $O u t_{1}(v)$ is the same as in the (full) 2-tree case for $I(v)$. By considering the result of setting $O u t_{2}^{\prime}(v)=$ $O u t_{2}(v) \| I n_{2}(v)$ (see Fig. 6), we can assume that $I n_{2}^{\prime}(v)=\emptyset$. Thus, the analysis of the covering sequence of $O u t_{2}^{\prime}(v)$ is the same as for $O u t_{1}(v)$ in the 2-tree case.

Suppose next that the interior face corresponding to $v$ is covered by a vertex from $G\left(y_{1}\right)$. We can then assume that $O u t_{2}^{\prime}(v)=\emptyset$, setting $I n_{2}^{\prime}(v)$ to $I n_{2}(v) \| O u t_{2}(v)$ (see Fig. 7). The covering sequence of $I n_{2}^{\prime}(v)$ must be the same as the covering sequence of $\mathrm{In}_{2}(v)$ in the (full) 2-tree case. The covering sequence of $\mathrm{Out}_{1}(v)$ is almost the same as in the $I(v)$ covering of 2-trees. The only difference is that it must end in either $B\left(x_{k}\right)$ or $F\left(x_{k}\right)$. Since every $F\left(x_{i}\right)$ can be replaced by $I\left(x_{i}\right)$ and placed in front of the sequence, we can assume that the sequence ends in $B\left(x_{k}\right)$. In the remainder of this section, we discuss the analysis of the covering sequence of $O u t_{1}(v)$ in this case.

If $k$ is even, then the feasible sequences are of the form

$$
I\left(x_{1}\right), \ldots, I\left(x_{i}\right), B\left(x_{i+1}\right), E\left(x_{i+2}\right), B\left(x_{i+3}\right), E\left(x_{i+4}\right), \ldots E\left(x_{k-1}\right), B\left(x_{k}\right),
$$

where $i$ is odd.
To find the minimum cardinality FIVC we define a graph $K$ as for the 2 -tree case, with similarly weighted edges. For each choice of two vertices $x_{m}$ and $x_{n}$ of $K$, we find $M_{m n}$, the minimum weight perfect matching for the subgraph of $K$ induced by the remaining vertices of $K$. We then select the solution that minimizes the sum of the cost of $M_{m n}$ and $\left|I\left(x_{m}\right)\right|+\left|B\left(x_{n}\right)\right|$ and construct the minimum cardinality FIVC as in the 2 -tree case (with $x_{m}$ and $x_{n}$ as the vertices $x_{i}$, and $x_{i+1}$, respectively).

If $k$ is odd, the feasible sequences are similar as above but the number $i$ of the initial $I$ covers is even. To find the minimum cardinality FIVC, one has to remove a vertex $x_{m}$ of $K$, find the solution $M_{m}$ for the matching problem for the subgraph of $K$ induced by the remaining vertices, and then join with the removed vertex as $x_{k}$, minimizing the sum of the cost of $M_{m}$ and $\left|B\left(x_{m}\right)\right|$.

The other five types of covers for partial 2-trees can be constructed in a similar manner, based on the analyses of the full 2-tree cases.
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# ON THE TRELLIS COMPLEXITY OF THE DENSEST LATTICE PACKINGS IN $\mathbb{R}^{n *}$ 
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#### Abstract

An inequality relating the trellis complexity of lattices to their dimension and Hermite parameter is established. Using this inequality, a conjecture of Forney is proved indicating that the trellis complexity of the densest lattice packings in $\mathbb{R}^{n}$ grows exponentially as a function of their coding gain.
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1. Introduction. In two remarkable papers [2], [3], Forney observed that every rational lattice has a finite trellis diagram which can be employed for maximum likelihood decoding over the additive white Gaussian noise channel via the Viterbi algorithm. He also conjectured [3] that the trellis complexity of the densest lattice packings grows exponentially as a function of their coding gains. It is proved that this is indeed the case.

To formalize his conjectures, consider the category $\mathcal{L}$ of all lattices having finite trellis diagrams. This category trivially contains all the rational lattices, and it is well known that a lattice $L$ of dimension $n$ is in $\mathcal{L}$ if and only if there exists a sublattice of $L$ of dimension $n$ with a basis consisting of mutually orthogonal vectors.

For $L \in \mathcal{L}$ of dimension $n$, let $\mathcal{C}(L)$ denote the category of all finite trellis diagrams for $L$; then $\mathcal{C}(L)$ is nonempty. Let $S$ and $B$, respectively, denote the minimum number of states and branches of elements of $\mathcal{C}(L)$. Define $\mathcal{S}(L)$, the average state trellis complexity of $L$, to be $(S-1) / n$ and $\mathcal{B}(L)$, the average branch trellis complexity of $L$, to be $B / n[5]$.

For $L \in \mathcal{L}$, let $d(L)$ denote the minimum length of nonzero elements of $L$ and $V(L)$ denote the fundamental volume of $L[1]$. For any lattice $L$, let $\delta(L)=d(L)^{2} /$ $[V(L)]^{2 / n}$ denote the coding gain of $L$. The coding gain is also known as Hermite's parameter in the number theory literature.

For $\gamma \geq 1$, define the functions

$$
\begin{aligned}
& \mathcal{T}_{1}(\gamma)=\inf \{\mathcal{S}(L) \mid \delta(L) \geq \gamma \text { and } L \in \mathcal{L}\}, \\
& \mathcal{T}_{2}(\gamma)=\inf \{\mathcal{B}(L) \mid \delta(L) \geq \gamma \text { and } L \in \mathcal{L}\},
\end{aligned}
$$

which are referred to as the state trellis complexity and the branch trellis complexity functions, respectively, [5].

Forney conjectured that $\mathcal{S}\left(L_{n}\right)$ grows at least exponentially in $\gamma_{n}$, where $L_{n}$ is the densest (rational) lattice in dimension $n$ and $\gamma_{n}$ is the coding gain of $L_{n}$. He has also conjectured that the complexity functions grow at least exponentially in $\gamma$ [4].

Here an explicit lower bound relating the trellis complexity of a lattice $L$, its gain, and its dimension is derived. This inequality will imply Forney's conjecture for any chain of densest lattices in $\mathbb{R}^{n}$, as well as any chain of lattices with relatively

[^47]high effective coding gain per dimension, a parameter that will be defined. It should be clear that a proof of the first conjecture gives supporting ground for the second conjecture.
2. Preliminaries. Using the notation of Forney [3], let the normalized density length profile (DLP) of an $n$-dimensional lattice $L$ be the sequence $\mathbf{k}^{\prime}(L)$ whose $i$ th component $k_{i}^{\prime}(L)$ is the maximum normalized log density
$$
k^{\prime}\left(L_{i}\right)=-\log V\left(L_{i}\right)+(i / n) \log V(L)
$$
of any $i$-dimensional cross section $L_{i}, 1 \leq i \leq n$, where $\log$ denotes the natural logarithm function. The normalized inverse DLP of $L$ is defined to be the sequence $\tilde{\mathbf{k}}^{\prime}(L)$ whose $i$ th component $\tilde{k}_{i}^{\prime}(L)$ is the minimum $\log$ density $-\log V\left(P_{i}(L)\right)+(i /$ $n) \log V(L)$ of any $i$-dimensional projection $P_{i}(L)$ of $L$.

The following lemmas are due to Forney.
Lemma 2.1. For any lattice $L$ and for any $1 \leq i \leq n$,

$$
\begin{equation*}
-k_{n-i}^{\prime}(L)=\tilde{k}_{i}^{\prime}(L) \tag{1}
\end{equation*}
$$

Lemma 2.2. For any lattice $L$ of dimension $n$ and for $1 \leq i \leq n$,

$$
\begin{equation*}
k_{i}^{\prime}(L) \leq(i / 2) \log \left(\gamma_{i} / \delta(L)\right), \tag{2}
\end{equation*}
$$

where $\gamma_{i}$ is the coding gain of the densest lattice in dimension $i$. ( $\gamma_{i}$ is sometimes referred to as "the Hermite's constant in dimension $i$ " in the number theory literature.)

If $L$ is a lattice in $\mathcal{L}$, given an arbitrary trellis $\Gamma$ for $L$, let $\mathbf{s}(\Gamma)$ denote a vector whose $i$ th component $s_{i}(\Gamma), 0 \leq i \leq n$ is the number of states in level $i$ of $\Gamma$. The following lemma is proved in [3].

Lemma 2.3. For any lattice $L \in \mathcal{L}$ and any trellis diagram $\Gamma$ for $L$,

$$
\begin{equation*}
\mathbf{s}(\Gamma) \geq \exp \left(\tilde{\mathbf{k}}^{\prime}(L)-\mathbf{k}^{\prime}(L)\right) \tag{3}
\end{equation*}
$$

The following result is from [1] and is a combination of the Minkowski-Hlawka lower bound and the Kabatiansky-Levenshtein upper bound.

Lemma 2.4. For $n$ large, the coding gain $\gamma_{n}$ of the densest lattice packing in $\mathbb{R}^{n}$ satisfies the inequality

$$
\begin{equation*}
n / 2 \pi e \leq \gamma_{n} \leq 1.744 n / 2 \pi e \tag{4}
\end{equation*}
$$

3. The main results. The main results are presented by a sequence of lemmas.

Lemma 3.1. Let $L \in \mathcal{L}$. Let $\Gamma$ be a trellis diagram for $L$. For any $i$ satisfying $1 \leq i \leq n-1$, we have

$$
\begin{equation*}
s_{i}(\Gamma)+s_{n-i}(\Gamma) \geq 2 \exp \left(-k_{i}^{\prime}(L)\right) \exp \left(-k_{n-i}^{\prime}(L)\right) \tag{5}
\end{equation*}
$$

Proof. By Lemma 2.1, $-k_{n-i}^{\prime}(L)=\tilde{k}_{i}^{\prime}(L)$ and $-k_{i}^{\prime}(L)=\tilde{k}_{n-i}^{\prime}(L)$. Using these relations in Lemma 2.3 yields

$$
\begin{array}{r}
s_{i}(\Gamma) \geq \exp \left(\tilde{k}_{i}^{\prime}(L)-k_{i}^{\prime}(L)\right)=\exp \left(-k_{n-i}^{\prime}(L)-k_{i}^{\prime}(L)\right), \\
s_{n-i}(\Gamma) \geq \exp \left(\tilde{k}_{n-i}^{\prime}(L)-k_{n-i}^{\prime}(L)\right)=\exp \left(-k_{i}^{\prime}(L)-k_{n-i}^{\prime}(L)\right), \tag{7}
\end{array}
$$

and the result follows by adding the inequalities.

Lemma 3.2. Given $0<\epsilon<0.2$, there exists $l$ sufficiently large such that for any $L \in \mathcal{L}$ of dimension $n>l$,

$$
\begin{equation*}
\mathcal{S}(L)>2[M(L)]^{n / 2} \int_{\epsilon}^{\frac{1}{2}-\epsilon} \exp \left(\frac{n H_{e}(x)}{2}\right) d x \tag{8}
\end{equation*}
$$

where $M(L)=2 \pi e \delta(L) /(1.744 n)$, and

$$
\begin{equation*}
H_{e}(x)=-x \log x-(1-x) \log (1-x) \tag{9}
\end{equation*}
$$

is the natural binary entropy function.
Proof. Given $0<\epsilon<0.2$, we choose $m$ such that (4) holds for all $n \geq m$. Let $n \geq m / \epsilon$ and $j=\lceil\epsilon n\rceil$. It follows immediately from (5) that

$$
\begin{equation*}
\sum_{i=1}^{n} s_{j}(\Gamma) \geq \sum_{i=j}^{n-j} s_{j}(\Gamma) \geq 2 \sum_{i=j}^{\lfloor n / 2\rfloor} \exp \left(-k_{i}^{\prime}(L)\right) \exp \left(-k_{n-i}^{\prime}(L)\right) \tag{10}
\end{equation*}
$$

where $\Gamma$ is an arbitrary trellis of $L$.
It follows from (2) that

$$
\begin{equation*}
\sum_{i=j}^{\lfloor n / 2\rfloor} \exp \left(-k_{i}^{\prime}(L)\right) \exp \left(-k_{n-i}^{\prime}(L)\right) \geq \sum_{i=j}^{\lfloor n / 2\rfloor}\left(\delta(L) / \gamma_{i}\right)^{i / 2}\left(\delta(L) / \gamma_{n-i}\right)^{(n-i) / 2} \tag{11}
\end{equation*}
$$

where $\gamma_{i}$ is the maximum density of lattice packings in dimension $i$. By (4) and the assumption on $m$, it follows that $\gamma_{i} \leq i(1.744 / 2 \pi e)$ for all $j \leq i \leq(n-j)$, and hence the right side of (11) is

$$
\begin{equation*}
\geq \sum_{i=j}^{\lfloor n / 2\rfloor}(2 \pi e \delta(L) / 1.744 i)^{i / 2}(2 \pi e \delta(L) / 1.744(n-i))^{(n-i) / 2} . \tag{12}
\end{equation*}
$$

For any lattice $L$, define $M(L)=2 \pi e \delta(L) /(1.744 \operatorname{dim} L)$. Thus $M(L)$ is a measure of comparison between the coding gain of $L$ with that given by the upper bound in (4) and is called the effective gain per dimension of $L$ throughout this work. It now follows from the above that

$$
\begin{equation*}
\sum_{i=j}^{\lfloor n / 2\rfloor} \exp \left(-k_{i}^{\prime}(L)\right) \exp \left(-k_{n-i}^{\prime}(L)\right) \geq[M(L)]^{n / 2} \sum_{i=j}^{\lfloor n / 2\rfloor} \exp \left((n / 2) H_{e}(i / n)\right) \tag{13}
\end{equation*}
$$

Clearly $\exp \left(n H_{e}(x) / 2\right)$ is an increasing positive function on $(0,0.5)$. Thus the area given by the curve $\exp \left(n H_{e}(x) / 2\right)$, lines $y=\epsilon, y=\lfloor n / 2\rfloor / n$, and the $x$-axis is less than that given by the left side of the inequality below; that is,

$$
(1 / n) \sum_{i=j}^{\lfloor n / 2\rfloor} \exp \left((n / 2) H_{e}(i / n)\right)>\int_{\epsilon}^{\frac{\lfloor n / 2\rfloor}{n}} \exp \left(\frac{n H_{e}(x)}{2}\right) d x .
$$

Since $\lfloor n / 2\rfloor / n \geq 0.5-1 / 2 n \geq 0.5-\epsilon$, it follows from the above inequality that

$$
\begin{equation*}
(1 / n) \sum_{i=j}^{\lfloor n / 2\rfloor} \exp \left(-k_{i}^{\prime}(L)-k_{n-i}^{\prime}(L)\right) \geq[M(L)]^{n / 2} \int_{\epsilon}^{\frac{1}{2}-\epsilon} \exp \left(\frac{n H_{e}(x)}{2}\right) d x . \tag{14}
\end{equation*}
$$

By (10) and (14),

$$
\begin{equation*}
\frac{s_{1}(\Gamma)+s_{2}(\Gamma)+\cdots+s_{n}(\Gamma)}{n} \geq 2[M(L)]^{n / 2} \int_{\epsilon}^{\frac{1}{2}-\epsilon} \exp \left(\frac{n H_{e}(x)}{2}\right) d x \tag{15}
\end{equation*}
$$

where $H_{e}(x)$ is given in (9). By taking the minimum of the left side over all the possible trellis diagrams of $L$, it follows that

$$
\begin{equation*}
\mathcal{S}(L) \geq 2[M(L)]^{n / 2} \int_{\epsilon}^{\frac{1}{2}-\epsilon} \exp \left(\frac{n H_{e}(x)}{2}\right) d x \tag{16}
\end{equation*}
$$

which gives the result.
Corollary 3.3. If $\left\{L_{n}, n=1,2, \ldots\right\}$ is a chain of rational lattices such that $\operatorname{dim} L_{n}=n$ and $\liminf _{n}\left\{M\left(L_{n}\right)\right\}>0.5$, then $\mathcal{S}\left(L_{n}\right)$ grows exponentially as a function of $\delta\left(L_{n}\right)$.

Proof. Let $\beta=\liminf _{n}\left\{M\left(L_{n}\right)\right\}$, and choose $\theta$ and $\nu$ such that $0.5<\theta<\nu<$ $\beta$. By the definition of liminf, then there exists $m$ such that $n \geq m$ implies that $M\left(L_{n}\right) \geq \nu$.

It is known that the entropy function $H_{e}(x)$ is one-to-one and thus invertible on $(0,0.5)$. Let $\zeta=\max \left(H_{e}^{-1}(-\log \theta), 0.3\right)$ and $\epsilon=(0.5-\zeta) / 2$; then $0<\epsilon<0.1$.

By the previous theorem, there exists $l \geq m$ sufficiently large such that for $n>l$, the inequality (8) holds with $L_{n}$ substituted for $L$. Since the function $\exp \left(n H_{e}(x) / 2\right)$ is increasing in the interval $(0,0.5)$, it follows that for $0.5-2 \epsilon<x<0.5-\epsilon$,

$$
\begin{equation*}
\exp \left(\frac{n H_{e}(x)}{2}\right) \geq \exp \left(\frac{n H_{e}(0.5-2 \epsilon)}{2}\right) \geq \exp \left(\frac{n H_{e}(\zeta)}{2}\right) \geq \theta^{-n / 2} \tag{17}
\end{equation*}
$$

Since $0<\epsilon<0.1$,

$$
\begin{aligned}
2\left[M\left(L_{n}\right)\right]^{n / 2} \int_{\epsilon}^{\frac{1}{2}-\epsilon} \exp \left(\frac{n H_{e}(x)}{2}\right) d x & \geq 2\left[M\left(L_{n}\right)\right]^{n / 2} \int_{0.5-2 \epsilon}^{0.5-\epsilon} \exp \left(\frac{n H_{e}(x)}{2}\right) d x \\
& \geq 2\left[M\left(L_{n}\right)\right]^{n / 2} \epsilon \theta^{-n / 2} \geq 2 \epsilon(\nu / \theta)^{n / 2}
\end{aligned}
$$

for all $n \geq l$. By (4) and (8), since $\delta\left(L_{n}\right) \leq \gamma_{n}$, the above implies that

$$
\begin{equation*}
\mathcal{S}\left(L_{n}\right) \geq(\nu / \theta)^{n / 2} \geq(\nu / \theta)^{\pi e \delta\left(L_{n}\right) / 1.744} \tag{18}
\end{equation*}
$$

Since $\nu / \theta>1$, the result follows.
Corollary 3.4. For $n=1,2,3, \ldots$, let $L_{n}$ denote a rational lattice achieving the maximum center density of lattice packings in dimension $n$. Let $\gamma_{n}$ denote the coding gain of $L_{n}$. Then $S\left(L_{n}\right)$ grows at least exponentially as a function of $\gamma_{n}$.

Remark. For an arbitrary dimension $n$, it is known that there exist rational lattices achieving the maximum possible center density of lattice packings in dimension $n$ [6].

Proof. By (4), it follows that $M\left(L_{n}\right) \geq 1 / 1.744>0.573$ for $n$ sufficiently large and thus $\liminf _{n}\left\{M\left(L_{n}\right)\right\} \geq 0.573$. Corollary 3.3 now gives the result.
4. Comments. Since $\mathcal{B}(L) \geq \mathcal{S}(L)$ for an arbitrary lattice, it follows that Corollary 3.3 is valid with $\mathcal{B}$ replacing $\mathcal{S}$. It may seem from (8) that in terms of the complexity of achieving a certain gain, lattices with lower effective gain per dimension are more promising. However, Tarokh [5] proves that even lattices of low effective gain
per dimension are not good when considering the best trade-off between the coding gain and trellis decoding complexity.
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#### Abstract

A present trend in the study of the symmetric traveling salesman polytope is to use, as a relaxation of the polytope, the graphical traveling salesman polyhedron (GTSP). Following a parallel approach for the asymmetric traveling salesman polytope, we define the graphical asymmetric traveling salesman problem on a general digraph $D$ and its associated polyhedron GATSP $(D)$. We give basic polyhedral results and lifting theorems for $\operatorname{GATSP}(D)$ and we give a general condition for a facet-defining inequality for GTSP to yield a symmetric facet-defining inequality for GATSP. Using this approach we show that all known major families of facet-defining inequalities of GTSP define facets of GATSP. Finally, we discuss possible extension of these results to the asymmetric traveling salesman polytope.
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1. Introduction. Let $D=(V, A)$ be a directed graph. We denote by $a=$ $(u, v)$ the arc of $A$ having tail $u$ and head $v$. For every nonempty proper subset $W$ of $V$, we denote by $\delta_{D}^{+}(W)$ and $\delta_{D}^{-}(W)$ the sets of arcs defined by $\delta_{D}^{+}(W)=$ $\{(u, v) \mid u \in W, v \notin W\}$ and $\delta_{D}^{-}(W)=\{(u, v) \mid v \in W, u \notin W\}$, respectively. When $W$ is a singleton node $\{w\}$, we simply write $\delta_{D}^{+}(w)$ and $\delta_{D}^{-}(w)$. Let $\mathbb{R}^{A}$ be the space of all real vectors whose components are indexed by $A$. For $x$ in $\mathbb{R}^{A}$ we denote by $x_{a}$ (or $x(u, v)$ ) the component of $x$ indexed by $a=(u, v)$; for $J \subseteq A$ we denote by $x(J)$ the sum $\sum_{a \in J} x_{a}$.

A family of arcs of $D$ is a collection $F$ of elements of $A$. Several copies of the same element of $A$ may appear in the collection. For every element $a$ of $A$, we call multiplicity of $a$ in $F$ the number of times $a$ appears in $F$. A set of arcs of $A$ is a family where every element has multiplicity 1 . With every family $F$ of arcs of $D$ we associate a unique incidence vector $\chi^{F} \in \mathbb{R}^{A}$ by setting $\chi_{a}^{F}$ equal to the multiplicity of $a$ in $F$ for every $a \in A$. Let $F_{1}$ and $F_{2}$ be two families of arcs of $D$. We denote by $F_{1}+F_{2}, F_{1}-F_{2}$, and $k F_{1}$ the families having incidence vectors $\chi^{F_{1}}+\chi^{F_{2}}, \chi^{F_{1}}-\chi^{F_{2}}$, and $k \chi^{F_{1}}$, respectively.

Let $F$ be a family of arcs of $D$. By $D^{1}[F]$ we denote the support digraph of $F$, i.e., the subgraph obtained from $D$ by removing the arcs not contained in $F$. By $D[F]$ we denote the directed multigraph obtained by replicating every arc $a$ as many times as the multiplicity of $a$ in $F$.

Let $G=(V, W)$ be an undirected graph. We denote by $e=[u, v]$ the edge of $E$ with endpoints $u$ and $v$, and for $x \in \mathbb{R}^{E}$ we denote by $x_{e}$ (or $x[u, v]$ ) the component of $x$ indexed by $e$. For every nonempty proper subset $W$ of $V$, we denote by $\delta_{G}(W)$ the set of edges defined by $\delta_{G}(W)=\{[u, v] \mid u \in W, v \notin W\}$, and if $W$ is a singleton node $\{w\}$ we simply write $\delta_{G}(w)$. All the above definitions and notation on the families of

[^48]arcs apply also to the families of edges when the directed graph $D$ and its arc set $A$ are replaced with the undirected graph $G$ and its edge set $E$, respectively.

A tour of $D$ is a family $T$ of arcs of $D$ such that
(a) $\left|\delta_{D[T]}^{+}(u)\right|=\left|\delta_{D[T]}^{-}(u)\right|$ for all $u$ in $V$;
(b) $D[T]$ is connected.

An undirected tour of $G$ is a family $\Theta$ of edges of $G$ such that
( $\left.\mathrm{a}^{\prime}\right)\left|\delta_{G[\Theta]}(u)\right|$ is even for all $u$ in $V$;
( $\left.\mathrm{b}^{\prime}\right) G[\Theta]$ is connected.
In the following we use a roman or a Greek letter to denote a tour or an undirected tour, respectively. For the sake of simplicity we use the term "tour" also in the undirected case, every time this does not generate any ambiguity.

A tour $T$ is minimal if no proper subfamily of $T$ is a tour, i.e., if the removal of any directed cycle from $D[T]$ produces a disconnected multigraph. A tour of $D$ is extremal if its incidence vector is not a convex combination of other tours of $D$. An extremal tour is minimal, but the converse is not necessarily true (see $\S 2$ ). An equality tour $T$ for an inequality $c x \geq c_{0}$ of $\mathbb{R}^{A}$ is a tour with $c \chi^{T}=c_{0}$. The sets of all tours and of all extremal tours of $D$ are denoted by $\mathcal{T}_{D}^{*}$ and $\mathcal{I}_{D}$, respectively.

The definitions and notations of the previous paragraph apply, mutatis mutandis, to the undirected tours.

Given arc weights $w_{a} \in \mathbb{R}$, the graphical asymmetric traveling salesman problem (gatsp) is to find a minimum weight tour in $\mathcal{T}_{D}^{*}$. The graphical asymmetric traveling salesman polyhedron associated with $D(\operatorname{GATSP}(D))$ is the convex hull of the incidence vectors of the elements of $\mathcal{T}_{D}^{*}$; i.e.,

$$
\operatorname{GATSP}(D)=\operatorname{conv}\left\{\chi^{T} \mid T \in \mathcal{T}_{D}^{*}\right\}
$$

A directed Hamiltonian cycle of $D$ is a tour $H$ with $\left|\delta_{D[H]}^{+}(u)\right|=1$ for every $u$ in $V$. Given a complete directed graph $D_{n}$, the asymmetric traveling salesman problem (atsp) is to find a minimum weight Hamiltonian cycle in $D_{n}$. We denote by $\mathcal{H}_{n}$ the set of all directed Hamiltonian cycles of $D_{n}$. The asymmetric traveling salesman polytope associated with $D_{n}(\operatorname{ATSP}(n))$ is the convex hull of the incidence vectors of the elements of $\mathcal{H}_{n}$; i.e.,

$$
\operatorname{ATSP}(n)=\operatorname{conv}\left\{\chi^{H} \mid H \in \mathcal{H}_{n}\right\}
$$

For a directed graph $G$, with edge weights $w_{e} \in \mathbb{R}$, the graphical traveling salesman problem (gtsp) and the graphical traveling salesman polyhedron associated with $G$ $(\operatorname{GTSP}(G))$ are defined similarly.

We refer to [3] and [4] for the necessary background in polyhedral theory and for a survey on the polyhedral aspects of the traveling salesman problem.

The counterpart of gatsp for undirected graphs ( $g t s p$ ) has been studied in [1], [2], [6], and [7]. To the best of our knowledge gatsp has not been investigated yet. The advantages in studying gatsp as a relaxation to atsp are the same as those mentioned in [1] and [2] for gtsp. In particular,
(a) if the objective function coefficients satisfy the triangular inequality (like in most of the real-world applications), gatsp has a directed Hamiltonian cycle among the optimal solutions and so atsp can be solved as a gatsp;
(b) in some applications the requirement that a tour visit a node only once may not be necessary and so gatsp may be a more appropriate formulation for the problem;
(c) gatsp is defined for general (even not Hamiltonian) graphs, and for these graphs it is not necessary to add artificial arcs, as for the case when to formulate the problem atsp is used instead;
(d) several facets of GATSP are defined for very sparse graphs and the coefficients of the missing edges can be computed by a sequential lifting procedure; often these coefficients can be given in closed form (see Remark 3.1);
(e) it is often possible to extend results on the polyhedral structure of GATSP to obtain results on ATSP, like has been done for the undirected case (see [8] and [5]);
(f) several results on the polyhedral structure of GTSP can be extended to GATSP (see §3). An unnecessary duplication of work can be saved in this way in the proofs.

In $\S 2$ we give general results on GATSP, we define its basic facet-defining inequalities and give some general lifting theorems. In $\S 3$ we give conditions under which a facet-defining inequality for GTSP yields a facet-defining inequality for GATSP. We use these conditions to show that several families of symmetric inequalities define facets of GATSP. In $\S 4$ we discuss possible extensions of the results of $\S 3$ to ATSP and we show some pathological cases of facet-defining inequalities for GATSP that do not define facets of ATSP.
2. Basic properties of $\operatorname{GATSP}(D)$. It is straightforward to see that $\operatorname{GATSP}(D)$ is nonempty if and only if $D$ is strongly connected.

For every tour $T$ of $D, \chi^{T}\left(\delta_{D[T]}^{+}(u)\right)-\chi^{T}\left(\delta_{D[T]}^{-}(u)\right)=0$ for all $u$ in $V$, and $\chi^{T}\left(\delta_{D[T]}^{+}(W)\right)+\chi^{T}\left(\delta_{D[T]}^{-}(W)\right) \geq 2$ for every nonempty proper subset $W$ of $V$. It follows that $\operatorname{GATSP}(D) \subseteq\left\{x \in \mathbb{R}^{A} \mid F_{D} x=0\right\}$, where $F_{D}$ is the node-arc incidence matrix of $D$. Hence $\operatorname{GATSP}(D)$ is not a full-dimensional polyhedron.

Theorem 2.1. If $D$ is strongly connected, the dimension of $\operatorname{GATSP}(D)$ is $|A|-$ $|V|+1$.

Proof. Assume that $\operatorname{GATSP}(D)$ is nonempty and that the incidence vectors of all tours of $D$ satisfy $\pi x=\pi_{0}$. Let $T$ be a minimal tour of $D$ and let $D^{1}[T]$ be its associated support subgraph of $D$. Let $C$ be a directed cycle of $D^{1}[T]$. By minimality of $T$ there is an arc $\bar{a} \in C$ with multiplicity 1 in $T$. By adding a linear combination of the equations $F_{D} x=0$ to $\pi x=\pi_{0}$ we can obtain a new equation $\pi^{\prime} x=\pi_{0}$, satisfied by the incidence vector of all tours of $D$, with $\pi_{a}^{\prime}=0$ for $a \in C-\{\bar{a}\}$. Consider the tour $T+C$. Its incidence vector satisfies $\pi^{\prime} x=\pi_{0}$; thus $\pi_{\bar{a}}^{\prime}=0$. If $f$ is a chord of $C$, there is a directed cycle $C_{f}$ of $D^{1}[T]$ containing $f$ and only edges of $C$ and the incidence vector of $T+C_{f}$ satisfies $\pi^{\prime} x=\pi_{0}$; thus $\pi_{f}^{\prime}=0$. Now we shrink the nodes of $C$ into a single node and remove all loops from the resulting shrunk graph. We iteratively repeat this process to the shrunk graph until it is reduced to a single node. At this point we have produced an equation $\pi^{\prime \prime} x=\pi_{0}$ as a linear combination of $\pi x=\pi_{0}$ and of the equations $F_{D} x=0$ by imposing that $\pi_{a}^{\prime \prime}=0$ for every arc $a$ belonging to a spanning tree of $D^{1}[T]$, which has $\pi_{a}^{\prime \prime}=0$ for every arc $a$ in $D^{1}[T]$. Let $f$ be any arc of $D$ which is not in $D^{1}[T]$. There exists a directed cycle $C_{f}$ containing $f$ and only arcs of $D^{1}[T]$. The incidence vector of $T+C_{f}$ satisfies $\pi^{\prime \prime} x=\pi_{0}$; thus $\pi_{f}^{\prime \prime}=0$. This shows that the equation $\pi x=\pi_{0}$ is a linear combination of the flow equations and since the rank of $F_{D}$ is $|V|-1$, the theorem follows.

Since GATSP is not full dimensional, two inequalities, $\pi^{\prime} x \geq \pi_{0}^{\prime}$ and $\pi^{\prime \prime} x \geq \pi_{0}^{\prime \prime}$, are equivalent, i.e., define the same facet of the polyhedron, if and only if there exist $\xi>0$ and $\lambda \in \mathbb{R}^{V^{\prime}}$ such that $\pi^{\prime}=\xi \pi^{\prime \prime}+\lambda F_{D}^{\prime}$ and $\pi_{0}^{\prime}=\xi \pi_{0}^{\prime \prime}$. Here $V^{\prime}$ denotes the node set $V-\{\bar{v}\}$ for some $\bar{v} \in V$, and $F_{D}^{\prime}$ denotes the submatrix of $F_{D}$ obtained by taking the rows corresponding to $V^{\prime}$. Consequently, recognizing when two facet-defining
inequalities for GATSP are equivalent is not as easy as in the case of a full-dimensional polyhedron. To overcome this problem we use the following definition of standard form for an inequality.

A facet-defining inequality for GATSP, $\pi x \geq \pi_{0}$ is in standard form if $F_{D} \pi=0$. It follows that two inequalities in standard form defining facets of GATSP are equivalent if and only if one is obtained by multiplying the other by a nonzero number. For a complete digraph, any facet-defining inequality $\pi x \geq \pi_{0}$ has an equivalent inequality $\left(\pi+\lambda F_{D_{n}}^{\prime}\right) x \geq \pi_{0}$ in standard form, where the vector $\lambda$ is defined by

$$
\lambda_{v}=\frac{1}{2 n} \sum_{u \neq v}(\pi(v, u)-\pi(u, v))-\frac{1}{2 n} \sum_{u \neq \bar{v}}(\pi(\bar{v}, u)-\pi(u, \bar{v})) \quad \text { for } v \in V^{\prime}
$$

A facet-defining inequality $\pi x \geq \pi_{0}$ for $\operatorname{GATSP}\left(D_{n}\right)$ is said to be symmetric if

$$
\begin{equation*}
\pi(u, v)=\pi(v, u) \quad \text { for every }(u, v) \in A \tag{2.1}
\end{equation*}
$$

Observe that a symmetric inequality is always in standard form. It follows that to verify whether or not an inequality is equivalent to a symmetric one, it is sufficient to check if an inequality in standard form, equivalent to it, satisfies (2.1). A facetdefining inequality for $\operatorname{GATSP}\left(D_{n}\right)$ is called asymmetric if any inequality in standard form equivalent to it does not satisfy (2.1).

In order to study the facets of a polyhedron it is interesting to know the dimension of the convex hull of its extreme points. If this dimension coincides with the dimension of the polyhedron, several facets (those that really matter in a polyhedral cuttingplane algorithm) are the convex hull of extreme points of the polyhedron. Otherwise, to describe any facet of the polyhedron, except at most one, some extreme rays have to be considered.

It is difficult to characterize the extreme points of $\operatorname{GATSP}(D)$ for a general digraph $D$. Every extreme tour has to be minimal, but the converse does not hold. See, for example, Figure 2.1 (a), where a minimal tour that can be expressed as a convex combination of the tours of the Figures 2.1 (b) and (c) is shown.


Fig. 2.1.
Also, the dimension of the convex hull of the extreme points of $\operatorname{GATSP}(D)$ seems hard to identify in general. As an example, consider the graphs $D_{a}$ and $D_{b}$ of Figure 2.2 , which differ only by one arc. The dimension is zero for $D_{b}$ and 2 for $D_{a}$.


Fig. 2.2.
When $D$ is a bidirected graph (that is, $(u, v)$ in $A$ implies $(v, u)$ in $A$ ), the dimension depends upon the number of bridges. A bridge is a pair $(u, v),(v, u)$ whose removal disconnects $D$. In the following we study facet-defining inequalities of $\operatorname{GATSP}(D)$, where $D$ has a suitable bidirected graph as a subgraph, and so the case of a bidirected graph is of particular interest for us.

Theorem 2.2. If $D$ is bidirected and has $k$ bridges, the convex hull of the extreme points of $\operatorname{GATSP}(D)$ has dimension $|A|-|V|-k+1$.

Proof. The proof is similar to the one given in [1] for GTSP and is therefore omitted.

The integer points of the polyhedron defined by

$$
\begin{align*}
& F_{D} x=0  \tag{2.2}\\
& x\left(\delta_{D}^{+}(W)\right)+x\left(\delta_{D}^{-}(W)\right) \geq 2 \quad \text { for all } \emptyset \neq W \subset V  \tag{2.3}\\
& x \geq 0 \tag{2.4}
\end{align*}
$$

are the incidence vectors of all tours of $D$. We call (2.2) the flow equations, (2.3) the cut inequalities, and (2.4) the trivial inequalities. Observe that while in the directed case (2.2), (2.3), and (2.4) provide an integer linear programming formulation of gatsp, for the undirected case the condition that every node has an even degree in every tour cannot be stated in a similar simple way.

Theorem 2.3. For $a \in A$ the trivial inequality $x_{a} \geq 0$ is facet defining for $\operatorname{GATSP}(D)$ if and only if the subgraph of $D$ obtained by deleting the arc a is strongly connected.

Proof. Since we assume that $\operatorname{GATSP}(D)$ is not empty then $D$ is strongly connected. If $D-\{a\}$ is not strongly connected then $x_{a} \geq 1$ is valid for every tour of $D$, and so $x_{a} \geq 0$ is not even supporting for $\operatorname{GATSP}(D)$. If $D-\{a\}$ is strongly connected then by Theorem 2.1 there are $|A|-|V|+1$ affinely independent tours of the digraph $D-\{a\}$ which are also tours of $D$ satisfying $x_{a}=0$. Consequently, $x_{a} \geq 0$ is facet defining for $\operatorname{GATSP}(D)$.

Theorem 2.4. For $\emptyset \neq W \subset V$, the cut inequality $x\left(\delta_{D}^{+}(W)\right)+x\left(\delta_{D}^{-}(W)\right) \geq 2$ is facet defining for $\operatorname{GATSP}(D)$ if and only if both the subgraphs of $D$ induced by $W$ and by $V-W$, respectively, are strongly connected.

Proof. Since we assume that $\operatorname{GATSP}(D)$ is not empty, $D$ is strongly connected and both the arc sets $x\left(\delta_{D}^{+}(W)\right)$ and $x\left(\delta_{D}^{-}(W)\right)$ are not empty. Assume that the subgraph of $D$ induced by $W$ is not strongly connected. Then $\delta_{D}^{+}\left(W^{\prime}\right) \subset \delta_{D}^{+}(W)$ for some $\emptyset \neq W^{\prime} \subset W$, and so the inequality

$$
\begin{equation*}
x\left(\delta_{D}^{+}(W)\right)+x\left(\delta_{D}^{-}(W)\right) \geq 2 \tag{2.5}
\end{equation*}
$$

is dominated by $x\left(\delta_{D}^{+}\left(W^{\prime}\right)\right)+x\left(\delta_{D}^{-}(W)\right) \geq 2$ and cannot be facet defining. Now assume that both the subgraphs of $D$ induced by $W$ and $V-W$, respectively, are strongly connected. Let $A^{W}$ and $A^{\bar{W}}$ be the arc sets of the subgraphs of $D$ induced by $W$ and $V-W$, respectively. By hypothesis these two subgraphs have two sets $\mathcal{T}^{W}$ and $\mathcal{T} \overline{\bar{W}}$, respectively, of affinely independent tours with $\left|\mathcal{T}^{W}\right|=\left|A^{W}\right|-|W|+2$ and $\left|\mathcal{T}^{\bar{W}}\right|=\left|A^{\bar{W}}\right|-|V-W|+2$. Let $a^{+} \in \delta^{+}(W), a^{-} \in \delta^{-}(W), T^{W} \in \mathcal{T}^{W}$, and $T^{\bar{W}} \in \mathcal{T}^{\bar{W}}$. For $a \in \delta^{+}(W)$ denote by $C_{a}^{+}$a directed cycle containing the $\operatorname{arcs} a, a^{-}$, and only arcs in the sets $A^{W}$ and $A^{\bar{W}}$. Analogously, for $a \in \delta^{-}(W)$ denote by $C_{a}^{-}$a directed cycle containing the $\operatorname{arcs} a, a^{+}$, and only arcs in the sets $A^{W}$ and $A^{\bar{W}}$. The set

$$
\begin{aligned}
& \left\{T^{W}+T^{\bar{W}}+C_{a}^{+} \mid a \in \delta^{+}(W)\right\} \\
& \cup\left\{T^{W}+T^{\bar{W}}+C_{a}^{-} \mid a \in \delta^{-}(W)-\left\{a^{-}\right\}\right\} \\
& \cup\left\{T^{W}+C_{a^{-}}^{-}+T \mid T \in \mathcal{T}^{\bar{W}}\right\} \\
& \cup\left\{T^{\bar{W}}+C_{a^{-}}^{-}+T \mid T \in \mathcal{T}^{W}\right\}
\end{aligned}
$$

contains $|A|-|V|+1$ affinely independent tours of $D$ satisfying (2.5) with equality. The result thus follows.

An inequality $\pi x \geq \pi_{0}$ in $\mathbb{R}^{A}$ satisfies the shortest path condition if for every $(u, v)$ in $A$ and for every directed path $P_{u v}$ connecting $u$ to $v, \pi(u, v) \leq \pi\left(P_{u v}\right)$.

Proposition 2.5. A facet-defining inequality for $\operatorname{GATSP}(D)$ either is a trivial inequality or satisfies the shortest path condition.

Proof. Let $\pi x \geq \pi_{0}$ be a facet-defining inequality for $\operatorname{GATSP}(D)$ that does not satisfy the shortest path condition. Therefore, there exists $(u, v)$ such that $\pi(u, v)>$ $\pi\left(P_{u v}\right)$. No equality tour for the inequality can contain $(u, v)$ : if there was such a tour $T$ then the tour $T-(u, v)+P_{u v}$ would violate the inequality. Consequently all equality tours satisfy the trivial inequality $x(u, v) \geq 0$ with equality, and so $\pi x \geq \pi_{0}$ is equivalent to $x(u, v) \geq 0$.

Proposition 2.6. Let $\pi x \geq \pi_{0}$ be a valid inequality for $\operatorname{GATSP}(D)$. Then $\pi(C) \geq 0$ for every directed cycle $C$ of $D$.

Proof. Let $T$ be a tour of $D$. If $C$ is a directed cycle with $\pi(C)<0$ then the tour $T+k C$, for $k$ sufficiently large, violates $\pi x \geq \pi_{0}$.

The next two lemmas give liftings for facets of $\operatorname{GATSP}(D)$.
Lemma 2.7. Let $\pi^{*} x^{*} \geq \pi_{0}$ be a valid inequality for $\operatorname{GATSP}\left(D^{*}\right)$ such that $D^{*}$ has a directed cycle $C$ with a chord $\bar{a}=(u, v)$ and $\pi^{*}(C)=0$. Form $D$ from $D^{*}$ by deleting $\bar{a}$. The inequality $\pi^{*} x^{*} \geq \pi_{0}$ is facet defining for $\operatorname{GATSP}\left(D^{*}\right)$ if it satisfies the shortest path property and $\pi x \geq \pi_{0}$ is facet defining for $\operatorname{GATSP}(D)$, where $\pi$ is the restriction of $\pi^{*}$ to the arcs of $D$.

Proof. Let $P_{u v}$ and $P_{v u}$ be the directed paths contained in the directed cycle $C$ and connecting $u$ to $v$ and $v$ to $u$, respectively. The validity of $\pi^{*} x^{*} \geq \pi_{0}$ and Proposition 2.6 imply $\pi^{*}\left((u, v)+P_{v u}\right) \geq 0$. The shortest path property of $\pi^{*} x^{*} \geq \pi_{0}$ and the assumption that $\pi^{*}\left(P_{u v}+P_{v u}\right)=0$ imply $\pi^{*}\left((u, v)+P_{v u}\right) \leq 0$, and so we have $\pi^{*}\left((u, v)+P_{v u}\right)=0$. Since $\pi x \geq \pi_{0}$ is facet defining for $\operatorname{GATSP}(D)$, there exists a set $\mathcal{T}$ of $|A|-|V|+1$ affinely independent tours of $D$ that satisfy $\pi x \geq \pi_{0}$ with equality. Let $T$ be a tour of $\mathcal{T}$. The tours of $\mathcal{T}$ with the tour $T+P_{v u}+(u, v)$ are a set of $|A|-|V|+2$ affinely independent tours of $D^{*}$ that satisfy $\pi^{*} x^{*} \geq \pi_{0}$ with equality.

Lemma 2.8. Let $\pi^{*} x^{*} \geq \pi_{0}$ be a valid inequality for $\operatorname{GATSP}\left(D^{*}\right)$ such that $D^{*}=$ $\left(V^{*}, A^{*}\right)$ has a directed chordless cycle $C$ with $\pi_{a}^{*}=0$ for $a \in C$. Let $D_{C}^{*}$ be the graph
obtained from $D^{*}$ by contracting all arcs in $C$ and deleting all resulting parallel arcs. The inequality $\pi^{*} x^{*} \geq \pi_{0}$ is facet defining for $\operatorname{GATSP}\left(D^{*}\right)$ if it satisfies the shortest path property and $\pi x \geq \pi_{0}$ is facet defining for $\operatorname{GATSP}\left(D_{C}^{*}\right)$, where $\pi$ is the restriction of $\pi^{*}$ to the arcs of $D_{C}^{*}$.

Proof. Denote by $V^{C}$ the node set of the cycle $C$. Given two arcs $a_{1}=\left(w, v_{1}\right)$ and $a_{2}=\left(w, v_{2}\right)$ (or $a_{1}=\left(v_{1}, w\right)$ and $a_{2}=\left(v_{2}, w\right)$ ), where $w \notin V^{C}$, we say that they are relative if both $v_{1}$ and $v_{2}$ belong to $V^{C}$. Observe that two relative arcs of $A^{*}$ correspond to two parallel arcs of the graph obtained from $D^{*}$ by contracting all arcs of $C$. Let $A^{\prime}$ be a maximal subset of $A^{*}$ that does not contain relative arcs. There is a one-to-one correspondence between the arcs of the graph $D_{C}^{*}$ and the arcs in $A^{\prime}$.

Consider any valid inequality $\gamma^{*} x^{*} \geq \gamma_{0}$ for $\operatorname{GATSP}\left(D^{*}\right)$ such that

$$
\left\{x \in \operatorname{GATSP}\left(D^{*}\right) \mid \pi^{*} x^{*}=\pi_{0}\right\} \subseteq\left\{x^{*} \mid \gamma^{*} x^{*}=\gamma_{0}\right\}
$$

Let $\bar{a}$ be any arc of $C$ and $S$ be a spanning tree of $D^{*}$ with arcs in $A^{\prime}$ which contains all the arcs of $C$ except $\bar{a}$. Declare a node of $V^{*}$ as the root of $S$. Traverse $S$ in a breadth-first search (BFS) manner and use the flow equations $F_{D^{*}}=0$ for every node $u_{i}$ reached in the search to set $\gamma^{*}\left(u_{i}, u_{j}\right)=\pi^{*}\left(u_{i}, u_{j}\right)$, where $u_{i}$ and $u_{j}$ are in the parent-child relation in BFS and $\left(u_{i}, u_{j}\right)$ is an arc of $S$.

We say that a tour $T^{*}$ of $D^{*}$ is obtained by extending a tour $T$ of $D_{C}^{*}$ if it is obtained by taking the arcs of $A^{\prime}$ that correspond to the arcs of $T$ and by adding the arcs of $C$ that are necessary to complete a tour. Let $T^{*}$ be a tour obtained by extending an equality tour for $\pi x \geq \pi_{0}$. The tour $T^{*}$ is an equality tour for $\pi^{*} x^{*} \geq \pi_{0}$ and so is the tour $T^{*}+C$. It follows that $\gamma^{*}\left(T^{*}\right)=\gamma^{*}\left(T^{*}+C\right)$ and $\gamma_{\bar{a}}^{*}=0$.

Since $\pi x \geq \pi_{0}$ is facet defining for $\operatorname{GATSP}\left(D_{C}^{*}\right)$, the set of equality tours for $\pi^{*} x^{*} \geq \pi_{0}$ obtained by extending all the equality tours for $\pi x \geq \pi_{0}$ is sufficient to define the coefficients $\gamma_{a}^{*}$ for $a \in A^{\prime}$ up to a common positive multiple.

Let $\left(w, v_{1}\right)$ be an arc of $A^{*}-A^{\prime}$ and $\left(w, v_{2}\right)$ be its relative arc in $A^{\prime}$. For $u$ and $v$ in $V^{C}$ denote by $C_{u, v}$ the directed path having only arcs in $C$ that connects $u$ to $v$. From the shortest path property of $\pi^{*} x^{*} \geq \pi_{0}$ it follows that $\pi^{*}\left(\left(w, v_{1}\right)+C_{v_{1} v_{2}}\right) \geq$ $\pi^{*}\left(w, v_{2}\right)$ and $\pi^{*}\left(\left(w, v_{2}\right)+C_{v_{2} v_{1}}\right) \geq \pi^{*}\left(w, v_{1}\right)$, and so $\pi^{*}\left(w, v_{1}\right)=\pi^{*}\left(w, v_{2}\right)$. Let $T^{*}$ be an equality tour for $\pi^{*} x^{*} \geq \pi_{0}$ containing $\left(w, v_{2}\right)$ and only arcs in $A^{\prime}$. The tour $T^{*}-\left(w, v_{2}\right)+\left(w, v_{1}\right)+C_{v_{1} v_{2}}$ satisfies also $\pi^{*} x^{*} \geq \pi_{0}$ with equality, and so $\gamma^{*}\left(w, v_{1}\right)=\gamma^{*}\left(w, v_{2}\right)$. One proceeds analogously for an $\operatorname{arc}\left(v_{1}, w\right)$ in $A^{*}-A^{\prime}$.

Since the vector $\gamma^{*}$ is a multiple of $\pi^{*}$, the inequality $\pi^{*} x^{*} \geq \pi_{0}$ defines a facet of $\operatorname{GATSP}\left(D^{*}\right)$.

Note that every facet-defining inequality $\pi x \geq \pi_{0}$ with $\pi(C)=0$ can be converted to an equivalent inequality $\pi^{\prime} x \geq \pi_{0}$ (by adding to it a suitable linear combination of the flow equations) such that $\pi_{a}^{\prime}=0$ for all $a$ in $C$.

Let $\pi x \geq \pi_{0}$ be a facet-defining inequality for $\operatorname{GATSP}(D)$, with $D=(V, A)$. Let $D^{\prime}=\left(V^{\prime}, A^{\prime}\right)$ be a strongly connected digraph. Let $D^{*}=\left(V^{*}, A^{*}\right)$ be the digraph defined by

$$
\begin{aligned}
V^{*} & =V-\{\bar{v}\}+V^{\prime} \\
A^{*} & =A-\delta_{D}^{+}(\bar{v})-\delta_{D}^{-}(\bar{v})+A^{\prime}+\left\{(v, u) \mid(v, \bar{v}) \in A, u \in V_{v}^{-} \subseteq V^{\prime}\right\} \\
& +\left\{(u, v) \mid(\bar{v}, v) \in A, u \in V_{v}^{+} \subseteq V^{\prime}\right\}
\end{aligned}
$$

where $\bar{v}$ is a node of $V$ and $V_{v}^{-}$and $V_{v}^{+}$are arbitrary nonempty subsets of $V^{\prime}$ associated
with $v$ for $v \in V-\{\bar{v}\}$. The inequality $\pi^{*} x^{*} \geq \pi_{0}$ defined by

$$
\pi^{*}(u, v)= \begin{cases}\pi(u, v) & \text { for }(u, v) \in A-\delta_{D}^{+}(\bar{v})-\delta_{D}^{-}(\bar{v}), \\ 0 & \text { for }(u, v) \in A^{\prime} \\ \pi(u, \bar{v}) & \text { for }(u, v) \in \delta_{D^{*}}^{-}\left(V^{\prime}\right) \\ \pi(\bar{v}, v) & \text { for }(u, v) \in \delta_{D^{*}}^{+}\left(V^{\prime}\right)\end{cases}
$$

is said to be obtained from $\pi x \geq \pi_{0}$ by zero lifting of the node $\bar{v}$.
TheORem 2.9. If $\pi^{*} x^{*} \geq \pi_{0}$ is obtained by zero lifting of a facet-defining inequality $\pi x \geq \pi_{0}$ for $\operatorname{GATSP}(D)$, then $\pi^{*} x^{*} \geq \pi_{0}$ is facet defining for $\operatorname{GATSP}\left(D^{*}\right)$.

Proof. Every strongly connected digraph can be contracted to a single node by recursively deleting all the chords of a directed cycle and then contracting all edges of the cycle. Consequently, the theorem follows from Lemmas 2.7 and 2.8.

Due to Theorem 2.9, in the following we will restrict ourselves only to simple inequalities, i.e., to inequalities that cannot be obtained by zero lifting of other inequalities. Therefore, we will derive facet-defining inequalities for GATSP from simple facet-defining inequalities for GTSP.
3. Facets of GATSP from those of GTSP. Consider an undirected complete graph with $n$ nodes $K_{n}=\left(V_{n}, E_{n}\right)$ and the associated polyhedron $\operatorname{GTSP}\left(K_{n}\right)$. Cornuéjols, Fonlupt, and Naddef [1] and Naddef and Rinaldi [6], [7] have studied this polyhedron and given several families of facet-defining inequalities for it.

Assume that the inequality

$$
\begin{equation*}
\mu y \geq \mu_{0} \tag{3.1}
\end{equation*}
$$

is facet defining for $\operatorname{GTSP}\left(K_{n}\right)$. A subgraph $G=\left(V_{n}, E\right)$ of $K_{n}$ is said to be a skeleton for (3.1) if the restriction of (3.1) to $\mathbb{R}^{E}$ defines a facet of $\operatorname{GTSP}(G)$. The inequality (3.1) is said to be stable for the skeleton $G$ if for every edge $e \in E_{n}-E$ there exists an equality tour $\Theta_{e}$ for (3.1) containing $e$ and only edges in $E$. This is equivalent to saying that the sequential lifting coefficients of the edges in $E_{n}-E$ do not depend on the lifting sequence. (For a definition of sequential lifting see, e.g., [3].) From this definition it follows that if (3.1) is stable for the skeleton $G$, then for every graph $G^{\prime}=\left(V_{n}, E^{\prime}\right)$ with $E \subseteq E^{\prime}$, the restriction of (3.1) to $\mathbb{R}^{E^{\prime}}$ defines a facet of $\operatorname{GTSP}\left(G^{\prime}\right)$. The definitions of skeleton and of inequality stable for a skeleton apply, mutatis mutandis, also to the case of a directed graph.

Remark 3.1. All the facet-defining inequalities for $\operatorname{GTSP}\left(K_{n}\right)$ described in [1], [6], and [7] have the property that they are stable for a skeleton which is quite sparse. Using this nice property, it is possible to simplify the proofs that these inequalities define facets of the polyhedron. For the inequalities described in this section this property holds as well.

Let $G=\left(V_{n}, E\right)$ be a skeleton of (3.1) and let $D=\left(V_{n}, A\right)$ be the directed graph obtained from $G$ by replacing each edge $e=\left[u_{i}, u_{j}\right]$ by the pair of $\operatorname{arcs}\left(u_{i}, u_{j}\right)$ and $\left(u_{j}, u_{i}\right)$. Here we give a set of sufficient conditions under which a facet-defining inequality for $\operatorname{GTSP}(G)$ gives a facet-defining inequality with symmetric coefficients for $\operatorname{GATSP}(D)$.

Define the inequality

$$
\begin{equation*}
\pi x \geq \pi_{0} \tag{3.2}
\end{equation*}
$$

with $\pi\left(u_{i}, u_{j}\right)=\pi\left(u_{j}, u_{i}\right)=\mu_{e}$, where $e=\left[u_{i}, u_{j}\right]$ and $\pi_{0}=\mu_{0}$. For any tour $T$ of $D_{n}$ one can form an undirected tour $\Theta$ of $K_{n}$ where the multiplicity of any edge
$e=\left[u_{i}, u_{j}\right]$ in $\Theta$ is the sum of the multiplicity of the $\operatorname{arcs}\left(u_{i}, u_{j}\right)$ and $\left(u_{j}, u_{i}\right)$ in $T$. If $T$ violates (3.2) then $\Theta$ violates (3.1). Thus the inequality (3.2) is valid for $\operatorname{GATSP}\left(D_{n}\right)$.

Let $S$ be any spanning tree of $G$ with edges $E(S)$. Consider the set of arcs $S_{D}=\left\{\left(u_{i}, u_{j}\right),\left(u_{j}, u_{i}\right) \mid\left[u_{i}, u_{j}\right] \in E(S)\right\}$.

Theorem 3.1. If the equality tours for the inequality (3.1) satisfy the condition (3.3) stated below, then $D$ is a skeleton for the inequality (3.2). Moreover, if (3.1) is stable for $G$ so is (3.2) for $D$.

There exists a spanning tree $S$ of $G=\left(V_{n}, E\right)$ and an ordering of the edges in $E-E(S)$, say $\left\langle e_{1}, e_{2}, \ldots, e_{t}\right\rangle$ where $t=\mid E-$ $E(S) \mid$, such that for each edge $e_{i}$ there exists an equality tour $\Theta\left(e_{i}\right)$ for (3.1) with edges in $E$ and multiplicity of $e_{i}$ equal to one and a cycle $C\left(e_{i}\right)$ in $\Theta\left(e_{i}\right)$ that contains $e_{i}$ with $C\left(e_{i}\right) \subseteq$ $E(S) \cup\left\{e_{1}, e_{2}, \ldots, e_{i}\right\}$.

Proof. Let $\pi_{A}$ be the restriction of $\pi$ to $\mathbb{R}^{A}$. Consider any valid inequality $\gamma x \geq \gamma_{0}$ for $\operatorname{GATSP}(D)$ such that $\left\{x \in \operatorname{GATSP}(D) \mid \pi_{A} x=\pi_{0}\right\} \subseteq\left\{x \mid \gamma x=\gamma_{0}\right\}$.

In the same way as in the proof of Lemma 2.8 we can use the flow equations $F_{D} x=0$ to assume that

$$
\begin{equation*}
\gamma\left(u_{i}, u_{j}\right)=\gamma\left(u_{j}, u_{i}\right) \quad \text { for all }\left[u_{i}, u_{j}\right] \in S \tag{3.4}
\end{equation*}
$$

where $S$ is a spanning tree of $G$. Any tour $\Theta$ is an Eulerian graph and so can be converted to a directed tour $T$ by traveling the edges of $\Theta$ in some direction. If $\Theta$ is an equality tour for (3.1) with edges in $E$, then $T$ must be an equality tour for (3.2). Thus all equality tours for (3.1) with edges in $E$ can be converted to equality tours for (3.2).

First we show that if the coefficients in $\gamma$ are symmetric, i.e.,

$$
\begin{equation*}
\gamma\left(u_{i}, u_{j}\right)=\gamma\left(u_{j}, u_{i}\right) \quad \text { for all }\left[u_{i}, u_{j}\right] \in E, \tag{3.5}
\end{equation*}
$$

then the inequality (3.2) is facet defining for $\operatorname{GATSP}(D)$. The restriction of (3.1) to $\mathbb{R}^{E}$ is facet defining for $\operatorname{GTSP}(G)$; therefore we have a sufficient number of independent equality solutions to uniquely define the coefficients of $\mu$. Each of these tours when directed satisfies (3.2) at equality and the resulting incidence vectors are still independent. Let $B$ be the incidence matrix of these equality solutions. We have

$$
\begin{equation*}
B \gamma^{T}=\bar{\gamma}_{0} \tag{3.6}
\end{equation*}
$$

where $\bar{\gamma}_{0}$ is a vector with each entry equaling $\gamma_{0}$. If the condition (3.5) holds, then (3.5) and (3.6) uniquely define $\gamma$ to be a multiple of $\pi_{A}$, and so (3.2) defines a facet of $\operatorname{GATSP}(D)$.

Given the ordering of the edges in $E-E(S)$, assume that $e_{r}=\left[u_{i(r)}, u_{j(r)}\right]$. First consider the case $r=1$. By (3.3) there exists an equality tour $\Theta\left(e_{1}\right)$ for (3.1) with edges in $E$ and multiplicity of $e_{1}$ equal to one. One can direct the edges in $\Theta\left(e_{1}\right)$ to obtain the directed tour $T\left(e_{1}\right)$. Without loss of generality assume that $\left(u_{i(1)}, u_{j(1)}\right) \in T\left(e_{1}\right)$. From (3.3) there is a cycle $C\left(e_{1}\right)$ in $\Theta\left(e_{1}\right)$ such that $e_{1} \in C\left(e_{1}\right)$ and $C\left(e_{1}\right) \subseteq E(S)+\left\{e_{1}\right\}$. Let $C_{D}\left(e_{1}\right)$ be the corresponding directed cycle in the directed tour $T\left(e_{1}\right)$. Let $\bar{C}_{D}\left(e_{1}\right)$ be the directed cycle obtained by reversing every arc in $C_{D}\left(e_{1}\right)$; i.e., $\left(u_{i}, u_{j}\right) \in \bar{C}_{D}\left(e_{1}\right)$ if and only if $\left(u_{j}, u_{i}\right) \in C_{D}\left(e_{1}\right)$. Consider the tour
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$T\left(e_{1}\right)=T\left(e_{1}\right)+\bar{C}_{D}-C_{D}$. Since incidence vectors of both $T\left(e_{1}\right)$ and $\bar{T}\left(e_{1}\right)$ satisfy (3.2) at equality, we have

$$
\sum_{a \in C_{D}\left(e_{1}\right)} \gamma_{a}=\sum_{a \in \overline{C_{D}\left(e_{1}\right)}} \gamma_{a} .
$$

Using (3.4) and the facts that $C_{D}\left(e_{1}\right) \subseteq S_{D} \cup\left\{\left(u_{i(1)}, u_{j(1)}\right)\right\}$ and $\bar{C}_{D}\left(e_{1}\right) \subseteq$ $S_{D} \cup\left\{\left(u_{j(1)}, u_{i(1)}\right)\right\}$, we have

$$
\gamma\left(u_{i(1)}, u_{j(1)}\right)=\gamma\left(u_{j(1)}, u_{i(1)}\right)=\gamma_{e_{1}} .
$$

Continuing in the same manner for $r=2,3, \ldots, t$ we obtain

$$
\gamma\left(u_{i(r)}, u_{j(r)}\right)=\gamma\left(u_{j(r)}, u_{i(r)}\right)=\gamma_{e_{r}} \quad \text { for } 1 \leq r \leq t
$$

This proves that (3.5) holds and that $D$ is a skeleton for (3.2).
Let $\left(u_{i}, u_{j}\right)$ be an arc not contained in $A$. This implies that the edge $\left[u_{i}, u_{j}\right]$ is not contained in $E$. If (3.1) is stable for $G$ there exists an equality tour $\Theta$ for (3.1) containing $\left[u_{i}, u_{j}\right]$ and only edges in $E$. We can direct the edges of $\Theta$ to obtain a tour $T$ that contains the arc ( $u_{i}, u_{j}$ ) and only arcs of $D$. The tour $T$ satisfies (3.2) with equality, and so this inequality is stable for $D$.

Now we use the above result to prove that several families of facet-defining inequalities for GTSP give facet-defining inequalities for GATSP.
3.1. The $s$-path inequalities. We begin with the $k$-path configurations described in [1] for the undirected case. For any odd $k \geq 3$ and any $k$-tuple of positive integers $\left(n_{1}, \ldots, n_{k}\right)$, with $n_{i} \geq 2$ for $i \in\{1, \ldots, k\}$, let $P\left(n_{1}, \ldots, n_{k}\right)$ be the directed graph with node set

$$
V_{P}=\{Y, Z\} \cup\left\{u_{j}^{i} \mid i \in\{1, \ldots, k\} ; j \in\left\{1, \ldots, n_{i}\right\}\right\}
$$

and arc set

$$
A_{P}=\left\{\left(u_{j}^{i}, u_{j+1}^{i}\right),\left(u_{j+1}^{i}, u_{j}^{i}\right) \mid i \in\{1, \ldots, k\} ; j \in\left\{0, \ldots, n_{i}\right\}\right\} .
$$

We call $P\left(n_{1}, \ldots, n_{k}\right)$ a directed $k$-path configuration. For convenience, we label $u_{0}^{i}=$ $Y$ and $u_{n_{i}+1}^{i}=Z$. The arc set of a directed 3-path configuration $P(2,2,2)$ is shown in Figure 3.1.

Let $D=\left(V_{P}, A\right)$ be any graph that contains $P\left(n_{1}, \ldots, n_{k}\right)$ as a subgraph. An $s$-path inequality associated with $P\left(n_{1}, \ldots, n_{k}\right)$ is the inequality

$$
\begin{equation*}
c x \geq c_{0} \tag{3.1.1}
\end{equation*}
$$
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on $\mathbb{R}^{A}$, where $c$ and $c_{0}$ are defined as follows:

$$
\begin{gathered}
c_{0}=1+\sum_{i=1}^{k} \frac{n_{i}+1}{n_{i}-1} \\
c(Y, Z)=c(Z, Y)=1
\end{gathered}
$$

for $i \in\{1, \ldots, k\}, j, q \in\left\{0, \ldots, n_{i}+1\right\}$ with $0<|j-q|<n_{i}+1$,

$$
c\left(u_{j}^{i}, u_{q}^{i}\right)=\frac{|j-q|}{n_{i}-1} ;
$$

for $i, j \in\{1, \ldots, k\}, \quad i \neq r j \in\left\{1, \ldots, n_{i}\right\}, \quad q \in\left\{1, \ldots, n_{r}\right\}$,

$$
c\left(u_{j}^{i}, u_{q}^{r}\right)=\frac{1}{n_{i}-1}+\frac{1}{n_{r}-1}+\left|\frac{j-1}{n_{i}-1}-\frac{q-1}{n_{r}-1}\right| .
$$

Note that the coefficients of (3.1.1) described above are symmetric and identical to those described in [1] for the path inequality on the corresponding undirected graph $G=\left(V_{P}, E\right)$.

Theorem 3.1.1. The s-path inequality is facet defining for $\operatorname{GATSP}(D)$.
Proof. Let $G=(V, E(P))$ be an undirected $k$-path configuration, i.e., the undirected graph whose edge set is

$$
E(P)=\left\{\left[u_{j}^{i}, u_{j+1}^{i}\right] \mid i \in\{1, \ldots, k\} ; j \in\left\{0, \ldots, n_{i}\right\}\right\} .
$$

In [1] it is proven that the undirected path inequality is stable for the skeleton $G$. It is straightforward to apply Theorem 3.1, using the spanning tree $S$ with edge set (see Figure 3.2)

$$
\begin{aligned}
E(S) & =\left\{\left[u_{j}^{1}, u_{j+1}^{1}\right] \mid j \in\left\{0, \ldots, n_{1}\right\}\right\} \\
& +\left\{\left[u_{j}^{i}, u_{j+1}^{i}\right] \mid i \in\{2, \ldots, k\} ; j \in\left\{0, \ldots, n_{i}-1\right\}\right\}
\end{aligned}
$$

and an arbitrary order for the edges in $E(P)-E(S)$.
3.2. The $s$-wheelbarrow inequalities. Next we turn to the $k$-wheelbarrow configuration also discussed in [1] for the undirected case. For any odd integer $k \geq 3$ and $k$-tuple of positive integers $\left(n_{1}, n_{2}, \ldots, n_{k}\right)$ with $n_{i} \geq 2$ for $i \in\{1,2, \ldots, k\}$, we define a directed $k$-wheelbarrow configuration $W\left(n_{1}, \ldots, n_{k}\right)=\left(V_{W}, A_{W}\right)$ where the
node set $V_{W}$ is given by deleting the node $Z$ of the $k$-path configuration and arc set $A_{W}$ is given by

$$
\begin{aligned}
A_{W} & =A_{P}-\left\{\left(u_{n_{i}}^{i}, Z\right),\left(Z, u_{n_{i}}^{i}\right) \mid i \in\{1, \ldots, k\}\right\} \\
& +\left\{\left(u_{n_{i}}^{i}, u_{n_{i+1}}^{i+1}\right),\left(u_{n_{i+1}}^{i+1}, u_{n_{i}}^{i}\right) \mid i \in\{1, \ldots, k\}\right\} .
\end{aligned}
$$

All superscript indices are taken modulo $k$ where $0=k$. The arc set of $W(2,3,2)$ is shown in Figure 3.3.
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Let $D=\left(V_{W}, A\right)$ be any directed graph that contains $W\left(n_{1}, \ldots, n_{k}\right)$ as a subgraph. An $s$-wheelbarrow inequality associated with $W\left(n_{1}, \ldots, n_{k}\right)$ is the inequality

$$
\begin{equation*}
c x \geq c_{0} \tag{3.2.1}
\end{equation*}
$$

on $\mathbb{R}^{A}$, where $c$ and $c_{0}$ are defined as for the $s$-path inequality (3.1.1). The inequality (3.2.1) is a restriction of the $s$-path inequality (3.1.1). The coefficients of (3.2.1) are symmetric and identical to those described in [1] for the wheelbarrow inequality on the corresponding undirected graph $G=\left(V_{W}, E\right)$.

Theorem 3.2.1. The s-wheelbarrow inequality is facet defining for $\operatorname{GATSP}(D)$.
Proof. Let $G=(V, E(W))$ be the undirected $k$-wheelbarrow configuration, i.e., the undirected graph whose edge set is

$$
\begin{aligned}
E(W) & =\left\{\left[u_{j}^{i}, u_{j+1}^{i}\right] \mid i \in\{1, \ldots, k\} ; j \in\left\{0, \ldots, n_{i}\right\}\right\} \\
& +\left\{\left[u_{n_{i}}^{i}, u_{n_{i+1}}^{i+1}\right] \mid i \in\{1, \ldots, k\}\right\}
\end{aligned}
$$

In [1] it is proven that the undirected wheelbarrow inequality is stable for the skeleton $G$. It is a simple exercise to apply Theorem 3.1, using the spanning tree $S$ with edge set (see Figure 3.4)

$$
E(S)=\left\{\left[u_{j}^{i}, u_{j+1}^{i}\right] \mid i \in\{1, \ldots, k\} ; j \in\left\{0, \ldots, n_{i}-1\right\}\right\}
$$

and an arbitrary order for the edges in $E(W)-E(S)$.
3.3. The $s$-bicycle inequalities. Next we turn to the $k$-bicycle configuration also discussed in [1] for the undirected case. For any odd integer $k \geq 3$ and $k$-tuple of positive integers $\left(n_{1}, n_{2}, \ldots, n_{k}\right)$ with $n_{i} \geq 2$ for $i \in\{1,2, \ldots, k\}$, we define a directed $k$-bicycle configuration $B\left(n_{1}, \ldots, n_{k}\right)=\left(V_{B}, A_{B}\right)$ where the node set

$$
V_{B}=V_{W}-\{Y\}
$$
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and arc set

$$
\begin{aligned}
A_{B} & =A_{W}-\left\{\left(u_{1}^{i}, Y\right),\left(Y, u_{1}^{i}\right) \mid i \in\{1, \ldots, k\}\right\} \\
& +\left\{\left(u_{1}^{i}, u_{1}^{i+1}\right),\left(u_{1}^{i+1}, u_{1}^{i}\right) \mid i \in\{1, \ldots, k\}\right\} \\
& +\left\{\left(u_{1}^{i}, u_{1}^{i+2}\right),\left(u_{1}^{i+2}, u_{1}^{i}\right),\left(u_{n_{i}}^{i}, u_{n_{i+2}}^{i+2}\right),\left(u_{n_{i+2}}^{i+2}, u_{n_{i}}^{i}\right) \mid i \in\{1, \ldots, k\}\right\}
\end{aligned}
$$

All superscript indices are taken modulo $k$ with $0=k$. The arc set of the configuration $B(3,2,4)$ is shown in Figure 3.5.

Let $D=\left(V_{B}, A\right)$ be any graph that contains $B\left(n_{1}, \ldots, n_{k}\right)$ as a subgraph. An $s$-bicycle inequality associated with $B\left(n_{1}, \ldots, n_{k}\right)$ is the inequality

$$
\begin{equation*}
c x \geq c_{0} \tag{3.3.1}
\end{equation*}
$$

on $\mathbb{R}^{A}$, where $c$ and $c_{0}$ are as defined for the $s$-path inequality (3.1.1). The inequality (3.3.1) is a restriction of (3.1.1). The coefficients of (3.3.1) are symmetric and identical to those described in [1] for the bicycle inequality of the corresponding undirected graph $G=\left(V_{B}, E\right)$.

Theorem 3.3.1. The s-bicycle inequality is facet defining for $\operatorname{GATSP}(D)$.
Proof. Let $G=(V, E(B))$ be the undirected $k$-bicycle configuration. In [1] it is proven that the undirected bicycle inequality is stable for the skeleton $G$. To apply Theorem 3.1 we need only exhibit a spanning tree $S$ of $G$, an ordering of the edges in $E(B)-E(S)$, and a suitable equality tour for each of these edges. Consider the spanning tree $S$ with edge set

$$
\begin{aligned}
E(S) & =\left\{\left[u_{j}^{i}, u_{j+1}^{i}\right] \mid i \in\{1, \ldots, k\} ; j \in\left\{1, \ldots, n_{i}-1\right\}\right\} \\
& +\left\{\left[u_{n_{i}}^{i}, u_{n_{i+1}}^{i+1}\right] \mid i \in\{1,3, \ldots, k-2\}\right\} \\
& +\left\{\left[u_{1}^{i}, u_{1}^{i+1}\right] \mid i \in\{2,4, \ldots, k-1\}\right\} .
\end{aligned}
$$
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The tree $S$ is as shown in Figure 3.6.
The edges in $E(B)-E(S)$ are ordered as follows:

$$
\begin{aligned}
\left\langle\left[u_{1}^{1}, u_{1}^{k}\right] ;\left[u_{n_{1}}^{1}, u_{n_{k}}^{k}\right] ;\left\{\left[u_{1}^{i}, u_{1}^{i+1}\right],\right.\right. & {\left.\left[u_{n_{i+1}}^{i+1}, u_{n_{i+2}}^{i+2}\right] \mid i \in\{1,3, \ldots, k-2\}\right\} ; } \\
& \left.\left\{\left[u_{1}^{i}, u_{1}^{i+2}\right],\left[u_{n_{i}}^{i}, u_{n_{i+2}}^{i+2}\right] \mid i \in\{1,2, \ldots, k\}\right\}\right\rangle .
\end{aligned}
$$

For the edge $e=\left[u_{1}^{1}, u_{1}^{k}\right]$ consider the tour

$$
\Theta_{1}=E(S)+\left\{\left[u_{j}^{k}, u_{j+1}^{k}\right] \mid j \in\left\{1, \ldots, n_{k}-1\right\}\right\}+\left\{\left[u_{1}^{1}, u_{1}^{k}\right]\right\},
$$

which is shown in Figure 3.7. For the edge $\left[u_{n_{1}}^{1}, u_{n_{k}}^{k}\right]$ consider the tour

$$
\begin{aligned}
\Theta_{2}(0) & =\Theta_{1}+\left\{\left[u_{n_{1}}^{1}, u_{n_{k}}^{k}\right]\right\}+\left\{\left[u_{j}^{1}, u_{j+1}^{1}\right] \mid j \in\left\{1, \ldots, n_{1}-1\right\}\right\} \\
& -\left\{\left[u_{1}^{1}, u_{1}^{k}\right]\right\}-\left\{\left[u_{j}^{k}, u_{j+1}^{k}\right] \mid j \in\left\{1, \ldots, n_{k}-1\right\}\right\} .
\end{aligned}
$$

We now define a collection of tours $\Theta_{2}(i)$. For the edge $\left[u_{1}^{i}, u_{1}^{i+1}\right]$ with $i \in\{1,3, \ldots, k-$ $2\}$,consider the tour

$$
\begin{aligned}
\Theta_{2}(i) & =\Theta_{2}(i-1)+\left\{\left[u_{1}^{i}, u_{1}^{i+1}\right]\right\}+\left\{\left[u_{j}^{i+1}, u_{j+1}^{i+1}\right] \mid j \in\left\{1, \ldots, n_{i+1}-1\right\}\right\} \\
& -\left\{\left[u_{n_{i}}^{i}, u_{n_{i+1}}^{i+1}\right]\right\}-\left\{\left[u_{j}^{i}, u_{j+1}^{i}\right] \mid j \in\left\{1, \ldots, n_{i}-1\right\}\right\} .
\end{aligned}
$$

The tour $\Theta_{2}(1)$ is shown in Figure 3.8.
For the edge $\left[u_{n_{i}}^{i}, u_{n_{i+1}}^{i+1}\right]$ with $i \in\{2,4, \ldots, k-1\}$, consider the tour

$$
\begin{aligned}
\Theta_{2}(i) & =\Theta_{2}(i-1)+\left\{\left[u_{n_{i}}^{i}, u_{n_{i+1}}^{i+1}\right]\right\} \\
& +\left\{\left[u_{j}^{i+1}, u_{j+1}^{i+1}\right] \mid j \in\left\{1, \ldots, n_{i+1}-1\right\}\right\} \\
& -\left\{\left[u_{1}^{i}, u_{1}^{i+1}\right]\right\}-\left\{\left[u_{j}^{i}, u_{j+1}^{i}\right] \mid j \in\left\{1, \ldots, n_{i}-1\right\}\right\} .
\end{aligned}
$$
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The tour $\Theta_{2}(2)$ is shown in Figure 3.9.
For any edge $e$ of the form [ $u_{1}^{i}, u_{1}^{i+2}$ ] or $\left[u_{n_{i}}^{i}, u_{n_{i+2}}^{i+2}\right]$, Cornuéjols, Fonlupt, and Naddef [1] have shown equality tours using $e$ with multiplicity one and all other edges from the set $E_{1}$ where

$$
\begin{aligned}
E_{1} & =\left\{\left[u_{j}^{i}, u_{j+1}^{i}\right] \mid i \in\{1, \ldots, k\} ; j \in\left\{1, \ldots, n_{i}-1\right\}\right\} \\
& +\left\{\left[u_{1}^{i}, u_{1}^{i+1}\right],\left[u_{n_{i}}^{i}, u_{n_{i+1}}^{i+1}\right] \mid i \in\{1, \ldots, k\}\right\} .
\end{aligned}
$$

For example, for the edge $\left[u_{1}^{1}, u_{1}^{3}\right]$, consider the tour

$$
\Theta_{3}=\Theta_{2}(2)-\left[u_{1}^{1}, u_{1}^{2}\right]-2\left\{\left[u_{1}^{3}, u_{2}^{3}\right]\right\}+\left[u_{1}^{2}, u_{1}^{3}\right]+\left[u_{1}^{1}, u_{1}^{3}\right] .
$$

Also the tours constructed so far satisfy the undirected bicycle inequality at equality. Each of them contains a cycle that satisfies the requirements of (3.3).
3.4. The $s$-crown inequalities. Now we turn to the crown inequalities described in [7]. For any integer $k \geq 2$, let $C R(p)=\left(V_{C}, A_{C}\right)$ be a directed crown configuration, where $p=4 k$ and

$$
\begin{aligned}
V_{C}= & \left\{u_{i} \mid i \in\{1, \ldots, p\}\right\}, \\
A_{C}=\{ & \left(u_{i}, u_{i+1}\right),\left(u_{i+1}, u_{i}\right),\left(u_{i}, u_{2 k+i}\right), \\
& \left.\left(u_{2 k+i}, u_{i}\right),\left(u_{i}, u_{i+2}\right),\left(u_{i+2}, u_{i}\right) \mid i \in\{1, \ldots, p\}\right\} .
\end{aligned}
$$

All indices are modulo $p$ with $0=p$. The arcs entering and leaving $u_{1}$ in $C R(8)$ are as shown in Figure 3.10 (a). The edges of the form $\left[u_{i}, u_{i+1}\right]$ are called cycle edges and those of the form $\left[u_{i}, u_{2 k+i}\right]$ are called diameters.

Let $D=\left(V_{C}, A\right)$ be any directed graph that contains $C R(p)$ as a subgraph. An $s$-crown inequality associated with $C R(p)$ is the inequality

$$
\begin{equation*}
c x \geq c_{0} \tag{3.4.1}
\end{equation*}
$$
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where $c_{0}=12 k(k-1)-2$, and

$$
c\left(u_{i}, u_{i+j}\right)= \begin{cases}4 k-6+|j| & \text { for } 1 \leq|j| \leq 2 k-1, \\ 2(k-1) & \text { for } j=2 k .\end{cases}
$$

The coefficients of (3.4.1) are symmetric and identical to those described in [7] for the crown inequality on the corresponding undirected graph $G=\left(V_{C}, E\right)$.

Theorem 3.4.1. The s-crown inequality is facet defining for $\operatorname{GATSP}(D)$.
Proof. Let $G=(V, E(C R))$ be the undirected crown configuration, i.e., the undirected graph whose edge set is

$$
E(C R)=\left\{\left[u_{i}, u_{i+1}\right],\left[u_{i}, u_{2 k+i}\right],\left[u_{i}, u_{i+2}\right] \mid i \in\{1, \ldots, p\}\right\} .
$$

In [7] it is proven that the undirected crown inequality is stable for the skeleton $G$. As usual, to apply Theorem 3.1 we need only exhibit a spanning tree $S$ of $G$, an ordering of the edges in $E(C R)-E(S)$, and a suitable equality tour for each of these edges. Consider the spanning tree $S$ with edge set

$$
\begin{aligned}
E(S) & =\left\{\left[u_{i}, u_{i+2 k}\right] \mid i \in\{1, \ldots, 2 k\}\right\}+\left\{\left[u_{2 i-1}, u_{2 i}\right] \mid i \in\{1,2, \ldots, k\}\right\} \\
& +\left\{\left[u_{2(k+i)}, u_{2(k+i)+1}\right] \mid i \in\{1, \ldots, k-1\}\right\} .
\end{aligned}
$$

For $k=2$, the tree $S$ is as shown in Figure 3.10 (b).
The edges in $E(C R)-E(S)$ are ordered as follows:

$$
\begin{aligned}
& \left\langle\left[u_{4 k}, u_{1}\right] ;\right. \\
& \left\{\left[u_{2 k-j+1}, u_{2 k-j+2}\right] ;\left[u_{4 k-j}, u_{4 k-j+1}\right] ;\left[u_{2 k+j}, u_{2 k+j+1}\right] ;\right. \\
& \left.\qquad\left[u_{j+1}, u_{j+2}\right] \mid j \in\{1,3, \ldots, k \text { (or } k-1 \text { if } k \text { is even) }\}\right\} ; \\
& \left.\qquad\left\{\left[u_{i}, u_{i+2}\right] \mid i \in\{1,2, \ldots, 4 k\}\right\}\right\rangle .
\end{aligned}
$$

For $i \in\{1,2, \ldots, 4 k\}$, let

$$
E^{+}(i)=\left\{\left[u_{i}, u_{i+1}\right],\left[u_{i}, u_{2 k+i}\right]\right\} \quad \text { and } \quad E^{-}(i)=\left\{\left[u_{i}, u_{i-1}\right],\left[u_{i}, u_{2 k+i}\right]\right\} .
$$

For the edge $\left[u_{4 k}, u_{1}\right.$ ], consider the tour

$$
\Theta_{4}(0)=\Theta_{4}(-2)=E(S)+E^{-}(1) .
$$

For $k=2$, the tour $\Theta_{4}(0)$ is as shown in Figure 3.11 (a).
For $j=1,3, \ldots, k$ (or $k-1$ if $k$ is even) and for the edges [ $u_{2 k-j+1}, u_{2 k-j+2}$ ], [ $\left.u_{4 k-j}, u_{4 k-j+1}\right],\left[u_{2 k+j}, u_{2 k+j+1}\right],\left[u_{j+1}, u_{j+2}\right]$, consider the following tours (see Figure 3.11 (b) for the case $k=2$ ):

$$
\left.\begin{array}{l}
\Theta_{4}(2 j-1)=\Theta_{4}(2 j-4)+E^{+}(2 k-j+1)-E^{-}(4 k-j+2), \\
\Theta_{4}(2 j)=\Theta_{4}(2 j-1)+E^{+}(4 k-j)-E^{-}(2 k-j+1), \\
\Theta_{4}(2 j+1)=\Theta_{4}(2 j-2)+E^{-}(2 k+j+1)-E^{+}(j), \\
\Theta_{4}(2 j+2)
\end{array}\right) \Theta_{4}(2 j+1)+E^{-}(j+2)-E^{+}(2 k+j+1), ~ \$
$$

respectively.
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For any edge $e=\left[u_{i}, u_{i+2}\right]$, Naddef and Rinaldi [7] have exhibited equality Hamiltonian cycles using only $e$, cycle edges, and diameters. Each of these cycles is easily constructed by taking the cycle edge [ $u_{i+1}, u_{i+2}$ ], all the diameters except $\left[u_{i+2+2 k}, u_{i+2}\right]$, and the other cycle edges necessary to complete the cycle (see Figure $3.11(\mathrm{~b})$ for $k=2)$.

All the tours considered so far satisfy the undirected crown inequality with equality. Each of them contains a cycle that satisfies the requirements of (3.3).
3.5. Composition of symmetric inequalities. Let $G^{1}=\left(V_{n_{1}}, E_{1}\right)$ and $G^{2}=$ $\left(V_{n_{2}}, E_{2}\right)$ be the skeletons of the inequalities

$$
\begin{align*}
& \mu^{1} y^{1} \geq \mu_{0}^{1}  \tag{3.5.1}\\
& \mu^{2} y^{2} \geq \mu_{0}^{2} \tag{3.5.2}
\end{align*}
$$

facet defining for $\operatorname{GTSP}\left(K_{n_{1}}\right)$ and $\operatorname{GTSP}\left(K_{n_{2}}\right)$, respectively. Let $V^{1}=\left\{v_{1}^{1}, v_{2}^{1}, \ldots, v_{s}^{1}\right\}$ and $V^{2}=\left\{v_{1}^{2}, v_{2}^{2}, \ldots, v_{s}^{2}\right\}$, with $s \geq 2$, be subsets of $V_{n_{1}}$ and $V_{n_{2}}$, respectively. For simplicity we assume that the subgraph of $G^{1}$ induced by $V^{1}$ is isomorphic to the subgraph of $G^{2}$ induced by $V^{2}$, and that $v_{i}^{1}$ corresponds to $v_{i}^{2}$, for $i=1,2, \ldots, s$, in the isomorphism.

The s-sum of $G^{1}$ and $G^{2}$ is the graph $G=\left(V_{n}, E\right)$, obtained by identifying the node $v_{i}^{1}$ with $v_{i}^{2}$ for $i=1,2, \ldots, s$ and removing the resulting parallel edges. Here $n=n_{1}+n_{2}-s, V_{n}=\left(V_{n_{1}}-V^{1}\right)+\left(V_{n_{2}}-V^{2}\right)+W, W=\left\{w_{1}, w_{2}, \ldots, w_{s}\right\}, w_{i}$ results from the identification of $v_{i}^{1}$ and $v_{i}^{2}$ for $i \in\{1,2, \ldots, s\}$, and, finally, $E$ is such that the subgraph of $G$ induced by $\left(V_{n_{i}}-V^{i}\right)+W$ is isomorphic to $G^{i}$ for $i=1,2$.

If the condition

$$
\begin{equation*}
\mu^{1}\left(v_{i}^{1}, v_{j}^{1}\right)=\mu^{2}\left(v_{i}^{2}, v_{j}^{2}\right) \text { for all } i \neq j \in\{1,2, \ldots, s\} \tag{3.5.3}
\end{equation*}
$$

is satisfied (for $s=2$ this can always be obtained by multiplying (3.5.2) by a suitable multiplier), we can define an inequality

$$
\begin{equation*}
\mu y \geq \mu_{0} \tag{3.5.4}
\end{equation*}
$$

on $\mathbb{R}^{E_{n}}$ obtained by s-sum of (3.5.1) and (3.5.2) in the following way. To the edges with one endpoint in $V_{1}-W$ and the other in $V_{2}-W$, which we call the crossing edges of (3.5.4), we assign an ordering

$$
\begin{equation*}
\left\langle e_{1}, e_{2}, \ldots, e_{r}\right\rangle \tag{3.5.5}
\end{equation*}
$$

Then

$$
\mu\left(v_{i}, v_{j}\right)=\mu^{r}\left(v_{i}, v_{j}\right) \quad \text { for }\left\{v_{i}, v_{j}\right\} \subseteq V^{r} \text { and } r \in\{1,2\}
$$

The right-hand side $\mu_{0}$ is the length of an optimal solution of gtsp in $G$ when the weights are given by $\mu$. Finally, for a crossing edge $e$ the coefficient $\mu_{e}$ is computed by a sequential lifting procedure based on the ordering (3.5.5).

If (3.5.3) and

$$
\mu^{1}\left(v_{i}^{1}, v_{i+j}^{1}\right)=\sum_{p=1}^{j-1} \mu^{1}\left(v_{p}^{1}, v_{p+1}^{1}\right) \quad \text { for all } j \in\{1,2, \ldots, s\}
$$

hold (for $s=2$ this is clearly always the case), the inequality (3.5.4) is said to be obtained by a linear s-sum of (3.5.1) and (3.5.2). In [6] it is shown that for the linear $s$-sum,

$$
\mu_{0}=\mu_{0}^{1}+\mu_{0}^{2}-2 \sum_{p=1}^{s-1} \mu^{1}\left(v_{p}^{1}, v_{p+1}^{1}\right)
$$

A subset $V=\left\{v_{1}, v_{2}, \ldots, v_{s}\right\}$ of nodes of the skeleton of an inequality is called identifiable if there exists an equality tour for the inequality that contains the family $2\left\{\left[v_{i}, v_{i+1}\right] \mid i \in\{1,2, \ldots, s-1\}\right\}$. The following theorem is proven in [6].

Theorem 3.5.1. Let (3.5.4) be obtained by a linear s-sum of (3.5.1) and (3.5.2). If $V^{1}$ and $V^{2}$ are identifiable, the graph $G$ is a skeleton of (3.5.4). The set $W$ and all the subsets of $V_{n_{1}}$ and $V_{n_{2}}$ which are identifiable for (3.5.1) and (3.5.2), respectively, also are identifiable for (3.5.4).

By Theorem 3.5.1 it is possible to show by induction that the graph obtained by repeatedly applying the $s$-sum operation is a skeleton for the corresponding inequality that is produced with this procedure.

The following theorem extends Theorem 3.5.1 to GATSP, using basically the same proof given in [6]. As done for Theorem 3.1, let us denote by $D^{1}=\left(V_{n_{1}}, A^{1}\right)$, $D^{2}=\left(V_{n_{2}}, A^{2}\right)$, and $D=\left(V_{n}, A\right)$ the bidirected graphs obtained from the skeletons $G^{1}, G^{2}$, and $G$, respectively, by replacing each edge $\left[v_{i}, v_{j}\right]$ of the three graphs by the pair of $\operatorname{arcs}\left(v_{i}, v_{j}\right)$ and $\left(v_{j}, v_{i}\right)$. Define the inequalities

$$
\begin{align*}
\pi^{1} x^{1} & \geq \pi_{0}^{1}  \tag{3.5.6}\\
\pi^{2} x^{2} & \geq \pi_{0}^{2}  \tag{3.5.7}\\
\pi x & \geq \pi_{0} \tag{3.5.8}
\end{align*}
$$

with $\pi^{1}\left(v_{i}, v_{j}\right)=\pi^{1}\left(v_{j}, v_{i}\right)=\mu_{f}^{1}, \pi^{2}\left(v_{i}, v_{j}\right)=\pi^{2}\left(v_{j}, v_{i}\right)=\mu_{f}^{2}$, and $\pi\left(v_{i}, v_{j}\right)=$ $\pi\left(v_{j}, v_{i}\right)=\mu\left(v_{i}, v_{j}\right)$, where $\pi_{0}^{1}=\mu_{0}^{1}, \pi_{0}^{2}=\mu_{0}^{2}$, and $\pi_{0}=\mu_{0}$.

Theorem 3.5.2. Let (3.5.4) be obtained by linear s-sum of (3.5.1) and (3.5.2). If $V^{1}$ and $V^{2}$ are identifiable and if $D^{1}$ and $D^{2}$ are skeletons for the inequalities (3.5.6) and (3.5.7), respectively, then $D$ is a skeleton for the inequality (3.5.8).

Proof. The inequality (3.5.8) is clearly valid for $\operatorname{GATSP}(D)$. For $i=1,2$, let $\Theta^{i}$ be an equality tour of $\mu^{i} y^{i} \geq \mu_{0}^{i}$ containing the family $2\left\{\left[v_{p}^{i}, v_{p+1}^{i}\right] \mid p \in\{1,2, \ldots, s-1\}\right\}$; such a tour exists since $V^{i}$ is assumed to be identifiable. Let $T^{i}$ be the directed tour of $D^{i}$ obtained by traveling the edges of the tour $\Theta^{i}-2\left\{\left[v_{p}^{i}, v_{p+1}^{i}\right] \mid p \in\{1,2, \ldots, s-1\}\right\}$ in some direction. Let $\gamma x \geq \gamma_{0}$ be any valid inequality for $\operatorname{GATSP}(D)$ for which

$$
\left\{x \in \operatorname{GATSP}(D) \mid \pi_{A} x=\pi_{0}\right\} \subseteq\left\{x \mid \gamma x=\gamma_{0}\right\}
$$

To prove the theorem we have to compute all the coefficients of the vector $\gamma$ by using equality tours for (3.5.8). Consider a set $\mathcal{T}^{1}$ of $\left(\left|A^{1}\right|-n_{1}+1\right)$ linearly independent directed tours satisfying (3.5.6) at equality (this set exists since (3.5.6) is facet defining for $\operatorname{GATSP}\left(D^{1}\right)$ ). The directed tours obtained by adding $T^{2}$ to each tour of $\mathcal{T}^{1}$ are also linearly independent and satisfy (3.5.8) at equality. From these tours and from the flow equations $F_{D} x=0$, it follows that there exists $\rho^{1}>0$ such that $\gamma_{a}=\rho^{1} \pi_{a}^{1}$ for all $a$ in $A$ isomorphic to an arc of $A^{1}$. By the same argument, interchanging the rôles of $D^{1}$ and $D^{2}$, it follows that there exists $\rho^{2}>0$ such that $\gamma_{a}=\rho^{2} \pi_{a}^{2}$ for all $a$ in $A$ isomorphic to an arc of $A^{2}$. Since the arc $a$ of $D$ which is isomorphic to $\left(v_{1}^{1}, v_{2}^{1}\right)$ is also isomorphic to ( $v_{1}^{2}, v_{2}^{2}$ ), it follows that $\mu_{a}=\rho^{1} \pi^{1}\left(v_{1}^{1}, v_{2}^{1}\right)=\rho^{2} \pi^{2}\left(v_{1}^{2}, v_{2}^{2}\right)$, and since $\pi^{1}\left(v_{1}^{1}, v_{2}^{1}\right)=\pi^{2}\left(v_{1}^{2}, v_{2}^{2}\right)$ we have $\rho^{1}=\rho^{2}$ and the theorem follows.

For simplicity, let us call in this subsection any of the configurations of $\S \S 3.1$, 3.2 , and 3.3 a path configuration and let us call the corresponding inequality a path inequality. A path configuration (or a path inequality) is called regular if $n_{i}=n$ for $i=1,2, \ldots, k$. The nodes $Y$ and $Z$ are called the odd nodes of the configuration; all the other nodes are called even.

We consider now the 2 -sum of path inequalities. In this case the only sets that qualify to be identifiable are the pairs $\left\{u_{j}^{i}, u_{j+1}^{i}\right\}$ for some $i \in\{1,2, \ldots, k\}$ and $j \in$ $\left\{0, \ldots, n_{i}\right\}$. When two nodes $u^{\prime}$ and $u^{\prime \prime}$ are identified in the 2-sum, the resulting node is even only if both $u^{\prime}$ and $u^{\prime \prime}$ are even and odd in all the other cases.

Next we consider the regular parity path tree inequality, defined recursively as
(i) a regular path, wheelbarrow, or bicycle inequality,
(ii) the 2 -sum of a regular parity path tree inequality and a regular path, wheelbarrow, or bicycle inequality, with the condition that an odd node be identified only with an odd node.

A regular parity path tree configuration and a directed regular parity path tree configuration are defined analogously. In [6] it is shown that a regular parity path tree inequality is stable for the corresponding regular parity path tree configuration; i.e., the coefficients of the crossing edges do not depend on the sequence (3.5.5) and thus can be given in closed form. If (3.1) is a regular parity path tree inequality, the corresponding inequality (3.2) for the directed case is called a regular parity s-path tree inequality. By applying Theorem 3.5.2 to the regular parity path tree configurations, we have the following.

Theorem 3.5.3. Let $D$ be any directed graph that contains a directed regular parity path tree configuration as a subgraph. Then the corresponding regular parity $s$-path tree inequality is facet defining for $\operatorname{GATSP}(D)$.
3.6. Extensions of symmetric inequalities. Let

$$
\begin{equation*}
c x \geq c_{0} \tag{3.6.1}
\end{equation*}
$$

be a facet-defining inequality for $\operatorname{GTSP}\left(K_{n}\right)$ and let $e$ be an edge in $E_{n}$. We say that the inequality

$$
\begin{equation*}
c^{*} x^{*} \geq c_{0}^{*} \tag{3.6.2}
\end{equation*}
$$

defined in $\mathbb{R}^{E_{n+2 h}}$, with $h \geq 1$, is obtained from (3.6.1) by cloning the edge e ( $h$ times) if
(a) the restriction of (3.6.2) to $\mathbb{R}^{E_{n}}$ coincides with (3.6.1),
(b) the remaining coefficients of (3.6.2) are defined as follows (where we assume, without loss of generality, that $e=\left[v_{n-1}, v_{n}\right]$; see Figure 3.12 for $h=1$ ):

$$
\begin{array}{ll} 
& c_{0}^{*}=c_{0}+2 h c_{e}, \\
c^{*}\left[v_{i}, v_{n+j}\right]=c\left[v_{i}, v_{n-1}\right] & \text { for } 1 \leq i \leq n-2,1 \leq j \leq 2 h-1 \text { and } j \text { odd, } \\
c^{*}\left[v_{i}, v_{n+j}\right]=c\left[v_{i}, v_{n}\right] & \text { for } 1 \leq i \leq n-2,2 \leq j \leq 2 h \text { and } j \text { even, } \\
\left.c^{*} * v_{n+i}, v_{n+j}\right]=2 c_{e} & \text { for }-1 \leq i<j \leq 2 h \text { and } j-i \text { even, } \\
c^{*}\left[v_{n+i}, v_{n+j}\right]=c_{e} & \text { for }-1 \leq i<j \leq 2 h \text { and } j-i \text { odd. }
\end{array}
$$

Roughly speaking, cloning the edge $e=\left[v_{n-1}, v_{n}\right]$ ( $h$ times) amounts to replacing $e$ and the edge sets $\delta\left(v_{n-1}\right)$ and $\delta\left(v_{n}\right)$ with $h$ their replicas.


Fig. 3.12.
An edge $e=[u, v] \in E_{n}$ is called $c$-clonable if $c(\Theta) \geq c_{0}+(t-2) c_{e}$ for every tour $\Theta$ of $K_{n}$, where $t$ is the minimum of the degrees of $u$ and $v$ in $\Theta$. We call a node, $v \in V_{n}, q$-critical for (3.6.1) if for an optimal solution $\Theta^{*}$ of $g t s p$ in $K_{n}-\{v\}$, when the weights are given by the restriction of (3.6.1), $c\left(\Theta^{*}\right)=c_{0}-q$.

THEOREM 3.6.1. If $e=\left[v_{n-1}, v_{n}\right]$ is a $c$-clonable edge such that $v_{n-1}$ and $v_{n}$ are $2 c_{e}$-critical for (3.6.1), then the following hold:
(a) (3.6.2) is facet defining for $\operatorname{GTSP}\left(K_{n+2 h}\right)$;
(b) if $f=\left[z_{1}, z_{2}\right] \neq e$ is an edge in $E_{n}$ such that $z_{1}$ and $z_{2}$ are $2 c_{f}$-critical for (3.6.1), then $z_{1}$ and $z_{2}$ are $2 c_{f}^{*}$-critical for (3.6.2);
(c) if $G=\left(V_{n}, E\right)$ is a skeleton for (3.6.1), then the graph $G^{\prime}=\left(V_{n+2 h}, E^{\prime}\right)$ is a skeleton for (3.6.2), where

$$
\begin{aligned}
E^{\prime}=E \cup & \left\{\left[v_{n+i}, v_{n+i+1}\right],\left[v_{n+i}, v_{n+i-1}\right],\left[v_{n+i+1}, v_{n+i-2}\right] \mid i=1,3, \ldots, 2 h-1\right\} \\
& \cup\left\{\left[w, v_{n+i}\right] \mid\left[w, v_{n-1}\right] \in E, i=1,3, \ldots, 2 h-1\right\} \\
& \cup\left\{\left[w, v_{n+i+1}\right] \mid\left[w, v_{n}\right] \in E, i=1,3, \ldots, 2 h-1\right\} .
\end{aligned}
$$

Proof. In [6], (a) and (b) are explicitly proven. One can easily show that (c) holds, following the same technique used in [6].

The following theorem gives sufficient conditions under which cloning preserves the properties required in (3.3).

Theorem 3.6.2. If (3.6.1) satisfies the conditions of Theorem 3.6.1, (3.3) holds for (3.6.1) and if the spanning tree $S$ and all the tours $\Theta\left(e_{i}\right)$ of (3.3) contain the edge $e$, then (3.3) holds also for (3.6.2).

Proof. We show that if the theorem is true for $h=1$, then the proof can be completed by induction on $h$. Let $G=\left(V_{n}, E\right)$ and $G^{\prime}=\left(V_{n+2}, E\right)$ be the skeletons of (3.6.1) and (3.6.2), respectively. Let $S,\left\langle e_{1}, e_{2}, \ldots, e_{t}\right\rangle$, and $\Theta\left(e_{i}\right)$ be the spanning tree, the edge ordering, and the equality tours, respectively, that satisfy (3.3) for (3.6.1). Consider the spanning tree $S^{\prime}$ of $G^{\prime}$ whose edge set is the union of the edge set of $S$ and the edges $\left\{\left[v_{n}, v_{n+1}\right],\left[v_{n+1}, v_{n+2}\right]\right\}$. Consider the following ordering of the edges of $G^{\prime}$ :

$$
\left\langle\left[v_{n-1}, v_{n+2}\right] ;\left\langle e_{1}, e_{2}, \ldots, e_{t}\right\rangle ;\left\{\left[w, v_{n+1}\right] \mid\left[w, v_{n-1}\right] \in E\right\}\left\{\left[w, v_{n+2}\right] \mid\left[w, v_{n}\right] \in E\right\}\right\rangle .
$$

Let $\Phi$ be a solution of gtsp with weights given by (3.6.1) in $G-\left\{v_{n}\right\}$. Then $\Phi^{\prime}=$ $\Phi+2\{e\}$ is an equality tour for (3.6.1). Let $E_{1}=\left\{\left[v_{n-1}, v_{n+2}\right],\left[v_{n+2}, v_{n+1}\right],\left[v_{n+1}, v_{n}\right]\right\}$. For the edge $\left[v_{n-1}, v_{n+2}\right]$ consider the tour $\Phi^{\prime}-\left[v_{n-1}, v_{n}\right]+E_{1}$. This tour satisfies (3.3) for (3.6.2). For the edge $e_{i}$ the tour $\Theta\left(e_{i}\right)-\{e\}+E_{1}$ satisfies (3.3) for (3.6.2), for $i=1,2, \ldots, t$. For an edge $\left[w, v_{n+1}\right]$ consider the following equality tour for (3.6.2):

$$
\Phi-\left[w, v_{n-1}\right]+\left[w, v_{n+1}\right]+\left[v_{n+1}, v_{n+2}\right]+\left[v_{n+2}, v_{n-1}\right],
$$

where $\Phi$ is an equality tour for (3.6.1) that contains the edge $\left[w, v_{n-1}\right]$. Clearly this tour satisfies (3.3). Similarly, for an edge $\left[w, v_{n+2}\right]$ consider the following equality tour for (3.6.2)

$$
\Phi-\left[w, v_{n}\right]+\left[w, v_{n+2}\right]+\left[v_{n+2}, v_{n+1}\right]+\left[v_{n+1}, v_{n}\right]
$$

where $\Phi$ is an equality tour for (3.6.1) that contains the edge $\left[w, v_{n}\right]$. This tour satisfies (3.3) as well.

Let (3.1) be an inequality obtained by cloning some of the edges $e=\left[u_{1}^{i}, u_{2}^{i}\right]$, with $n_{i}=2$, of a path (or a wheelbarrow or a bicycle) inequality. We call (3.1) an extended path (or wheelbarrow or bicycle) inequality and (3.2) an extended s-path (or $s$-wheelbarrow or $s$-bicycle) inequality. Observe that if $n_{i}>2$, then the edge $e$ is not $\mu$-clonable.

Theorem 3.6.3. The extended s-path and the extended $s$-wheelbarrow inequalities are facet defining for $\operatorname{GATSP}\left(D_{n}\right)$. The extended s-bicycle inequality is facet defining for $\operatorname{GATSP}\left(D_{n}\right)$ if none of the edges $\left[u_{1}^{r}, u_{1}^{r+2}\right],\left[u_{n_{r}}^{r}, u_{n_{r+2}}^{r+2}\right]$ for $r=1,2, \ldots, k$, is adjacent with more than one cloned edge.

Proof. In [5] it is proven that any edge $f=\left[u_{1}^{i}, u_{2}^{i}\right]$, for $i \in\{1, \ldots, k\}$ with $n_{i}=2$, of an undirected $k$-path (or $k$-wheelbarrow or $k$-bicycle) configuration that defines an inequality $c x \geq c_{0}$ is $c$-clonable and that $u_{1}^{i}$ and $u_{2}^{i}$ are $2 c_{f}$-critical. Consequently the extended path, wheelbarrow, and bicycle inequalities are facet defining for $\operatorname{GTSP}\left(K_{n}\right)$. Moreover, for the path, the wheelbarrow, and the bicycle inequalities, (3.3) holds and the spanning trees given in the proofs of the Theorems 3.1.1, 3.2.1, and 3.3.1, as well as the tours $\Theta\left(e_{i}\right)$, contain all the edges $\left[u_{1}^{i}, u_{2}^{i}\right]$ for $i \in\{1, \ldots, k\}$. The only exceptions occur for the bicycle inequalities and concern the tours $\Theta\left(e_{i}\right)$ when $e_{i}=\left[u_{1}^{r}, u_{1}^{r+2}\right]$ and $e_{i}=\left[u_{n_{r}}^{r}, u_{n_{r+2}}^{r+2}\right]$ for $r=1,2, \ldots, k$. Consider, for example, the edge $\left[u_{1}^{1}, u_{1}^{3}\right]$. The corresponding tour, denoted by $\Theta_{3}$ in the proof of Theorem 3.3.1, does not contain
the edge $\left[u_{1}^{3}, u_{2}^{3}\right]$. If this is a cloned edge, then the edge $\left[u_{1}^{1}, u_{2}^{1}\right]$ is not cloned, by the assumption of the theorem. It is now easy to construct another equality tour $\Theta_{3}^{\prime}$ satisfying (3.3) that does not contain $\left[u_{1}^{1}, u_{2}^{1}\right]$ but contains $\left[u_{1}^{3}, u_{2}^{3}\right],\left[u_{1}^{1}, u_{1}^{3}\right]$, and all the edges in the set $\left[u_{1}^{r}, u_{2}^{r}\right]$ for $r \in\{2,4, \ldots, k\}$.

$$
\Theta_{3}^{\prime}=\Theta_{2}(0)-\left[u_{1}^{2}, u_{1}^{3}\right]-2\left\{\left[u_{1}^{1}, u_{2}^{1}\right]\right\}+\left[u_{1}^{1}, u_{1}^{2}\right]+\left[u_{1}^{1}, u_{1}^{3}\right],
$$

where $\Theta_{2}(0)$ is defined in the proof of Theorem 3.3.1. By repeating this argument for all the edges $\left[u_{1}^{r}, u_{1}^{r+2}\right],\left[u_{n_{r}}^{r}, u_{n_{r+2}}^{r+2}\right]$ for $r=1,2, \ldots, k$, we construct a set of tours $\Theta\left(e_{i}\right)$ satisfying the conditions of Theorem 3.6.2.

Let (3.1) be an inequality obtained by cloning a subset of the diameters of a crown inequality. We call (3.1) an extended crown inequality and (3.2) an extended s-crown inequality.

Theorem 3.6.4. The extended s-crown inequality defines a facet of $\operatorname{GATSP}\left(D_{n}\right)$ if none of the edges $\left[u_{r}, u_{r+2}\right]$, for $r=1,2, \ldots, 4 k$, is adjacent with more than one cloned diameter.

Proof. In [7] it is proven that any diameter $f=\left[u_{i}, u_{2 k+i}\right]$ for $i \in\{1, \ldots, 2 k\}$ of an undirected crown configuration is $c$-clonable and that $u_{i}$ and $u_{2 k+i}$ are $2 c_{f}$ critical for the corresponding inequality $c x \geq c_{0}$. By repeating the argument for each cloning, one has by induction that the extended crown inequalities are facet defining for $\operatorname{GTSP}\left(K_{n}\right)$. Moreover, for these inequalities (3.3) holds and all the diameters are contained in the spanning tree given in the proof of Theorem 3.4.1 and in all tours $\Theta\left(e_{i}\right)$, with the exception of the tours $\Theta\left(e_{i}\right)$ with $e_{i}=\left[u_{r}, u_{r+2}\right]$ for $r=1,2, \ldots, 4 k$ (see Figure 3.11 (b)). If the tour $\Theta\left(\left[u_{r}, u_{r+2}\right]\right)$ does not contain the diameter [ $\left.u_{r}, r_{2 k+r}\right]$ and this diameter is cloned, then by the assumption of the theorem the diameter [ $u_{r+2}, u_{2 k+r+2}$ ] is not cloned. It is easy to construct an equality tour that satisfies (3.3), does not contain $\left[u_{r+2}, u_{2 k+r+2}\right.$ ], and contains $\left[u_{r}, r_{2 k+r}\right],\left[u_{r}, u_{r+2}\right]$, and all the remaining diameters (see [7]). Thus the conditions of Theorem 3.6.2 are satisfied.
4. Conclusions. We have defined several inequalities and shown that they define facets of GATSP. These inequalities are derived from facet-defining inequalities for GTSP. These facet-defining inequalities for GTSP are the path inequalities [1] and their extensions [5] (the classical comb (see, e.g., [3]) and chain [9] inequalities are a small subset of these inequalities), the path-tree inequalities [6] (the classical cliquetree inequalities (see, e.g., [3]) are a small subset of these inequalities), and the crown inequalities [7].

Which of these inequalities are also facet defining for ATSP? A possible way to answer this question could be to use the technique introduced in [8] and applied in [5] to several facet-defining inequalities in the undirected case. We have checked, for all the inequalities described in $\S 3$, whether they define facets of $\operatorname{ATSP}(n)$, with $6 \leq n \leq 12$, and we found that all of them do with only two exceptions. The two exceptions are the bicycle inequality for $\operatorname{ATSP}(6)$ and the crown inequality for $\operatorname{ATSP}(8)$.

By adding $a-2$ to the coefficients of a bicycle inequality associated to the arcs shown in Figure 4.1 (a) and by adding $2-a$ to the coefficients of the arcs shown in Figure 4.1 (b), we obtain a valid inequality for $\operatorname{ATSP}(6)$ for all values of $a$ in the open interval $(0,4)$. The inequality defines the same face of $\operatorname{ATSP}(6)$ defined by the bicycle inequality. For $a=0$ and $a=4$ the inequality is facet defining for $\operatorname{ATSP}(6)$.

By adding $a-2$ to the coefficients of a crown inequality associated to the arcs that are shown in Figure 4.2 (a) and by adding $2-a$ to the coefficients of the arcs shown in Figure 4.2 (b), we produce an inequality that is valid for $\operatorname{ATSP}(8)$ for all values of


Fig. 4.1.


Fig. 4.2
$a$ in the open interval $(0,4)$ and that defines the same face of $\operatorname{ATSP}(8)$ defined by the crown inequality. For $a=0$ and $a=4$ the inequality is facet defining for $\operatorname{ATSP}(8)$.
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#### Abstract

We give an algebraic characterization of the generating sets of Cayley graphs with neighbor connectivity equal to one for a class of Cayley graphs that includes the Cayley graphs of all abelian groups. We also show that the determination of the neighbor connectivity of a graph is NP-hard.
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1. Introduction. In a series of papers, [1], [3], and [4], Gunther and Hartnell proposed modelling an underground resistance movement as a graph in which the vertices represent members of the resistance and the edges represent lines of communication. Unlike the conventional situation where the vertices of a graph represent components of a communication network that fail as individual elements, in the resistance movement scenario if a member of the underground is arrested, all of his or her neighbors are betrayed and so are rendered ineffective. Hence in the graph model, whenever a vertex is "subverted," the entire closed neighborhood of the vertex is deleted from the graph. The minimum number of vertices whose subversion results in an empty, complete, or disconnected subgraph is called the neighbor connectivity of the graph.

In order to describe these ideas more precisely, the following definitions are used: suppose $\Gamma$ is a graph with vertex set $V$. For any subset $A \subset V, N[A]=A \cup\{v \in$ $V \mid v$ is adjacent to $a$ for some $a \in A\}$ is called the closed neighborhood of $A$, while $N(A)=N[A] \backslash A$ is called the open neighborhood of $A$. If $A=\{a\}$, then we write $N[a]$ and $N(a)$, respectively. The remaining definitions essentially follow Gunther [4] and Gunther, Hartnell, and Nowakowski [6]. To subvert a vertex $v \in \Gamma$ means to remove all elements of $N[v]$ from $\Gamma$. The resulting induced subgraph, called the survival subgraph, is exactly the subgraph of $\Gamma$ induced by $V \backslash N[v]$. A set of vertices $B$ is called a subversion strategy whenever all of the vertices in $N[B]$ are deleted from the graph. The survival subgraph for $B$ is the subgraph of $\Gamma$ induced by $V \backslash N[B]$. If the survival subgraph for $B$ is empty, complete, or disconnected, then $B$ is called an effective subversion strategy. We say that a graph $\Gamma$ has neighbor connectivity $k$, and we write $\mathrm{NC}(\Gamma)=k$ if $k$ is the minimum size of an effective subversion strategy.

Neighbor connectivity is a variation on connectivity and in some ways is related directly to connectivity. Gunther, Hartnell, and Nowakowski [6] have shown, for example, that $\mathrm{NC}(\Gamma) \leq \kappa(\Gamma)$. Other properties of this new invariant, however, are decidedly unlike the corresponding connectivity properties. For example, whenever $m \geq 6, \mathrm{NC}\left(C_{m}\right)=2$. If an edge is added to $C_{m}$ in such a way as to avoid forming a

[^49]triangle, then the neighbor connectivity of the graph with the additional edge is less than the neighbor connectivity of the original one. The computation of connectivity is polynomial, while (as we show in the appendix) the decision problem for neighbor connectivity is NP-complete. This essential difference provides striking evidence that neighbor connectivity is fundamentally a more complex idea than connectivity.

Most previous work on neighbor connectivity has centered around the synthesis problem, that is, the design of graphs that have maximum neighbor connectivity or that are in some sense secure against subversion. For example, see [1]-[6]. Critically $k$-neighbor-connected graphs are investigated in [7].

In this paper, we begin to study the analysis problem for neighbor connectivity by narrowing the focus to Cayley graphs of neighbor connectivity one. In this context, we pursue the idea that algebraic properties of the generating set determine whether or not a finite Cayley graph has the neighbor connectivity analog of a cutvertex. We find algebraic conditions on the generating set that are sufficient to force neighbor connectivity one, and we prove that these conditions are also necessary for a large class of finite Cayley graphs that includes the Cayley graphs of all finite abelian groups.

In the appendix, we show that the decision problem for neighbor connectivity of an arbitrary graph is NP-complete.
1.1. The three main results. Our first main result is that the survival subgraph for the subversion strategy $\{1\}$ of a Cayley graph of a group $G$ has isolated vertices if and only if the generating set $S$ is a union of cosets for a nontrivial subgroup disjoint from $S$ (Theorem 2). Whenever a subset of elements of G is a union of cosets of a nontrivial subgroup of G, we refer to the set as being periodic.

If the survival subgraph has no isolated vertices, we pass from the original Cayley graph to a certain type of minimal Cayley subgraph that we call irreducible (unless, of course, the original Cayley graph is already irreducible). The irreducible Cayley subgraph has the same survival subgraph for $\{1\}$ as the parent Cayley graph but is more tightly related to their common survival subgraph because the reduction process pares away vertices and edges that are irrelevant to the structure of the survival subgraph. In particular, the reduction process provides a mechanism for focusing on the portion of the generating set whose algebraic properties are decisive for neighbor connectivity.

The irreducible Cayley subgraph can be disconnected, in which case there is a simple description of the disconnectedness of the survival subgraph of the original graph. If the irreducible Cayley subgraph is connected (and its survival subgraph has no isolated vertices), our second main result is that the survival subgraph for $\{1\}$ is disconnected if the generating set is a union of cosets of a nontrivial subgroup $H$ of $G$ together with some - but not all-of the nonidentity elements of $H$ (Theorem 7). Whenever a subset of elements of $G$ has the property just described, we refer to the subset as being nearly periodic.

Our third main result concerns the necessity of the condition of near periodicity. For this we restrict our attention to finite Cayley graphs whose generating sets are a union of conjugacy classes-a condition that is trivially true for abelian groups but which may obtain in nonabelian groups as well. We call such generating sets normal. For groups with normal generating sets, we conclude that an irreducible connected Cayley graph whose survival subgraph has no isolated vertices is disconnected if and only if the generating set is nearly periodic (Theorem 14). The relation between the irreducible Cayley subgraph and the parent Cayley graph is controlled enough to allow us to rephrase these results entirely in terms of the structure of the generating set of
the original graph (Theorem 16).
1.2. Outline of the proof. The isolated vertex equivalence is easily settled with direct algebraic arguments (Theorem 2), and it is also straightforward to show that an irreducible Cayley graph with a nearly periodic generating set has a disconnected survival subgraph for $\{1\}$ (Theorem 7). We need a much more involved argument to establish a converse for Theorem 7. We consider Cayley graphs arising from a group with a normal generating set, and we show that whenever the survival subgraph of such a Cayley graph is disconnected but without isolated vertices, the Cayley graph has a nearly periodic generating set (Theorem 14). In the course of that argument, the following two critical concepts related to components emerge:
(1) A component $C$ is said to be nongenerating if the subgroup generated by the vertices of $C$ is a proper subgroup of $G$. Nongenerating components are important because we can show that $S$ is nearly periodic if and only if the survival subgraph for $\{1\}$ has a nongenerating component (Proposition 3). In light of this equivalence, the form of our argument is that if the survival subgraph is disconnected without isolated vertices, then it must have a nongenerating component.
(2) In order to find a nongenerating component, we employ the concept of generators that are invisible from a component. For any component $C$ of the survival subgraph, we say that $S$ has elements invisible from $C$ if $S \not \subset N(C)$. We show that if the Cayley graph is irreducible and if its survival subgraph for $\{1\}$ is disconnected without isolated vertices, then $S$ must contain elements that are invisible from a component $C$ of maximum vertex cardinality (Proposition 9).

Once we have a set of generators $I_{C} \subset S$ that are invisible from the component $C$, we inspect the subgroup generated by $I_{C}$. If this subgroup is not contained in the generating set, the portion that lies outside the generating set will contain at least one nongenerating component. If the subgroup generated by $I_{C}$ lies inside the generating set, then a coset of the normal subgroup generated by $I_{C}$ will be a nongenerating component. Thus nongenerating components are present in all cases, and we conclude that $S$ is nearly periodic (Theorem 14).
2. Preliminary definitions and results. Let $\operatorname{CAY}(G, S)$ denote a Cayley graph whose vertices are the elements of the finite group $G$ (written multiplicatively with identity 1) and whose edges connect $g, h \in G$ whenever $g^{-1} h \in S$. Since $\operatorname{CAY}(G, S)$ is a graph, we always require $S=S^{-1}$ and $1 \notin S$. The results presented in this paper characterize the set of generators of a large class of Cayley graphs (including all abelian Cayley graphs) with neighbor connectivity equal to one. Cayley graphs are vertex-transitive; thus we assume without loss of generality that the subversion strategy is $\{1\}$. Since $N[1]=S \cup\{1\}$, we use $S_{1}$, instead of the usual $N[1]$, to denote the closed neighborhood of $\{1\}$. Further, we use $\operatorname{SCAY}(G, S)$ to denote the survival subgraph induced by the vertex set $G \backslash S_{1}$. If $H$ is a nontrivial subgroup of $G$, then a subset $Y \subset G$ is called left $H$-periodic (or left periodic if we do not need to refer to $H$ ), provided that $H Y=Y$. This condition is equivalent to $Y$ being a union of right cosets of $H$. For any subset $A \subset G$, we use $\langle A\rangle$ to denote the subgroup of $G$ generated by $A$. Since $G$ is finite, an arbitrary element of $\langle A\rangle$ can be viewed as a product of elements of $A$ without recourse to inverses.

Lemma 1 collects some easily derivable algebraic properties that are useful when describing either the behavior of components in $\operatorname{SCAY}(G, S)$ or the periodic nature of subsets of $G$.

Lemma 1. Let $\operatorname{CAY}(G, S)$ be a Cayley graph.
(a) If $X$ is a subset of $G$, then $N(X)=(X S) \backslash X$.
(b) If $X$ is a left $H$-periodic subset of $G$, then either $H \subset X$ or $H \cap X=\emptyset$. In particular, if $X$ is left $H$-periodic and $1 \notin X$, then $H \cap X=\emptyset$.
(c) For any nonempty subsets $X, Y$ of $G, X^{-1} Y \subset Y$ if and only if $X Y \subset Y$ if and only if $\langle X\rangle Y=Y$.
(d) If $X$ is a left $H$-periodic subset of $G$, then $N(X)$ is left $H$-periodic.
(e) For any subset $U$ of $G \backslash S_{1}, U$ is a union of components of $\operatorname{SCAY}(G, S)$ if and only if $U S \subset U \cup S$.

Proof. The conclusion in part (a) follows directly from the definition of $N(X)$.
The conclusion in part (b) is a direct consequence of the fact that cosets form a partition of $G$.

For part (c), note that it is always true that $Y \subset\langle X\rangle Y$. The reverse containment follows from $X Y \subset Y$ and the obvious induction on the length of an element of $\langle X\rangle$. The proof for the hypothesis $X^{-1} Y \subset Y$ is similar.

In part (d), the conclusion that $N(X)$ is left $H$-periodic follows immediately from part (a) and the observation that if $A$ and $B$ are left $H$-periodic and $Y$ is any subset of $G$, then $A Y$ and $A \backslash B$ are left $H$-periodic.

To establish the equivalence in part (e), first note that if $C$ is a component, then $C S \subset C \cup S$, by the definition of component. Since $(A \cup B) S=A S \cup B S$, the inclusion with $C$ replaced by $U$ follows directly. Conversely, suppose $U$ is a set of vertices of $\operatorname{SCAY}(G, S)$ with the property that $U S \subset U \cup S$. Let $u \in U$. We claim that if $x$ is adjacent to $u$ in $\operatorname{SCAY}(G, S)$, then $x \in U$. If $x$ is adjacent to $u$, then $x=u s$ for some $s \in S$, from which we conclude that $x \in U S \subset U \cup S$. But $x \in G \backslash S$, and so $x \in(U \cup S) \backslash S \subset U$. Using an obvious induction on path length, we conclude that whenever $x$ is joined by a path to $u$ in $\operatorname{SCAY}(G, S)$, then $x \in U$. Hence $U$ is a union of components.

Recall that $\operatorname{NC}(\operatorname{CAY}(G, S))=1$ if $\operatorname{SCAY}(G, S)$ is empty, complete, or disconnected. It is clear that the survival subgraph $\operatorname{SCAY}(G, S)$ is empty if and only if $S=G \backslash\{1\}$. Furthermore, it is easy to see that $\left(G \backslash S_{1}\right)\left(G \backslash S_{1}\right) \subset S_{1}$ is a necessary and sufficient condition for the survival subgraph to be complete. In the remainder of the paper, therefore, we investigate when $\operatorname{SCAY}(G, S)$ is disconnected.
3. Necessary and sufficient conditions for the survival subgraph to have isolated vertices. In this section we deal with the case in which $\operatorname{SCAY}(G, S)$ has an isolated vertex. We first characterize the generating set of a Cayley graph whose survival subgraph has an isolated vertex.

Theorem 2. Let $\operatorname{CAY}(G, S)$ be a Cayley graph with $v \in G \backslash S_{1}$. Then the following statements are equivalent:
(a) the element $v$ is an isolated vertex in $\operatorname{SCAY}(G, S)$;
(b) $S$ is left $\langle v\rangle$-periodic;
(c) the nonidentity elements of $\langle v\rangle$ are isolated vertices of $\operatorname{SCAY}(G, S)$.

Proof. For $(\mathrm{a}) \Rightarrow(\mathrm{b})$, let $v$ be an isolated vertex of $\operatorname{SCAY}(G, S)$. Then $v S=$ $N(v) \subset S$. Using Lemma $1(\mathrm{c})$, we conclude that $\langle v\rangle S=S$. Hence $S$ is left $\langle v\rangle$ periodic.

For (b) $\Rightarrow(\mathrm{c})$, let $S$ be left $\langle v\rangle$-periodic. Since $1 \notin S$, Lemma 1(b) implies $\langle v\rangle \cap S=\emptyset$, and so each nonidentity element of $\langle v\rangle$ is a vertex of $\operatorname{SCAY}(G, S)$. The left $\langle v\rangle$-periodicity of $S$ gives $\langle v\rangle S=S$. From these two facts we conclude that each nonidentity element of $\langle v\rangle$ is an isolated vertex in $\operatorname{SCAY}(G, S)$.

The implication (c) $\Rightarrow(\mathrm{a})$ is immediate.
Corollary 2.1. Let $D$ be the set of all isolated vertices in $\operatorname{SCAY}(G, S)$. The
set $D \cup\{1\}$ is a subgroup. Furthermore, $S$ is left $H$-periodic if and only if $H$ is a subgroup of $D \cup\{1\}$.

Proof. To show that $D \cup\{1\}$ is a subgroup, it is enough to verify that it is closed under multiplication. To see this, let $v$ and $w$ be elements of $D$. Since $S^{-1}=S$, we cannot have $v^{-1} \in S$. If $v w \in S$, the equation $v^{-1}(v w)=w$ indicates that an edge in $\operatorname{SCAY}(G, S)$ links $v^{-1}$ and $w$, contradicting the assumption that $w$ is isolated. Consequently, $v w \in \operatorname{SCAY}(G, S)$. Since both $v$ and $w$ are isolated vertices in $\operatorname{SCAY}(G, S)$, we have $v S=S$ and $w S=S$. But then $v w S=v(w S)=v S=S$, which shows that $v w$ is an isolated vertex of $\operatorname{SCAY}(G, S)$. Thus $D \cup\{1\}$ is closed under multiplication and is a subgroup as claimed.

Let $S$ be left $H$-periodic. Then $H S=S$, so each vertex of $H$ is isolated in $\operatorname{SCAY}(G, S)$, establishing that $H \subset D \cup\{1\}$. To establish the converse, let $H \subset$ $D \cup\{1\}$. Then by part (b) of Theorem $2, S$ is left $\langle h\rangle$-periodic for each $h \in H \backslash\{1\}$. It immediately follows that $S$ is left $H$-periodic.

Corollary 2.2. If $S$ is left periodic, then $\operatorname{NC}(\operatorname{CAY}(G, S))=1$.
Proof. Since $S$ is left periodic, Corollary 2.1 guarantees that $\operatorname{SCAY}(G, S)$ has isolated vertices. Thus $D \cup\{1\}$ is a nontrivial subgroup of $G$. If the cardinality of $D \cup\{1\}$ is two, then $\operatorname{SCAY}(G, S)$ has only one isolated vertex, and $\mathrm{NC}(\mathrm{CAY}(G, S))=1$ whether or not $\operatorname{SCAY}(G, S)$ has another component. If the cardinality of $D \cup\{1\}$ is at least three, then $\operatorname{SCAY}(G, S)$ has at least two isolated vertices and is disconnected. Therefore, the neighbor connectivity of $\operatorname{CAY}(G, S)$ is one in all cases.
4. Sufficient conditions for disconnectedness when the survival subgraph has no isolated vertices. In the previous section, we established that the presence of isolated vertices in the survival subgraph of $\operatorname{CAY}(G, S)$ is equivalent to the periodicity of $S$ for a subgroup contained in $G \backslash S$. In the rest of the paper, we investigate disconnectedness in $\operatorname{SCAY}(G, S)$ when there are no isolated vertices or, equivalently, when $S$ is not periodic for any subgroup contained in $G \backslash S$. In this section, we introduce the concept of near periodicity for generating sets and show it is equivalent to the existence of components whose vertex set does not generate $G$. We then describe the concept of an irreducible Cayley graph and show that in such graphs, either of the above two equivalent conditions is sufficient for the survival subgraph to be disconnected.
4.1. Nongenerating components and near periodicity. The following example illustrates a generic situation that motivates our next pair of definitions: let $G=\left(\mathbf{Z}_{20},+\right)$ and, shifting to additive notation, let $H=\langle 5\rangle$ and $S=(H+1) \cup(H+5)$. Then $S$ is $H$-periodic and the isolated vertices of $\operatorname{SCAY}(G, S)$ are the set $H \backslash\{0\}$. In addition to the isolated vertices, $\operatorname{SCAY}(G, S)$ has a single connected component whose vertex set is $(H+2) \cup(H+3)$.

Suppose now that we enlarge $S$ by adding the isolated vertex 10 to $S$, forming $S^{*}=(H+1) \cup(H+5) \cup\{10\}$. (Since $10 \equiv-10(\bmod 20)$, we have $S^{*}=-S^{*}$ as required.) What happens is that $\operatorname{SCAY}\left(G, S^{*}\right)$ becomes disconnected with no isolated vertices. The formerly isolated vertices 5 and 15 are now joined by an edge corresponding to the new generator 10 and form a connected component of $\operatorname{SCAY}\left(G, S^{*}\right)$. The component of $\operatorname{SCAY}(G, S)$ whose vertices are $(H+2) \cup(H+3)$ is still a component of $\operatorname{SCAY}\left(G, S^{*}\right)$, although it now has more edges. $S^{*}$ is no longer periodic-it is now a union of cosets of $H$ together with part, but not all, of $H$. The new component with vertex set $\{5,15\}$ is contained in $H$ and so is a nongenerating component in the sense that its vertex set does not generate $G$.

These observations provide some motivation for making the following definitions. A component $C$ of a subgraph of $\operatorname{CAY}(G, S)$ is called a nongenerating component if and only if $\langle C\rangle \neq G$. A subset $Y \subset G$ is called nearly $H$-periodic (or just nearly periodic if we do not need to refer to $H$ ) if $H$ is a nontrivial subgroup of $G, Y \backslash H$ is left $H$-periodic, $H \backslash\{1\} \not \subset Y$, and $Y \cap H \backslash\{1\} \neq \emptyset$. The next proposition establishes that, in the absence of isolated vertices in $\operatorname{SCAY}(G, S)$, the two concepts defined above are equivalent. This equivalence will be fundamental to our analysis in $\S 5$ of the near periodicity of $S$ when $\operatorname{SCAY}(G, S)$ is disconnected with no isolated vertices.

Proposition 3. Let $\operatorname{CAY}(G, S)$ be a Cayley graph for which $\operatorname{SCAY}(G, S)$ has no isolated vertices. The survival subgraph $\operatorname{SCAY}(G, S)$ has a nongenerating component if and only if $S$ is nearly periodic.

Proof. Let $C$ be a nongenerating component of $\operatorname{SCAY}(G, S)$; this means $\langle C\rangle \neq G$, and $\langle C\rangle$ contains at least one nonidentity vertex outside $S$. Since $C$ is not an isolated vertex, $\langle C\rangle$ contains at least one generator in $S$. Thus in order to conclude that $S$ is nearly $\langle C\rangle$-periodic, it remains to show that $S \backslash\langle C\rangle$ is left $\langle C\rangle$-periodic. Since $S$ generates $G$ and $C$ does not, $S \backslash\langle C\rangle \neq \emptyset$. In order to establish that $\langle C\rangle(S \backslash\langle C\rangle) \subset$ $S \backslash\langle C\rangle$, let $s \in S \backslash\langle C\rangle$. Then $C s \cap\langle C\rangle=\emptyset$. Since $C$ is a component, we have $C S \subset C \cup S$. We may conclude, therefore, that $C s \subset(C \cup S) \backslash\langle C\rangle=S \backslash\langle C\rangle$. Thus $C(S \backslash\langle C\rangle) \subset S \backslash\langle C\rangle$. Therefore, by Lemma 1(c), $S \backslash\langle C\rangle$ is left $\langle C\rangle$-periodic.

Conversely, suppose S is nearly periodic. Then there is a nontrivial subgroup $H<G$ such that $H \backslash\{1\} \not \subset S, S \cap H \backslash\{1\} \neq \emptyset$, and $S \backslash H$ is left $H$-periodic. We claim that $H \backslash S_{1}$, which is nonempty by assumption, is a union of components of $\operatorname{SCAY}(G, S)$. Since the vertices of $H \backslash S_{1}$ can generate no more than $H$, the claim implies that $H \backslash S_{1}$ is a union of nongenerating components. To establish this claim we decompose ( $H \backslash S_{1}$ )S as the union of two terms:

$$
\left(H \backslash S_{1}\right) S=\left(H \backslash S_{1}\right)(S \cap H) \cup\left(H \backslash S_{1}\right)(S \backslash H)
$$

Since $H$ is a subgroup, the first term of the union is contained in $H$. Since $S \cap H=$ $(S \cap H)^{-1}, 1$ does not belong to the first term of the union, thus that term is contained in $H \backslash\{1\}$. Because $S \backslash H$ is left $H$-periodic, $\left(H \backslash S_{1}\right)(S \backslash H) \subset S \backslash H$. Since $S \backslash H$ is finite, a simple cardinality argument implies that $\left(H \backslash S_{1}\right)(S \backslash H)=S \backslash H$. Hence the second term of the union is $S \backslash H$. Thus

$$
\left(H \backslash S_{1}\right) S \subset(H \backslash\{1\}) \cup(S \backslash H)=(H \cup S) \backslash\{1\}=\left(H \backslash S_{1}\right) \cup S,
$$

and we conclude by Lemma 1 (e) that $H \backslash S_{1}$ is a union of necessarily nongenerating components.

Remark. Proposition 3 is phrased to coordinate with our plan of attack, which excludes the isolated vertex case already dealt with in §3. However, the proof of Proposition 3 does not require the assumption that $\operatorname{SCAY}(G, S)$ has no isolated vertices. What we actually proved is, first, that if $\operatorname{SCAY}(G, S)$ has a nongenerating component $C$ that is not an isolated vertex, then $S$ is left $\langle C\rangle$-periodic and, second, that if $S$ is left $H$-periodic, then $H \backslash S_{1}$ is a union of nongenerating components (some of which could be isolated vertices).
4.2. Irreducible Cayley graphs. We have seen that the periodicity of the generating set $S$ is sufficient (and necessary) for the presence of isolated vertices in $\operatorname{SCAY}(G, S)$ and that the near periodicity of $S$ is sufficient for the existence of a nongenerating component in $\operatorname{SCAY}(G, S)$. One might hope that the existence of a nongenerating component would imply that $\operatorname{SCAY}(G, S)$ is disconnected, in which case the near periodicity of $S$ would imply that $\operatorname{SCAY}(G, S)$ is disconnected. It is
possible, however, for $\operatorname{SCAY}(G, S)$ to consist of a single component which is, nonetheless, nongenerating.

For example, let $G=\left(\mathbf{Z}_{25},+\right), H=\langle 5\rangle$, and $S=(G \backslash H) \cup\{10,15\}$. Then $\operatorname{SCAY}(G, S)$ consists of a single component with vertices 5 and 20 joined by the edge corresponding to $\pm 15$. This is a nongenerating component, since its vertex set is contained in $H$. Hence we have $\operatorname{SCAY}(G, S)$ connected even though S is nearly $H$ periodic.

To analyze the situation described above, we must consider subgraphs of $\operatorname{CAY}(G, S)$ of the form $\operatorname{CAY}(H, H \cap S)$, where $H$ is a subgroup of $G$. Since $H \cap S$ may not generate $H$, we must use a broader definition of Cayley graphs in order to include these new examples. The new more inclusive definition is exactly the same as the definition given in $\S 2$, except that we do not automatically require, when we write $\operatorname{CAY}(G, T)$, that $T$ generates $G$. The nature of $\operatorname{CAY}(G, T)$ when $T$ does not necessarily generate $G$ is well known:
(1) $\operatorname{CAY}(G, T)$ is connected if and only if $T$ generates $G$. In this case, we refer to $\operatorname{CAY}(G, T)$ as a connected Cayley graph.
(2) If $T$ does not generate $G$, then $\operatorname{CAY}(G, T)$ is a disjoint union of $[G: H]$ connected components, each of which is isomorphic to $\operatorname{CAY}(H, T)$, where $H=\langle T\rangle$. We refer to these new examples as disconnected Cayley graphs.

Although there is some risk of confusion, it is conventional, when dealing with a disconnected Cayley graph, to refer to the set $T$ as a set of generators and to the elements of $T$ as generators, even though $T$ generates a proper subgroup of $G$. Having now broadened our definition, we stress that throughout this paper, $\operatorname{CAY}(G, S)$ always denotes a connected Cayley graph. The only possibly disconnected Cayley graphs we encounter are subgraphs of connected Cayley graphs $\operatorname{CAY}(G, S)$ that have the form $\operatorname{CAY}(H, H \cap S)$ for some subgroup $H<G$.

In the situation described at the beginning of this section, $\operatorname{SCAY}(G, S)$ has a nearly periodic generating set and consists of a single nongenerating component. This condition can occur whenever $G$ has a proper subgroup $H$ for which $G \backslash S_{1}=H \backslash$ $S_{1} . \quad(H=\langle 5\rangle$ in the example given above.) If such a subgroup exists, then as we observe in Lemma 4(b), $\operatorname{SCAY}(G, S)=\operatorname{SCAY}(H, H \cap S)$ and so the connectivity of $\operatorname{SCAY}(G, S)$ is determined only by the relationship of $H \cap S$ to $H$. Regardless of what this relationship dictates, $S \backslash H$ is always a union of all right cosets of $H$ in $G$ except for $H$ itself. In this case, then, $S$ will be nearly $H$-periodic whether or not $\operatorname{SCAY}(G, S)$ is connected.

We can ensure that the presence of a nongenerating component implies that $\operatorname{SCAY}(G, S)$ is disconnected if we outlaw the situation described above by restricting our attention to Cayley graphs in which $G \backslash S_{1} \neq H \backslash S_{1}$ for any proper subgroup $H$. We call a Cayley graph with this property irreducible. Otherwise, if $G \backslash S_{1}=H \backslash S_{1}$ for some proper subgroup $H$, we call the Cayley graph reducible. If $\operatorname{CAY}(G, S)$ is reducible, we can replace it with the subgraph $\operatorname{CAY}(H, H \cap S)$ which has the identical survival subgraph. We observe in Lemma 4(b) that whenever $\operatorname{CAY}(G, S)$ is reducible, $H$ can be chosen so that $\operatorname{CAY}(H, H \cap S)$ is irreducible. Consequently, everything that contributes to the component structure of $\operatorname{SCAY}(G, S)$ is encoded in the periodicity structure of $H \cap S$ and the relationship between $H \cap S$ and $H$; the parts of $S$ and $G$ outside of $H$ are irrelevant.

These observations determine the following strategy: we study irreducible Cayley graphs because their generating sets contain no elements irrelevant to the component structure of the survival subgraph. When confronted with an arbitrary Cayley graph
$\operatorname{CAY}(G, S)$, we replace it, if it is reducible, with the irreducible subgraph CAY $(H, H \cap$ $S$ ), which has the identical survival subgraph. We ultimately will show (Theorem 16) that we can use our results on all connected Cayley graphs with normal generating sets whether or not the graph is reducible.

Lemma 4.
(a) The Cayley graph $\operatorname{CAY}(G, S)$ is irreducible if and only if $\langle G \backslash S\rangle=G$.
(b) If $\operatorname{CAY}(G, S)$ is reducible, set $H=\langle G \backslash S\rangle$. Then $\operatorname{CAY}(H, H \cap S)$ is irreducible and $\operatorname{SCAY}(G, S)=\operatorname{SCAY}(H, H \cap S)$.

Proof. For (a), we prove the contrapositive equivalence. Let $H=\langle G \backslash S\rangle$ and suppose that $H \neq G$. It is easy to check that

$$
\begin{equation*}
G \backslash S_{1}=\langle G \backslash S\rangle \backslash S_{1}=H \backslash S_{1}, \tag{1}
\end{equation*}
$$

and so $\operatorname{CAY}(G, S)$ is reducible. Conversely, if $\operatorname{CAY}(G, S)$ is reducible, then $\langle G \backslash S\rangle=$ $\langle H \backslash S\rangle \subset H$ for a proper subgroup $H<G$. Thus $\langle G \backslash S\rangle \subset H \neq G$.

For (b), we first show that $\operatorname{CAY}(H, H \cap S)$ is irreducible. According to part (a), it suffices to check that $\langle H \backslash S\rangle=H$. Recalling what $H$ is, we must verify that $\langle\langle G \backslash S\rangle \backslash S\rangle=\langle G \backslash S\rangle$, and this is elementary. To establish the equality of the survival subgraphs, note first that (1) above shows that the two subgraphs have the same vertex set. Moreover, the generating set $H \cap S$ for $\operatorname{CAY}(H, H \cap S)$ is precisely the set of generators that correspond to edges having both their vertices in the common vertex set.

Although $\operatorname{SCAY}(G, S)$ is always equal to $\operatorname{SCAY}(H, H \cap S)$ for $H=\langle G \backslash S\rangle$, the graph $\operatorname{CAY}(H, H \cap S)$ may be a disconnected Cayley graph and so will be disconnected before subversion. The next lemma indicates that in this case, $\operatorname{NC}(\operatorname{CAY}(G, S))=1$. This is not immediately obvious, because we have to address the possibility that CAY $(H, H \cap S)$ might consist of two components and subversion could eliminate the component containing 1 , leaving a single component. Indeed, this can happen, but when it does we observe that the single remaining component is a clique, so that we still have neighbor connectivity equal to one.

Lemma 5. Let $\operatorname{CAY}(G, S)$ be a connected Cayley graph and set $H=\langle G \backslash S\rangle$. If the irreducible subgraph $\operatorname{CAY}(H, H \cap S)$ is a disconnected Cayley graph, then $\operatorname{SCAY}(G, S)$ is disconnected or complete, and so $\mathrm{NC}(\operatorname{CAY}(G, S))=1$.

Proof. $\operatorname{CAY}(H, H \cap S)$ is a union of components, each of which has a vertex set equal to a right coset of $\langle H \cap S\rangle$ in $H$ and each of which is isomorphic to $\operatorname{CAY}(\langle H \cap S\rangle$, $H \cap S)$. Since subversion of $\{1\}$ affects only the component of $\operatorname{CAY}(H, H \cap S)$ containing 1 , we have a disjoint union

$$
\begin{equation*}
\operatorname{SCAY}(H, H \cap S) \cong \operatorname{SCAY}(\langle H \cap S\rangle, H \cap S) \cup \bigcup_{\tau} \operatorname{CAY}(\langle H \cap S\rangle, H \cap S) \tag{2}
\end{equation*}
$$

where $\tau$ is the set of all nonidentity right cosets of $\langle H \cap S\rangle$ in $H$. According to Lemma 4, $\operatorname{SCAY}(G, S)=\operatorname{SCAY}(H, H \cap S)$. If $\operatorname{SCAY}(H, H \cap S)$ is disconnected, we are finished. If $\operatorname{SCAY}(H, H \cap S)$ is connected, the union in (2) contains exactly one coset. Since subversion of $\{1\}$ affects only the component of $\operatorname{CAY}(H, H \cap S)$ containing 1, it follows that $\operatorname{CAY}(H, H \cap S)$ consists of exactly two $\langle H \cap S\rangle$-cosets: $\langle H \cap S\rangle$ itself and one nonidentity right coset. Moreover, every element of $\langle H \cap S\rangle$ must be deleted upon subversion of $\{1\}$; hence, $\langle H \cap S\rangle \subset S_{1}$. Consequently, all the vertices of $\operatorname{SCAY}(G, S)=\operatorname{SCAY}(H, H \cap S)$ are in the only nonidentity right $\langle H \cap S\rangle$ coset in $H$, and these vertices induce a complete graph.

In view of Lemma 5, we are left to consider the case in which the irreducible
subgraph $\mathrm{CAY}(H, H \cap S)$ is connected. Specifically, the question of the connectedness of $\operatorname{SCAY}(G, S)$ has been reduced to the question of the connectedness of $\operatorname{SCAY}(H, H \cap$ $S$ ) where $H=\langle G \backslash S\rangle$ and $\operatorname{CAY}(H, H \cap S)$ is an irreducible connected Cayley subgraph of $\operatorname{CAY}(G, S)$. In the rest of the paper, we address the question of the connectivity of $\operatorname{SCAY}(G, S)$ when $\operatorname{CAY}(G, S)$ is an irreducible Cayley graph. However, some of the results that we develop to elucidate this question do not require the assumption of irreducibility, and so we do not impose it uniformly.

### 4.3. Sufficiency results for irreducible Cayley graphs.

Lemma 6. If $\operatorname{CAY}(G, S)$ is irreducible and $\operatorname{SCAY}(G, S)$ has a nongenerating component, then $\operatorname{SCAY}(G, S)$ is disconnected.

Proof. The proof is by contradiction. Suppose $\operatorname{SCAY}(G, S)$ is connected. Then the nongenerating component $C$ is the only component of $\operatorname{SCAY}(G, S)$. Hence $\langle C\rangle \backslash$ $S=G \backslash S$. Since $\langle C\rangle \neq G, G$ is reducible.

Theorem 7. Let $\operatorname{CAY}(G, S)$ be an irreducible Cayley graph. If $S$ is nearly periodic, then $\operatorname{SCAY}(G, S)$ is disconnected.

Proof. Since $S$ is nearly periodic, we conclude from Proposition 3 that $\operatorname{SCAY}(G, S)$ has a nongenerating component. According to Lemma 6, this means that $\operatorname{SCAY}(G, S)$ is disconnected, since $\operatorname{CAY}(G, S)$ is irreducible.
5. Necessary conditions for disconnectedness when the survival subgraph has no isolated vertices. Beginning with a disconnected survival subgraph with no isolated vertices, our goal is to show that we must have a nearly periodic generating set. This means we need a special subset of generators that will generate a proper subgroup for which the generating set is nearly periodic. Equivalently, Proposition 3 allows us to search for a nongenerating component of the survival subgraph. We use both these equivalent approaches below.
5.1. Invisible generators. In this section we show how to use components of the disconnected survival subgraph to pick out special subsets of generators, called invisible generators, that will generate proper subgroups for which the generating set is nearly periodic. Define the set of generators invisible from $C$ as $I_{C}=S \backslash N(C)$. In Proposition 9 we show, under our standing hypotheses of no isolated vertices, that $\operatorname{SCAY}(G, S)$ always has components with invisible generators. In Proposition 13 we show that the existence of invisible generators leads to nongenerating components in $\operatorname{SCAY}(G, S)$ for a large class of Cayley graphs including all those with abelian $G$, thus establishing the converse of Theorem 7 for that class of graphs.

We begin with a technical lemma.
Lemma 8. Let $X \subset G$ have the property that $N(X)=S$ in $\operatorname{CAY}(G, S)$. If there is a $g \in G$ such that $g X=X$, then $g$ is an isolated vertex of $\operatorname{SCAY}(G, S)$.

Proof. Let $g$ and $X$ be as stated in the hypothesis.

$$
\begin{aligned}
g X=X & \Longrightarrow\langle g\rangle X=X \quad \text { by Lemma } 1(\mathrm{c}) \\
& \Longrightarrow\langle g\rangle N(X)=N(X) \quad \text { by Lemma } 1(\mathrm{~d}) \\
& \Longrightarrow\langle g\rangle S=S \quad \text { since } N(X)=S \\
& \Longrightarrow\langle g\rangle \cap S=\emptyset \quad \text { by Lemma } 1(\mathrm{~b}) \\
& \Longrightarrow g \text { is an isolated vertex of } \operatorname{SCAY}(G, S) .
\end{aligned}
$$

We shall call a component $C$ of $\operatorname{SCAY}(G, S)$ a maximum component if, in the set of all components of $\operatorname{SCAY}(G, S), C$ has maximum vertex cardinality. The relevance
of maximum components is indicated by the following proposition.
Proposition 9. Let $\operatorname{CAY}(G, S)$ be a Cayley graph for which $\operatorname{SCAY}(G, S)$ is disconnected and has no isolated vertices. Then any maximum component has invisible generators in $S$.

Proof. Let $C$ be a maximum component and suppose that $C$ has no invisible generators in $S$. We shall obtain a contradiction. Since $\operatorname{SCAY}(G, S)$ is disconnected, we may let $g$ be a vertex of $\operatorname{SCAY}(G, S)$ that lies outside of $C$. (To refer to such vertices, we use the shorthand $g \notin C \cup S_{1}$.) Then $g^{-1} C \cap S_{1}=\emptyset$, because if $g^{-1} c=s$ or $g^{-1} c=1$ with $c \in C$, then $c=g s$ or $c=g$, contradicting $g \notin C$. Thus each element of $g^{-1} C$ is a vertex of $\operatorname{SCAY}(G, S)$. Whenever $c_{1}$ and $c_{2}$ are adjacent vertices of $C$, $g^{-1} c_{1}$ and $g^{-1} c_{2}$ are adjacent vertices of $g^{-1} C$. Consequently, $g^{-1} C$ is a connected subset of $\operatorname{SCAY}(G, S)$ of maximum vertex cardinality and so must be a maximum component of $\operatorname{SCAY}(G, S)$.

Consider the set of all components of the form $g^{-1} C$ as $g$ ranges over $G \backslash\left(C \cup S_{1}\right)$. In light of Lemma $8, g^{-1} C \neq C$, so the vertices of the components $g^{-1} C$ are contained in $G \backslash\left(C \cup S_{1}\right)$. We claim it cannot be that $g^{-1} C \cap h^{-1} C=\emptyset$ for all $g, h \notin C \cup S_{1}$. Suppose this were so. Then, on the one hand, we would have

$$
\begin{equation*}
\left|\bigcup_{g \notin C \cup S_{1}} g^{-1} C\right|=\left|G \backslash\left(C \cup S_{1}\right)\right| \cdot|C| . \tag{3}
\end{equation*}
$$

On the other hand, since each $g^{-1} C$ is a subgraph of $\operatorname{CAY}(G, S)$ disjoint from $C \cup S_{1}$, we have

$$
\bigcup_{g \notin C \cup S_{1}} g^{-1} C \subset G \backslash\left(C \cup S_{1}\right),
$$

which means that

$$
\begin{equation*}
\left|\bigcup_{g \notin C \cup S_{1}} g^{-1} C\right| \leq\left|G \backslash\left(C \cup S_{1}\right)\right| . \tag{4}
\end{equation*}
$$

Since $|C| \geq 2$, (3) and (4) are incompatible. We conclude that $g^{-1} C \cap h^{-1} C=\emptyset$ cannot occur for every distinct $g, h \notin C \cup S_{1}$. Hence, there must be distinct $g, h \notin C \cup S_{1}$ such that $g^{-1} C \cap h^{-1} C \neq \emptyset$. Now $g^{-1} C$ and $h^{-1} C$ are components, so the only way they can intersect is if $g^{-1} C=h^{-1} C$. This gives us $g, h \notin C \cup S_{1}$ with $g h^{-1} \neq 1$ and $g h^{-1} C=C$. By Lemma $8, g h^{-1}$ is an isolated vertex of $\operatorname{SCAY}(G, S)$, contradicting the hypothesis and so proving that $C$ must have invisible generators.
5.2. Normal generating sets. The results of the preceding section guarantee that if $\operatorname{SCAY}(G, S)$ is disconnected with no isolated vertices, then $\operatorname{SCAY}(G, S)$ has a component with invisible generators. We want to show that, in most cases, $S$ is nearly periodic with respect to the subgroup generated by these invisible generators. In order to do this, and hence to derive a partial converse of Theorem 7, we restrict our attention to a class of Cayley graphs that includes all those for which $G$ is abelian.

For a finite group $G$ and subset $X \subset G$, we use $\langle\langle X\rangle$ to denote the normal subgroup generated by $X$, i.e., the subgroup of $G$ generated by all conjugates of elements of $X$. We call $X$ a normal subset provided that $g X g^{-1}=X$ for all $g \in G$. In the remainder of the paper, we show that for the class of Cayley graphs CAY $(G, S)$ for which $S$ is a normal subset, $\operatorname{SCAY}(G, S)$ is disconnected with no isolated vertices only if $S$ is nearly periodic.

For an example of a nonabelian group $G$ with normal generating set $S$, take $G=A_{n}$, the alternating group on $n$ elements, let $n \geq 3$, and take $S$ to be the set of all 3-cycles.

In order to understand the importance of requiring $S$ to be a normal subset of $G$, first recall that a group is abelian if and only if the inversion of elements is a group automorphism. For nonabelian groups, inversion is not a group automorphism, but Cayley graphs with normal generating sets are "almost abelian" in the sense specified by the following lemma.

Lemma 10. The inversion of elements in $G$ induces a graph automorphism of $\operatorname{CAY}(G, S)$ if and only if $S$ is a normal subset of $G$. Analogously, the inversion of elements in $G$ induces a graph automorphism of $\operatorname{SCAY}(G, S)$ if and only if $S$ is a normal subset of $G$.

Proof. For $g \in G$, the generator $s \in S$ joins $g$ to $g s$ if and only if $g s g^{-1}$ joins $(g s)^{-1}$ to $g^{-1}$, and so the statement for $\operatorname{CAY}(G, S)$ is true. Since $S=S^{-1}$, inversion preserves the generating set. Thus $S_{1}$ is closed under both inversion and conjugation; consequently, so is $G \backslash S_{1}$.

Corollary 10.1. If $S$ is a normal generating set, then $C$ is a component of $\operatorname{SCAY}(G, S)$ if and only if $C^{-1}$ is also.

The next lemma lists three algebraic properties of normal subsets.
Lemma 11. Let $S$ be a normal subset of $G$ in $C a y(G, S)$ and let $H=\langle G \backslash S\rangle$. Then
(a) $H \cap S$ is a normal subset in the irreducible Cayley graph $\operatorname{CAY}(H, H \cap S)$;
(b) for any $T \subset G, T S_{1}=S_{1}$ implies $\langle\langle T\rangle\rangle S_{1}=S_{1}$;
(c) the group consisting of all isolated vertices of $\operatorname{SCAY}(G, S)$ together with 1 is a normal subgroup of $G$.

Proof. Part (a) follows immediately from Lemma 4(b) and the observation that the intersection of a normal subset of $G$ with a subgroup of $G$ is a normal subset of $G$. Parts (b) and (c) are established by straightforward calculations using the definition of normal subset and the fact that $\langle\langle T\rangle\rangle$ is the subgroup of $G$ generated by all conjugates of elements of $T$.
5.3. Quotient Cayley graphs. In the course of the argument that follows, we find it useful to pass from a connected Cayley graph $\operatorname{CAY}(G, S)$ to a Cayley graph of $G / H$ for a particular subgroup $H$ that is normal in $G$. In the situation that arises, the generating set $S$ is very well adapted to the factorization- $S_{1}$ is $H$-periodic with $H \subset S_{1}$. For the rest of this section, we assume that $S_{1}$ has this property.

Before considering the correspondence between the Cayley graph of $G$ and the Cayley graph of $G / H$, it is useful to describe how the condition that $S_{1}$ is $H$-periodic with $H \subset S_{1}$ affects the structure of $\operatorname{CAY}(G, S)$ and $\operatorname{SCAY}(G, S)$ :
(1) The $H$-periodicity of $S_{1}$ implies that whenever a vertex in $H x$ is adjacent to a vertex in $H y$, every vertex of $H x$ is adjacent to every vertex of $H y$. To see why, we can assume without loss of generality that $x$ is adjacent to $y$. Then $x^{-1} y \in S$, which means that $H x^{-1} y \subset S$ since $S$ is $H$-periodic. The normality of $H$ then yields $x^{-1} H y \subset S$, so that for all $h_{1}, h_{2} \in H, h_{1} x$ is adjacent to $h_{2} y$ using the edge corresponding to $x^{-1} h_{1}^{-1} h_{2} y \in S$.
(2) The fact that $H \subset S_{1}$ implies that, in both $\operatorname{CAY}(G, S)$ and $\operatorname{SCAY}(G, S)$, the vertices belonging to each coset of $H$ induce a clique.

The two observations above imply that when $S_{1}$ is $H$-periodic with $H \subset S$, both $\operatorname{CAY}(G, S)$ and $\operatorname{SCAY}(G, S)$ are graphs whose vertex sets are partitioned (by $H$-cosets) into cliques with the property that between any two cliques there are either
no edges or a complete join. We may thus refer to two such cliques as being adjacent or nonadjacent without fear of ambiguity.

We now turn to the associated Cayley graph on $G / H$. Let $\phi: G \rightarrow G / H$ be the quotient homomorphism and let $T=\phi S \backslash\{1\}$. Then $T=T^{-1}, \phi S_{1}=T_{1}$, and since $S$ generates $G, T$ must generate $\phi G=G / H$. Hence we may speak of the Cayley graph CAY $(\phi G, T)$. Its vertices correspond to the cosets of $H$ in $G$ and it is connected if and only if $\operatorname{CAY}(G, S)$ is connected. Since $S_{1}$ is $H$-periodic, we also have $\phi^{-1} T_{1}=S_{1}$ and so $\phi\left(G \backslash S_{1}\right)=\phi G \backslash T_{1}$. Consequently, $\phi$ induces maps of graphs $\operatorname{CAY}(\phi): \operatorname{CAY}(G, S) \rightarrow \operatorname{CAY}(\phi G, T)$ and $\operatorname{SCAY}(\phi): \operatorname{SCAY}(G, S) \rightarrow \operatorname{SCAY}(\phi G, T)$. (The effect of $\operatorname{CAY}(\phi)$ and $\operatorname{SCAY}(\phi)$ on both vertices and edges is precisely the effect of $\phi$.)
$\operatorname{CAY}(\phi)$ collapses each clique in $\operatorname{CAY}(G, S)$ induced by a coset of $H$ to a vertex in $\operatorname{CAY}(\phi G, T)$. Whenever two $H$-cliques in $\operatorname{CAY}(G, S)$ are adjacent, the vertices they collapse to in $\operatorname{CAY}(\phi G, T)$ are adjacent, and whenever two $H$-cliques in $\operatorname{CAY}(G, S)$ are nonadjacent, the vertices they collapse to in $\operatorname{CAY}(\phi G, T)$ are nonadjacent. This description indicates that we can recover $\operatorname{CAY}(G, S)$ from $\operatorname{CAY}(\phi G, T)$ by the following procedure: replace each vertex of $\operatorname{CAY}(\phi G, T)$ by a clique on $|H|$ vertices and link two such cliques by a complete join whenever the vertices they replaced are adjacent. In other words, $\operatorname{CAY}(G, S)=\operatorname{CAY}(\phi G, T)\left[K_{|H|}\right]$, the wreath product (or composition or lexicographic product) of graphs $\operatorname{CAY}(\phi G, T)$, and $K_{|H|}$, where $K_{n}$ denotes the clique on $n$ vertices. Exactly the same reasoning shows that $\operatorname{SCAY}(G, S)=\operatorname{SCAY}(\phi G, T)\left[K_{|H|}\right]$.

The wreath product structure of $\operatorname{SCAY}(G, S)$ makes it evident that each component $C$ of $\operatorname{SCAY}(G, S)$ is of the form $C=D\left[K_{|H|}\right]=\operatorname{SCAY}(\phi)^{-1} D$, where $D$ is a component of $\operatorname{SCAY}(\phi G, T)$. Thus $\operatorname{SCAY}(\phi)$ induces a one-to-one correspondence of the components of $\operatorname{SCAY}(G, S)$ and $\operatorname{SCAY}(\phi G, T)$.

It is easy to see that nongenerating components of $\operatorname{SCAY}(\phi G, T)$ are preserved by $\operatorname{SCAY}(\phi)^{-1}$ : since $\phi$ is a homomorphism, we have $\phi\langle X\rangle=\langle\phi X\rangle$ for any subset $X \subset G$. Thus if the vertices of a component $C$ generate $G$, then the vertices of the component $\phi C$ will generate $\phi G$. Consequently, if $D$ is a nongenerating component of $\operatorname{SCAY}(\phi G, T)$, its inverse image $\operatorname{SCAY}(\phi)^{-1} D$ is a nongenerating component of $\operatorname{CAY}(G, S)$.

Finally, suppose $C$ is a component of $\operatorname{SCAY}(G, S)$ with invisible generators $I_{C}$ such that $\left\langle\left\langle I_{C}\right\rangle\right\rangle \subset S_{1}$ and $S_{1}$ is $\left\langle\left\langle I_{C}\right\rangle\right\rangle$-periodic. The normal subgroup $H$ in the above discussion is now $\left\langle\left\langle I_{C}\right\rangle\right\rangle$. Then the component $\operatorname{SCAY}(\phi) C$ of $\operatorname{SCAY}(\phi G, T)$ has no invisible generators in $T$, because such an invisible generator would give rise to an entire coset of generators invisible from $C$ in $\operatorname{CAY}(G, S)$.

These results are summarized in the following lemma.
Lemma 12. Let $\operatorname{CAY}(G, S)$ be a connected Cayley graph for which $H$ is a normal subgroup of $G, H \subset S_{1}$, and $S_{1}$ is $H$-periodic. Further, let $\phi: G \rightarrow G / H$ be the quotient homomorphism and let $T=\phi S \backslash\{1\}$.
(a) Then $T$ is a generating set for $\phi G$, so that $\operatorname{CAY}(\phi G, T)$ is a connected Cayley graph.
(b) The homomorphism $\phi$ induces a one-to-one correspondence between components of $\operatorname{SCAY}(G, S)$ and components of $\operatorname{SCAY}(\phi G, T)$.
(c) If $D$ is a nongenerating component of $\operatorname{SCAY}(\phi G, T)$, then $\operatorname{SCAY}(\phi)^{-1} D$ is a nongenerating component of $\operatorname{SCAY}(G, S)$.
(d) If $H=\left\langle\left\langle I_{C}\right\rangle\right\rangle$, where $I_{C}$ is a set of generators invisible from a component $C$ of $\operatorname{SCAY}(G, S)$, then the component $\operatorname{SCAY}(\phi) C$ of $\operatorname{SCAY}(\phi G, T)$ has no invisible
generators in $T$.
5.4. Necessity results for Cayley graphs with normal generating sets.

Proposition 9 guarantees that when the survival subgraph is disconnected without isolated vertices, there will be components from which some generators are invisible. We now have all the tools we need to show that when the generating set is normal, the presence of invisible generators ensures that the generating set will be nearly periodic. In Proposition 13, we obtain near periodicity in some cases. The remaining cases are handled in Theorem 14, which summarizes all the cases in the language of nongenerating components.

Proposition 13. Let $\operatorname{CAY}(G, S)$ have a normal generating set $S$, and let $\operatorname{SCAY}(G, S)$ be disconnected with no isolated vertices. Suppose $C$ is a component of $\operatorname{SCAY}(G, S)$ that has invisible generators $I_{C} \subset S$. Then
(a) $N(C)$ is left $\left\langle I_{C}\right\rangle$-periodic with $\left\langle I_{C}\right\rangle \cap N(C)=\emptyset$;
(b) if $\left\langle I_{C}\right\rangle \not \subset S_{1}$, then $S$ is nearly $\left\langle I_{C}\right\rangle$-periodic;
(c) if $\left\langle I_{C}\right\rangle \subset S_{1}$, then $S_{1}$ is left $\left\langle\left\langle I_{C}\right\rangle\right\rangle$-periodic with $\left\langle\left\langle I_{C}\right\rangle\right\rangle \subset S_{1}$.

Proof. We begin by proving (a). Note that $I_{C}{ }^{-1} C \cap S=\emptyset$; otherwise, there would be $c \in C, s \in I_{C}$, and $s_{0} \in S$ such that $s^{-1} c=s_{0}$. But then $c s_{0}{ }^{-1}=s$, which contradicts the fact that $s \in I_{C}$.

Using the fact that $S^{-1}=S$, it follows immediately that $I_{C}{ }^{-1} C \cap S=\emptyset$ if and only if $C^{-1} I_{C} \cap S=\emptyset$. Since $S$ is a normal generating set, we know from Corollary 10.1 that $C^{-1}$ is a component of $\operatorname{SCAY}(G, S)$ and so

$$
\begin{aligned}
C^{-1} I_{C} & \subset C^{-1} S \\
& \subset C^{-1} \cup S \quad \text { by Lemma } 1(\mathrm{e})
\end{aligned}
$$

Combining this with $C^{-1} I_{C} \cap S=\emptyset$, we get $C^{-1} I_{C} \subset C^{-1}$, and

$$
\begin{aligned}
C^{-1} I_{C} \subset C^{-1} & \Longrightarrow C^{-1} I_{C}=C^{-1} \\
& \Longrightarrow I_{C}^{-1} C=C \\
& \Longrightarrow C \text { is left }\left\langle I_{C}\right\rangle \text {-periodic by Lemma } 1(\mathrm{c}), \\
& \Longrightarrow N(C) \text { is left }\left\langle I_{C}\right\rangle \text {-periodic by Lemma } 1(\mathrm{~d}) .
\end{aligned}
$$

Since the generators $I_{C}$ are disjoint from $N(C)$ by definition, Lemma 1(b) indicates that $\left\langle I_{C}\right\rangle \cap N(C)=\emptyset$, and this completes part (a).

For part (b), the definition of near periodicity requires that we show three things: $S \backslash\left\langle I_{C}\right\rangle$ is $\left\langle I_{C}\right\rangle$-periodic, $\left\langle I_{C}\right\rangle \backslash\{1\} \not \subset S$, and $S \cap\left\langle I_{C}\right\rangle \backslash\{1\} \neq \emptyset$. The second condition has been imposed by the hypothesis for part (b), and the third condition is true because $I_{C} \subset S \cap\left\langle I_{C}\right\rangle \backslash\{1\}$.

As for the first condition, begin by recalling that $S$ is a disjoint union $S=$ $N(C) \cup I_{C}$ by definition of $I_{C}$. We have $\left\langle I_{C}\right\rangle \cap N(C)=\emptyset$ from part (a). Consequently, $S \backslash\left\langle I_{C}\right\rangle=S \backslash I_{C}=N(C)$, so $S \backslash\left\langle I_{C}\right\rangle$ is $\left\langle I_{C}\right\rangle$-periodic by part (a). This completes the verification for part (b).

For part (c), the conditions $S_{1}=N(C) \cup I_{C} \cup\{1\}$ and $\left\langle I_{C}\right\rangle \cap N(C)=\emptyset$, when combined with the assumption that $\left\langle I_{C}\right\rangle \subset S_{1}$, imply that $\left\langle I_{C}\right\rangle=I_{C} \cup\{1\}$. Hence, we have the disjoint union $S_{1}=N(C) \cup\left\langle I_{C}\right\rangle$. In light of part (a), $S_{1}$ is $\left\langle I_{C}\right\rangle$-periodic, and Lemma 11(b) implies that $S_{1}$ must be $\left\langle\left\langle I_{C}\right\rangle\right\rangle$-periodic. Since $\left\langle\left\langle I_{C}\right\rangle\right\rangle \cap S_{1} \neq \emptyset$, Lemma 1 (b) indicates that $\left\langle\left\langle I_{C}\right\rangle\right\rangle \subset S_{1}$.

Theorem 14. Let $\operatorname{CAY}(G, S)$ be a connected Cayley graph for which $S$ is a normal subset, $\operatorname{SCAY}(G, S)$ is disconnected with no isolated vertices, and $C$ is a max-
imum component of $\operatorname{SCAY}(G, S)$. Then $\operatorname{SCAY}(G, S)$ has a nongenerating component $C^{\prime}$, and $S$ is nearly $\left\langle C^{\prime}\right\rangle$-periodic. In fact, $C^{\prime}$ can be specified further:
(a) if $\left\langle I_{C}\right\rangle \not \subset S_{1}, C^{\prime} \subset\left\langle I_{C}\right\rangle \backslash S_{1}$;
(b) if $\left\langle I_{C}\right\rangle \subset S_{1}$, then $C^{\prime}$ is a clique.

Proof. Since $C$ is a maximum component of $\operatorname{SCAY}(G, S)$, Proposition 9 indicates that $C$ has invisible generators $I_{C} \subset S$.

In case (a), we have $\left\langle I_{C}\right\rangle \not \subset S_{1}$. According to Proposition 13(b), $S$ must be nearly $\left\langle I_{C}\right\rangle$-periodic. By the proof of Proposition $3,\left\langle I_{C}\right\rangle \backslash S_{1}$ is a union of nongenerating components, and we can take $C^{\prime}$ to be any one of them.

In case (b), we have $\left\langle I_{C}\right\rangle \subset S_{1}$. Using Proposition 13(c) and Lemma 12(a), we factor $G$ by $\left\langle\left\langle I_{C}\right\rangle\right\rangle$ and let $\phi: G \rightarrow G /\left\langle\left\langle I_{C}\right\rangle\right\rangle$ be the quotient map. We set $T=\phi S \backslash\{1\}$ and so obtain a Cayley graph $\operatorname{CAY}(\phi G, T)$ which, when subverted, has the same number of components as the original graph by Lemma 12(b). Applying Lemma $12(\mathrm{~d})$, we conclude that the component $\operatorname{SCAY}(\phi) C$ has no invisible generators. Then $\operatorname{SCAY}(\phi) C$ is a maximum component of $\operatorname{SCAY}(\phi G, T)$ with no invisible generators, and this would contradict Proposition 9 if $\operatorname{SCAY}(\phi G, T)$ had no isolated vertices. Hence there must be an isolated vertex in $\operatorname{SCAY}(\phi G, T)$.

An isolated vertex $v$ in $\operatorname{SCAY}(\phi G, T)$ cannot generate $\phi G$, because $\langle v\rangle$ must be contained in $\phi G \backslash T$ by Theorem 2, and we now check that $\phi G \backslash T$ is a proper subset of $\phi G$ by verifying that $T=\emptyset$ is impossible: since $T$ must generate $\phi G$ by Lemma 12(a), the only way $T=\emptyset$ can occur is if $\phi G=1$, and this is impossible because Proposition $13(\mathrm{c})$ assures us that $\left\langle\left\langle I_{C}\right\rangle\right\rangle$ cannot be all of $G$.

Thus the isolated vertex $v$ in $\operatorname{SCAY}(\phi G, T)$ is a nongenerating component. Invoking Lemma 12(c), we conclude that $C^{\prime}=\operatorname{SCAY}(\phi)^{-1} v$ is a nongenerating component of $\operatorname{SCAY}(G, S)$. Finally, since $\operatorname{SCAY}(\phi)^{-1} v$ is a coset of $\left\langle\left\langle I_{C}\right\rangle\right\rangle$ and since $\left\langle\left\langle I_{C}\right\rangle \subset S_{1}\right.$, it follows that $C^{\prime}$ is a clique.

Thus, regardless of whether $\left\langle I_{C}\right\rangle \not \subset S_{1}$ or $\left\langle I_{C}\right\rangle \subset S_{1}, \operatorname{SCAY}(G, S)$ has a nongenerating component $C^{\prime}$ and therefore, according to Proposition $3, S$ is nearly $\left\langle C^{\prime}\right\rangle$ periodic.
6. Periodic structure of the generating set for disconnected survival subgraphs. Let CAY $(G, S)$ be a connected Cayley graph. Here is the current state of our knowledge about $\operatorname{SCAY}(G, S)$ when it is disconnected:
(1) Theorem 2 gives a necessary and sufficient condition on $S$ for $\operatorname{SCAY}(G, S)$ to have an isolated vertex, namely, that $S$ be left periodic.
(2) Suppose that $\operatorname{SCAY}(G, S)$ has no isolated vertices.
(a) If $\operatorname{CAY}(G, S)$ is irreducible, Theorem 7 gives a sufficient condition on $S$ for $\operatorname{SCAY}(G, S)$ to be disconnected, namely, that $S$ be nearly periodic.
(b) If $S$ is normal, Theorem 14 gives a necessary condition on $S$ for $\operatorname{SCAY}(G, S)$ to be disconnected, again, that $S$ be nearly periodic.
By combining all these hypotheses, we obtain in Theorem 15 an algebraic characterization of the generating sets of a large class of Cayley graphs with disconnected survival subgraphs. Corollary 15.1 establishes that a Cayley graph of prime order cannot be disconnected by the subversion of a single vertex.

Theorem 15. Let $\operatorname{CAY}(G, S)$ be an irreducible connected Cayley graph with normal generating set $S$. Then $\operatorname{SCAY}(G, S)$ is disconnected if and only if $S$ is left periodic or nearly periodic.

Corollary 15.1. For an irreducible connected Cayley graph $\operatorname{CAY}(G, S)$ with normal generating set $S$ and $S_{1} \neq G$, let $p$ be the smallest prime divisor of $|G|$. If $|S|<p$, then $\operatorname{SCAY}(G, S)$ is connected. In particular, if $G=\mathbf{Z}_{p}$ and $S_{1} \neq \mathbf{Z}_{p}$, then
$\operatorname{SCAY}\left(\mathbf{Z}_{p}, S\right)$ is connected.
Proof. We assume that $\operatorname{SCAY}(G, S)$ is disconnected and derive a contradiction. By Theorem $15, S$ is either left $H$-periodic or nearly $H$-periodic for some nontrivial subgroup $H<G$. In either case, $S$ must contain at least one coset of $H$. Hence $p \leq|H| \leq|S|$, and this contradicts the hypothesis $|S|<p$.

In case $G$ is abelian, there is a slightly improved version of Corollary 15.1.
Corollary 15.2. For an irreducible connected Cayley graph CAY $(G, S)$ with $G$ abelian and $S_{1} \neq G$, let $p$ be the smallest prime divisor of $|G|$. If $|S| \leq p$, then $\operatorname{SCAY}(G, S)$ is connected.

Proof. If $|S|<p$ then $\operatorname{SCAY}(G, S)$ is connected by Corollary 15.1, so all we must show here is that $|S|=p$ implies $\operatorname{SCAY}(G, S)$ connected. Again, we assume $\operatorname{SCAY}(G, S)$ is disconnected and obtain a contradiction. The same argument as we used above indicates that $S$ must contain at least one coset of a nontrivial subgroup $H<G$, but now the fact that $|S|=p$ implies that $S$ must be a single nonidentity coset of $H$. Since $S=S^{-1}$, this coset has order 2 in $G / H$, and so 2 divides $|G|$. This means, according to the definition of $p$, that $p=2$, and so $|S|=2$. Thus $\operatorname{CAY}(G, S)$ is a cycle and so $\operatorname{SCAY}(G, S)$ is connected-the desired contradiction.

The final theorem is an extension of Theorem 15 to all connected Cayley graphs, irreducible or not, with normal generating sets. This extension relies on the fact, from Lemma 4, that in $\operatorname{CAY}(G, S), \operatorname{CAY}(H, H \cap S)$ is irreducible when $H=\langle G \backslash S\rangle$.

Theorem 16. Let $\operatorname{CAY}(G, S)$ be a connected Cayley graph with normal generating set for which $\operatorname{SCAY}(G, S)$ is neither empty nor complete, and set $H=\langle G \backslash S\rangle$. The following are equivalent:
(a) $\operatorname{NC}(\operatorname{CAY}(G, S))=1$;
(b) $\operatorname{SCAY}(G, S)$ is disconnected;
(c) $H \cap S$ is left periodic, $H \cap S$ is nearly periodic, or $H \cap S_{1}$ is a proper subgroup of $G$.

Proof. (a) $\Leftrightarrow(\mathrm{b})$ : this equivalence follows immediately from the definition of neighbor connectivity and the hypothesis that $\operatorname{SCAY}(G, S)$ is neither empty nor complete.
$(\mathrm{c}) \Rightarrow(\mathrm{b}):$ we begin with the following assumptions:
(i) $H \cap S$ is left periodic or nearly periodic, or
(ii) $H \cap S_{1}$ is a proper subgroup of $G$.

We must show that $\operatorname{SCAY}(G, S)$ is disconnected. Since $\operatorname{SCAY}(G, S)=\operatorname{SCAY}(H, H \cap$ $S$ ) by Lemma 4(b), it suffices to prove that $\operatorname{SCAY}(H, H \cap S)$ is disconnected.

First observe that, regardless of whether either of conditions (i) or (ii) holds, if we ever find that CAY $(H, H \cap S)$ is disconnected, then we can conclude that $\operatorname{SCAY}(H, H \cap$ $S$ ) is disconnected by Lemma 5 and the hypothesis that $\operatorname{SCAY}(G, S)$ is not complete.

Suppose condition (i) holds. There are two cases to consider. Case 1: CAY ( $H, H \cap$ $S)$ is disconnected. By the remark above, $\operatorname{SCAY}(H, H \cap S)$ is disconnected. Case 2: $\operatorname{CAY}(H, H \cap S)$ is connected. By Lemma 4(b), $\operatorname{CAY}(H, H \cap S)$ is irreducible so $\operatorname{SCAY}(H, H \cap S)$ is disconnected by Theorem 15.

Suppose condition (ii) holds. We claim that $\langle H \cap S\rangle \neq H$ and so $\operatorname{CAY}(H, H \cap S)$ is disconnected. By the remark above, $\operatorname{SCAY}(H, H \cap S)$ would then be disconnected. To see why $\langle H \cap S\rangle \neq H$, note that $\langle H \cap S\rangle=H \cap S_{1}$ since $H \cap S_{1}$ is a subgroup, so we are claiming that $H \cap S_{1} \neq H$. The contrary assumption that $H \cap S_{1}=H$ implies that $H \subset S_{1}$, and

$$
\begin{aligned}
H \subset S_{1} & \Longrightarrow\langle G \backslash S\rangle \subset S_{1} \\
& \Longrightarrow G \backslash S \subset S_{1}
\end{aligned}
$$

$$
\begin{aligned}
& \Longrightarrow G \backslash S=1 \\
& \Longrightarrow \operatorname{CAY}(G, S) \text { is complete } \\
& \Longrightarrow \operatorname{SCAY}(G, S)=\emptyset,
\end{aligned}
$$

and this contradicts the hypotheses. We have now established (c) $\Rightarrow(\mathrm{b})$.
To show $(\mathrm{b}) \Rightarrow(\mathrm{c})$, let $\operatorname{SCAY}(G, S)$ be disconnected. In the case that $\operatorname{CAY}(G, S)$ is irreducible, Theorem 15 applies since $\operatorname{CAY}(G, S)$ is connected by hypothesis. Furthermore, the irreducibility of $\operatorname{CAY}(G, S)$ implies $H \cap S=G \cap S=S$, and so Theorem 15 allows us to conclude that $H \cap S$ is left periodic or periodic. In the case that $\operatorname{CAY}(G, S)$ is reducible, then Lemma 4 states $\operatorname{CAY}(H, H \cap S)$ is irreducible and $\operatorname{SCAY}(G, S)=\operatorname{SCAY}(H, H \cap S)$, $\operatorname{so} \operatorname{SCAY}(H, H \cap S)$ is disconnected. If $\operatorname{CAY}(H, H \cap S)$ is connected, Theorem 15 insures that $H \cap S$ is left periodic or periodic. Hence we may assume (i) $\operatorname{CAY}(H, H \cap S)$ is disconnected; i.e., $\langle H \cap S\rangle \neq H$. We know that $H \neq G$, so if $H \cap S_{1}$ is a proper subgroup of $G$, we are done. Hence we also may assume (ii) $H \cap S_{1}$ is not a subgroup of $G$.

Combining assumptions (i) and (ii), we are left to consider the case in which $H \cap S_{1}$ is a proper subset of $\langle H \cap S\rangle \neq H$. Thus, $\langle H \cap S\rangle$ contains a component $C$ of $\operatorname{SCAY}(H, H \cap S)$. Since $C \subset\langle H \cap S\rangle \neq H, C$ is nongenerating. If SCAY $(H, H \cap S)$ has an isolated vertex, then by Theorem $2, H \cap S$ is left periodic. If $\operatorname{SCAY}(H, H \cap S)$ has no isolated vertices, then by Proposition 3, the existence of a nongenerating component means that $H \cap S$ is nearly periodic.
7. Concluding remarks. It is interesting to notice that when we move to a subversion strategy with two vertices, the situation becomes decidedly more complex. To see the substance of this observation, recall first that we have shown all prime order Cayley graphs remain connected upon subversion of a single vertex. In contrast, the variety of structure exhibited by the survival subgraphs resulting from subversion of two vertices of a prime order Cayley graph hints at the difficulty entailed in an analysis of this problem. It is easy to produce examples of prime order Cayley graphs that become disconnected upon subversion of two vertices. For $G=\left(\mathbf{Z}_{19},+\right)$ and $S=\{ \pm 1, \pm 3, \pm 5, \pm 6\}$, the subversion strategy $\{0,9\}$ produces a disconnected survival subgraph of $\operatorname{CAY}\left(\mathbf{Z}_{19}, S\right)$ with two nontrivial components. For $T=\{ \pm 1, \pm 3, \pm 6\}$, the subversion strategy $\{0,8\}$ produces a disconnected survival subgraph of $\operatorname{CAY}\left(\mathbf{Z}_{19}, T\right)$ with an isolated vertex. For $U=\{ \pm 1, \pm 3, \pm 9\}, \operatorname{CAY}\left(\mathbf{Z}_{19}, U\right)$ is connected upon subversion of any two vertices. So even in the case where $G$ has prime order, anything can happen to $\operatorname{CAY}(G, S)$ when two vertices are subverted. It appears, therefore, that our methods, which rely heavily on the notion of periodicity, will not extend easily to the case in which two vertices are subverted.

Appendix: Computational complexity. We show that the decision problem for neighbor connectivity of an arbitrary graph is NP-complete. As membership in NP is clear, it suffices to show that the decision problem for neighbor connectivity is NP-hard.

Problem. The neighbor connectivity of an arbitrary graph.
Instance. Given any graph $X$ and an integer $k<|V|$, where $V=V(X)$.
Question. Is $\mathrm{NC}(X) \leq k$ ?
Theorem 17. Neighbor connectivity is NP-hard.
Proof. We show a polynomial reduction of the dominating set problem to this problem. Given graph $X$, construct $\hat{X}$ as follows (see Fig. 1).


Fig. 1.
Set

$$
\begin{aligned}
V_{j} & =\left\{v_{i j}|1 \leq i \leq|V|\} \text { for } j=0,1, \ldots, k+2,\right. \text { and } \\
\hat{V} & =\bigcup_{j=0}^{k+2} V_{j} .
\end{aligned}
$$

Then the subgraph induced by $V_{0},\left[V_{0}\right]$, is $X$, and $\left[V_{j}\right]=K_{|V|}$ for $j=0,1, \ldots, k+2$. Finally, the remaining edges are of the form $\left\{v_{i 0}, v_{i j}\right\}$ for $1 \leq i \leq|V|, 1 \leq j \leq k+2$.

We show that $X$ has a dominating set of size at most $k$ if and only if $\hat{X}$ has an effective subversion strategy of size at most $k$. First suppose $D$ is a dominating set of $X$ of size at most $k$. Then subversion of $D$ removes all the vertices of $X$ and leaves $k+2$ cliques of size $|V|-|D|$. Thus $\mathrm{NC}(\hat{X}) \leq k$.


Fig. 2.
Next suppose that $S$ is an effective subversion strategy of $\hat{X}$ with at most $k$ vertices. Consider $S \cap V_{0}=D$, and suppose that $D$ is not a dominating set of $X$. If subversion of $S$ removes all the vertices of $X$, then there are vertices of $S \backslash D$ that are adjacent to the vertices of $V$ not dominated by $D$. Thus the number of vertices of $V$ not dominated by $D$ is less than or equal to the number of vertices in $S \backslash D$. Consequently, there is a dominating set in $X$ of size at most $k$. Now suppose that subversion of $S$ does not remove all the vertices of $X$. We claim that this assumption leads to a contradiction. Indeed, if the survival subgraph contains a nonempty subset $V_{0}^{\prime} \subset V_{0}$, then the survival subgraph consists of $\left[V_{0}^{\prime}\right]=X^{\prime}$ and at least two complete subgraphs each of size at least $\left|V_{0}^{\prime}\right|$ connected as shown in Fig. 2. Now nodes in separate complete subgraphs are not adjacent, so the survival subgraph is connected and not complete. In other words, $S$ is not an effective subversion strategy. This is a contradiction. Thus there must be a dominating set in $X$ of size at most $k$.
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#### Abstract

Given an inconsistent set of inequalities $A x \leq b$, the irreducibly inconsistent subsystems (IIS's) designate subsets of the inequalities such that at least one member of each subset must be deleted in order to achieve a feasible system. Each IIS can be considered the edge of a hypergraph. The purpose of this paper is to present several properties of this special class of hypergraphs (IIS-hypergraphs). IIS-hypergraphs are bicolourable, and their placement in Berge's hierarchy of "hypergraphs generalizing bipartite graphs" is discussed. The greedy algorithm finds the minimum transversal for 2-uniform IIS-hypergraphs. It is shown that the greedy algorithm does not work for general IIS-hypergraphs. However, if the IIS-hypergraph is "nondegenerate" (implying uniform), the transversal number always can be found in time polynomial in the size of the hypergraph. An interesting intermediate result arises regarding blocking pairs of polyhedra arising from subspaces in $\Re^{n}$.
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1. Introduction. Let $A$ be an $m \times n$ real matrix and let $b$ be a real $m$-vector. Suppose that the system $A x \leq b$ is inconsistent. A subsystem $A^{\prime} x \leq b^{\prime}$ is an irreducibly inconsistent subsystem (IIS) if it is inconsistent and if it has no inconsistent proper subsystem. In general, an inconsistent system will have many overlapping IIS's. In order to achieve a consistent system, at least one inequality must be dropped from every IIS. Sankaran [12] has shown that the problem of finding a minimum cardinality set of constraints to drop to achieve feasibility is NP-hard. (See also [1] for related complexity results.)

Given an inconsistent system $A x \leq b$, let the set $V$ index the inequalities. The corresponding IIS-hypergraph $H$ on $V$ is obtained by letting edge set $E$ of $H$ be the sets of indices of the IIS's. A transversal $T$ of a hypergraph $H$ is a subset of $V$ covering the edge set $E$; i.e., $e \cap T \neq \emptyset$ for all $e \in E$. Thus a minimal transversal of $H$ will be a minimal set $T$ such that the inequalities indexed by $V \backslash T$ are a consistent set. Using notation of Berge [2] we will let $\operatorname{TrH}$ denote the transversal hypergraph of $H$. The edges of $\operatorname{Tr} H$ are the setwise minimal transversals of $H . \tau(H)$ will denote the minimum cardinality of a transversal of $H$. Thus if $H$ is an IIS-hypergraph, $\tau(H)$ is the minimum number of constraints that must be deleted or altered in order to achieve a feasible system. Below, the terms transversal and cover will both be used, but transversal will be always be used when referring to hypergraphs in order to be consistent with terminology of [2].

In [11] it is shown that 2-uniform IIS-hypergraphs are bipartite. A hypergraph is bicolourable if its nodes can be partitioned into two subsets so that neither of the subsets contains an edge. The following result from [11] follows immediately from an observation of Pulleyblank [9] that an inconsistent system can always be partitioned into two consistent systems.

Theorem 1 (see [11]). Any IIS-hypergraph $H$ is bicolourable.
Note that bicolourability of a hypergraph $H$ does not imply that $H$ is an IIShypergraph. In fact any bipartite graph is a bicolourable hypergraph, and as shown

[^50]in [11], 2-uniform IIS-hypergraphs are bipartite graphs with very special structure. Section 2 discusses the relationship between IIS-hypergraphs and other classes of hypergraphs generalizing bipartite graphs.
2. Relation of IIS-hypergraphs to other hypergraphs generalizing bipartite graphs. Let $M$ denote the edge-node incidence matrix of an IIS-hypergraph $H$. If $H$ is 2 -uniform (and so a bipartite graph from above), then it is well known that $\tau(H)$ is the value of the linear programming problem
\[

$$
\begin{array}{ll}
\min & 1^{T} x \\
& M x \geq 1,  \tag{1}\\
& x \\
& \geq 0 .
\end{array}
$$
\]

Note that if integrality conditions are added, the value gives the transversal number of any hypergraph.

There are many classes of hypergraphs generalizing bipartite graphs (see, e.g., Berge [2]). Many of these (for example balanced hypergraphs, normal hypergraphs, and Mengerian hypergraphs) have the property that the value of (1) is the transversal number. If the value of (1) is the transversal number, the hypergraph is called paranormal [2]. IIS-hypergraphs are not paranormal, as the following example shows.

Consider the drawing (Figure 1) of an inconsistent system lying in 2-dimensional space.


IIS's: abd bce cda deb eac

Fig. 1. An inconsistent system in 2-dimensional space where the value of (1) is not an integer.
The IIS's are $\{\{a, b, d\},\{b, c, e\},\{c, d, a\},\{d, e, b\},\{e, a, c\}\}$. The optimal solution
to (1) is achieved by setting $x_{i}=1 / 3$ for each $i$ which gives a value of $5 / 3$. The transversal number is clearly 2.

Berge [2] has detailed the relationships between many classes of hypergraphs generalizing bipartite graphs. The diagram in Figure 2 is from [2] with the exception of the box in dotted lines representing IIS-hypergraphs. Definitions of properties in Figure 2 are given in the proof of Theorem 2 only if they are needed for the proof. For definitions of the other properties, the interested reader is referred to [2]. Theorem 2 shows that IIS-hypergraphs do not share many properties with other known classes of hypergraphs generalizing bipartite graphs.


Fig. 2. Hypergraphs generalizing bipartite graphs.

Theorem 2. Figure 2 is complete. There are no other implications that could be added regarding IIS-hypergraphs.

Proof. It will first be shown that there can be no additional arrows leading out of the IIS-hypergraph box. A hypergraph has the Konig property if the transversal number is equal to the cardinality of the maximum cardinality matching. In the example of Figure 1, the transversal number is 2, but since every pair of edges intersects, the maximum matching has cardinality 1 , so IIS-hypergraphs do not in general have
the Konig property. By studying the implications of Figure 2, it is clear that in order to show that there are no additional outward arrows from the IIS-hypergraph box it suffices to show the following:

1. IIS-hypergraphs may have odd cycles with maximum degree 2 .
2. IIS-hypergraphs may have a maximum intersecting family which is not a star.
3. IIS-hypergraphs are not always paranormal.
(The maximum degree of a cycle is the maximum degree of any node in the hypergraph whose edge set is the edges of the cycle.) We have already seen that statement 3 is true. A cycle in a hypergraph is a set of edges $e_{1}, e_{2}, \ldots, e_{k}$ such that there are nodes $x_{1}, x_{2}, \ldots, x_{k}$ satisfying $x_{i}, x_{i+1} \in e_{i}$ for $i=1, \ldots, k-1$ and $x_{k}, x_{1} \in e_{k}$. In the example of Figure 1, the three edges $e_{1}=a b d, e_{2}=b c e$, and $e_{3}=c d a$ form an odd cycle with maximum degree 2 , so statement 1 is true. Finally, an intersecting family is a set of pairwise intersecting edges. A star is a set of edges with a common element. The five edges in Figure 1 form a maximum intersecting family which is not a star. Hence, statement 2 is true, so there can be no additional outward arrows from the IIS-hypergraph box.

To show that there can be no additional arrows leading into the IIS-hypergraph box, note that the property of having no cycles of length at least 3 implies all other boxes. So if there hypergraphs with no cycle of length at least 3 that are not IIShypergraphs, there can be no arrows leading into the IIS-hypergraph. Consider the hypergraph whose edges are $\{a b, b c, c d, d e\}$. Clearly this has no cycle of length 3 or greater (it has no cycle at all). Any IIS of cardinality 2 must consist of nonintersecting parallel half-spaces, and there is no way to arrange five parallel half spaces to obtain the edge set $\{a b, b c, c d, d e\}$ as the set of all IIS's. So this hypergraph is not an IIShypergraph.
3. Finding the transversal number of an IIS-hypergraph. In order to further study transversals of IIS-hypergraphs we will need to make use of the following theorem which is easily derived from Farkas' lemma and elementary polyhedral theory. If $x \in \Re^{n}$, let the support of $x$ be the set of indices $S(x)=\left\{j \mid x_{j} \neq 0\right\}$. Define pos $(x)$ to be

$$
\operatorname{pos}(x)_{j}= \begin{cases}x_{j} & \text { if } x_{j}>0 \\ 0 & \text { otherwise }\end{cases}
$$

Theorem 3 (see [8]). Let $A x \leq b$ denote an inconsistent set of inequalities. Then the IIS's are in one-to-one correspondence with the extreme points of the polyhedron $P=\left\{y \in \Re^{n} \mid y A=0, y b=-1, y \geq 0\right\}$. In particular, the map $y \rightarrow S(y)$ is a bijection between the extreme points of $P$ and the IIS's of the inconsistent system.

Following Berge [2], we denote the greedy transversal number by $\tau_{G}(H)$. The greedy transversal number is the cardinality of the transversal obtained by successively picking the node having maximum degree among the currently uncovered edges. For general hypergraphs (even bipartite graphs), $\tau(H)$ can be much smaller than $\tau_{G}(H)$. In fact the ratio between $\tau_{G}$ and $\tau$ can be as much as $1+\log (\Delta(H))$, where $\Delta(H)$ is the maximum degree of a node in $H$. (See, e.g., Chvátal [4].) For 2-uniform IIS-hypergraphs, the greedy algorithm finds the optimal transversal.

Theorem 4 (see [11]). Let $H$ be a 2-uniform IIS-hypergraph. Then $\tau(H)=$ $\tau_{G}(H)$.

Theorem 4 shows that 2-uniform IIS-hypergraphs have a very special structure. In particular, not all bipartite graphs are IIS-hypergraphs, since the greedy algorithm
fails on general bipartite graphs. Unfortunately, Theorem 4 does not hold for general IIS-hypergraphs, as is shown by the example in Figure 3.


IIS's: adb adf abe ef cbe cdf

Fig. 3. Example of an IIS-hypergraph where $\tau(H) \neq \tau_{G}(H)$.
In Figure 3, several elements tie for the maximum degree (3). If a is chosen first, the minimum transversal will not be found using the greedy algorithm.

The remainder of this section is devoted to showing that although the greedy algorithm does not find the minimum transversal for all IIS-hypergraphs, a minimum transversal can be found in polynomial time if the hypergraph is nondegenerate. We say that an IIS-hypergraph is nondegenerate if the corresponding polyhedron (as in Theorem 3) is nondegenerate. Note that a nondegenerate IIS-hypergraph will always be uniform, i.e., all edges will have the same cardinality. In general the problem of finding a minimum transversal is NP-hard even for 2 -uniform hypergraphs (i.e., graphs); see [7].

Recall that the IIS's are in one-to-one correspondence with the supports of the extreme points of some polyhedron $P$ as described in Theorem 3. Thus we are interested in covering the extreme points of $P$ or, equivalently, the basic feasible solutions of the system

$$
\begin{align*}
& A^{T} y=0 \\
& \mathbf{1}^{T} y=-1  \tag{2}\\
& y \geq 0
\end{align*}
$$

Bland [3] has an important result relating to the problem of covering the extreme points of a polyhedron. In order to present Bland's theorem, we need to establish some notation. For background on blocking polyhedra the reader is referred to [5] and [6].

If $\mathcal{R}$ is a vector subspace of $\Re^{n+1}$, let $\mathcal{R}^{\perp}$ denote the orthogonal complement of $\mathcal{R}$ and let $\mathcal{F}(\mathcal{R})$ denote the set of elementary vectors of $\mathcal{R}$ (the nonzero vectors of $\mathcal{R}$ having setwise minimal support). Bland considers the following sets:

$$
\mathcal{C}=\left\{\operatorname{pos}\left(x_{1}, x_{2}, \ldots, x_{n}\right) \mid\left(x_{1}, x_{2}, \ldots, x_{n}, 1\right) \in \mathcal{F}(\mathcal{R})\right\}
$$

and

$$
\mathcal{D}=\left\{x \in \Re_{+}^{n} \mid(x,-1) \in \mathcal{F}\left(\mathcal{R}^{\perp}\right)\right\} .
$$

We now can state Bland's result.
Theorem 5 (see [3]). The blocker of the polyhedron $\mathcal{B}=\left\{x \in \Re_{+}^{n} \mid c \cdot x \geq 1, \forall c \in \mathcal{C}\right\}$ is $\hat{\mathcal{B}}=\left\{x \in \Re_{+}^{n} \mid d \cdot x \geq 1, \forall d \in \mathcal{D}\right\}$.

Thus, the support of any vector in $\mathcal{C}$ is a transversal of the hypergraph whose edges are the supports of the vectors in $\mathcal{D}$. Let $\mathcal{R}$ be the row space of the $m \times(n+1)$ matrix $M=[C-d]$. Then $\mathcal{D}$ is the set of elementary vectors among those satisfying the system $C x=d, x \geq \mathbf{0}$. In particular, the supports of all extreme points of the polyhedron $Q=\left\{x \in R^{n} \mid C x=d, x \geq 0\right\}$ are covered by the support of any vector in $C$. It is not hard to see the following.

Lemma 6 (see [10]). $\mathcal{F}(\mathcal{R})$ is contained among those rows of tableaus of the form

$$
\left[B^{-1} C \mid B^{-1} d\right]
$$

where $B$ is a column basis of $M$.
A tableau $T=\left[B^{-1} C \mid B^{-1} d\right]$ will be called feasible if the right-hand side of $T$, $B^{-1} d$, is nonnegative. The elements of a row of $T$ will mean those elements not including the right-hand side. Let $T$ be any tableau. The positive elements of any row having a positive right-hand side will index an element of $\mathcal{C}$. Theorem 5 and Lemma 6 imply that all the elements of $\mathcal{C}$ can be found by enumerating the tableaus ( $T$ ) over all column bases $B$ of $M$.

In general, tableaus $T$ may have both positive and negative elements in the last component. Theorem 7 says that all setwise minimal elements of $\mathcal{C}$ can be found by inspecting only feasible tableaus.

Theorem 7. Let $\mathcal{R}$ be the row space of $M$ above. Then any minimal set covering the extreme points of the polyhedron $Q=\left\{x \in R^{n} \mid C x=d, x \geq 0\right\}$ is the support of a vector in $\mathcal{C}$. Moreover, every setwise minimal element of $\mathcal{C}$ is the set of positive elements of some row with a positive right-hand side in a feasible tableau.

Proof. From the discussion above, we already have that any minimal set covering the extreme points of the polyhedron $Q=\left\{x \in R^{n} \mid C x=d, x \geq 0\right\}$ is the support of a vector in $\mathcal{C}$ and that all vectors of $C$ will be the positive elements of a row with a positive right-hand side in some tableau $T$. What remains to be shown is that the search for minimal elements of $\mathcal{C}$ can be restricted to feasible tableaus.

Let $K$ denote a minimal cover of the extreme points of $Q$. Then $K$ is indexed by the set of positive elements of row $k$ in some tableau $T$, where the right-hand side element of row $k$ is positive. If the right-hand side of $T$ is all nonnegative, we are done. So suppose there is some row $\ell$ of $T$ with a negative right-hand side. It will be shown that there is always a dual simplex pivot preserving the set of positive entries of row $k$.

Since the dual simplex algorithm is finite (invoking anticyling rules if necessary), by considering row $k$ as the objective row, we can always terminate with an all positive right-hand side. Since the set of positive elements in row $k$ is unchanged, row $k$ will still index the minimal cover $K$.

Since $T$ is a tableau, there is some column basis $B$ of $C$ such that $T=\left[B^{-1} C \mid B^{-1} d\right]$. For ease of notation, assume that $B$ is the first $m$ column of $C$. Then column $k$ of $T$ will be the $k$ th unit vector $e_{k}$. Let $N_{1}$ be the indices of nonbasic columns having a positive element in row $k$. Let $N_{2}$ be the index set of nonbasic columns having a nonpositive element in row $k$. Then $T$ has the following sign pattern.

Consider the $N_{2}$ columns and the basic columns of row $k$, the objective row in execution of the dual simplex algorithm. If a pivot is available in the $N_{2}$ columns, we can eliminate all negative right-hand side values, while maintaining the entries of row $k$ nonpositive in all columns but $k$ and the $N_{1}$ columns. By the minimality of the cover represented by row $k$, the entries in the $N_{1}$ columns will remain positive. So it remains to be shown that a pivot is always available in any row (such as row $\ell$ ) with a negative right-hand side. That is, we must show that there is a negative element in row $\ell$ among the $N_{2}$ columns. Let $\bar{a}_{i j}$ denote the element of $T$ in the $i$ th row and $j$ th column. Then, since any $x \in Q$ must satisfy row $\ell$ of $T$ we have that for any $x \in Q$,

$$
x_{\ell}+\sum_{j \in N_{1}} \bar{a}_{\ell j} x_{j}+\sum_{j \in N_{1}} \bar{a}_{\ell j} x_{j}<0 .
$$

If there is no pivot available in the $N_{2}$ columns, $\bar{a}_{\ell j} \geq 0$ for all $j \in N_{2}$. Thus, since any $x \in Q$ is nonnegative for all $x \in Q$,

$$
\sum_{j \in N_{1}} \bar{a}_{\ell j} x_{j}<0
$$

Again, since each $x \in Q$ is nonnegative, we must have that for all $x \in Q, \sum_{j \in N_{1}} x_{j}>$ 0 . But then $N_{1}$ covers all extreme points of $Q$, contradicting the minimality of $K$. So the pivot is available, and the entries of row $k$ in column $k$ and the $N_{1}$ columns will remain positive (the set $N_{2}$ will change). The argument can be repeated (using appropriate dual simplex anticycling rules to pick a new $\ell$ ) until no negative righthand side element remains.

The significance of Theorem 7 is computational. If one wants to enumerate all minimal "covers" of the extreme points of a polyhedron $P$, one must consider only
the rows of feasible tableaus, rather than all tableaus. In the case where the matrix $[C-d]$ is

$$
\left[\begin{array}{ll}
A^{T} & \mathbf{0} \\
\mathbf{1}^{T} & -1
\end{array}\right]
$$

the supports of the minimal elements of $\mathcal{C}$ are the minimal transversals of the IIShypergraph on the system $A x \leq b$.

Theorem 8. Let $H$ be a nondegenerate IIS-hypergraph. Then the size of $\operatorname{TrH}$ is polynomial in the size of $H$.

Proof. Let $P$ be the polyhedron corresponding to $H$ as in Theorem 3. If $H$ is nondegenerate, then $P$ is nondegenerate and there is only one feasible tableau corresponding to each extreme point of $P$, i.e., each edge of $H$. Let $r$ be the number of elements in each edge of $H$. Since there will be at most $r$ rows corresponding to distinct minimal transversals in each feasible tableau, there can be at most $|E(H)| * r$ minimal transversals of $H$.

We now know that the number of minimal transversals of a nondegenerate IIS hypergraph $H$ is polynomal in the size of $H$. If we can find an algorithm to enumerate $\operatorname{Tr} H$ in time polynomial with respect to the size of $\operatorname{Tr} H$, we can find the minimum cardinality transversal of $H$ simply by enumerating all minimal transversals. For simplicity, let a hypergraph $H$ be defined by its edges. Let $H=\left(e_{1}, \ldots, e_{q}\right)$ and $H^{\prime}=\left(f_{1}, \ldots, f_{p}\right)$ be hypergraphs and, following [2], let

$$
\begin{aligned}
& H \cup H^{\prime}=\left(e_{1}, \ldots, e_{q}, f_{1}, \ldots, f_{p}\right) \\
& H \vee H^{\prime}=\left\{e \cup f \mid e \in H, f \in H^{\prime}\right\},
\end{aligned}
$$

and

$$
\operatorname{Min} H=\{e \mid e \in H \text { such that } e \text { is setwise minimal in } H\} .
$$

Note that $\operatorname{Tr}\left(H \cup H^{\prime}\right)=\operatorname{Min}\left(\operatorname{Tr} H \vee \operatorname{Tr} H^{\prime}\right)$.
Although we know that $\operatorname{Tr} H$ has size bounded polynomially in the size of $H$, it is not trivial to find a polynomial enumeration scheme for $\operatorname{TrH}$. In general, the number of intermediate steps can get too large. For example, consider the following algorithm given in Berge's book [2]. Suppose the edges of $H$ have been indexed $e_{1}, e_{2}, \ldots, e_{q}$ and let $H_{i}$ denote the hypergraph containing edges $e_{1}, e_{2}, \ldots, e_{i}$. Then the procedure below enumerates the edges of $\operatorname{Tr} H$, i.e., all minimal transversals of $H$.

Step 1. $\operatorname{Tr} H_{1}=\left(\{k\} \mid k \in e_{1}\right)$.
Step 2. $\operatorname{Tr} H_{2}=\operatorname{Tr}\left(H_{1} \cup\left\{e_{2}\right\}\right)=\operatorname{Min}\left(\operatorname{Tr} H_{1} \vee\left(\{k\} \mid k \in e_{2}\right)\right)$.
Step i. $\operatorname{Tr} H_{i}=\operatorname{Tr}\left(H_{i-1} \cup\left\{e_{i}\right\}\right)=\operatorname{Min}\left(\operatorname{Tr} H_{i-1} \vee\left(\{k\} \mid k \in e_{i}\right)\right)$ etc..
At the end of the procedure $\operatorname{Tr} H=\operatorname{Tr} H_{q}$.
Although we know that $\operatorname{TrH}$ is polynomial in size, the intermediate transversal hypergraphs may not be. This is because the intermediate hypergraphs will not in general be IIS-hypergraphs. It is easy to construct examples where these intermediate hypergraphs get large. Thus an alternate enumeration scheme is needed. Let $G_{i}$ be the hypergraph obtained from $H$ by considering only those edges using nodes $1,2, \ldots, i$. In other words, $G_{i}$ is the IIS-hypergraph of the system obtained by deleting constraints $i+1, \ldots, m$. Thus $\operatorname{Tr} G_{i}$ is polynomial in the size of $G_{i}$ which is smaller than the size of $H$.

If $H$ is nondegenerate, we can order its nodes $1,2, \ldots, m$ so that $G_{i}$ contains at most one node more than $G_{i-1}$. We can also assume that the first nonempty $G_{i}$ contains exactly one edge. This is because for every edge $e$ there is another edge $f$ differing in exactly one component. (In the event of degeneracy, it may be that there is no way to admit one node without admitting several others simultaneously.) Assume that the nodes of $H$ are so ordered. Let $E_{i}$ denote those edges containing node $i$, but not node $j$ for any $j>i$. Then the following algorithm will create $\operatorname{Tr} H$ in polynomial time.

## Minimal Transversal Enumeration Algorithm (MTEA)

Step 1. Let $\ell$ be the first index such that $G_{\ell}$ is nonempty. Then $G_{\ell}$ contains exactly one edge $e$ and $\operatorname{Tr} G_{\ell}=(\{k\} \mid k \in e)$.
Step i $(i \geq \ell+1)$. Let $\overline{\operatorname{Tr} G_{i-1}}$ denote those elements of $\operatorname{Tr} G_{i-1}$ that cover $E_{i}$. Let $\operatorname{Tr} G_{i-1}$ denote $\operatorname{Tr} G_{i-1} \backslash \overline{\operatorname{Tr} G_{i-1}}$. Let $T=\overline{\operatorname{Tr} G_{i-1}}$. For each edge $e \in \overline{\operatorname{Tr} G_{i-1}}$ :

## Step ia:

Let $F_{i_{e}}=\left\{f \in E_{i} \mid f \cap e=\emptyset\right\}$. Find $\operatorname{Tr} F_{i_{e}}$ using MTEA.

## Step ib:

Let $T=T \cup\left(e \vee T r F_{i_{e}}\right)$.
Set $\operatorname{Tr} G_{i}=\operatorname{Min}(T)$, etc.
At the end of the procedure $\operatorname{Tr} H=T r G_{m}$.
Theorem 9 establishes the correctness and complexity of MTEA.
Theorem 9. Let H be a nondegenerate IIS-hypergraph. Then MTEA enumerates all minimal transversals of $H$ in polynomial time with respect to the size of $H$.

Proof. Let $r$ be the cardinality of each edge in $H$. The proof is by induction on the number of nodes $p$ in $H$. Clearly if $p \leq r$, MTEA will terminate after Step 1 with $\operatorname{Tr} H$. Suppose that the nodes are ordered so that $G_{i}$ contains at most one more node than $G_{i-1}$ and that MTEA correctly finds $\operatorname{Tr} H^{\prime}$ for any nondegenerate IIS hypergraph with fewer than $i$ nodes.

It will first be argued that Step i will be executed in time polynomial in the size of $G_{i}$ and then that $\operatorname{Tr} G_{i}$ is correctly identified. Since $G_{i-1}$ is a nondegenerate IIS-hypergraph, $\operatorname{Tr} G_{i-1}$ can be found in polynomial time (with respect to the size of $G_{i-1}$ ) by the induction hypothesis. Since $G_{i-1}$ is contained in $G_{i}, \operatorname{Tr} G_{i-1}$ (and also $\overline{\operatorname{Tr} G_{i-1}}$ and $\overline{\operatorname{Tr} G_{i-1}}$ ) can be formed in time polynomial with respect to the size of $\overline{G_{i}}$.

Note that $F_{i_{e}}$ is also a nondegenerate IIS-hypergraph corresponding to the system with constraints $i+1, \ldots, m$ and with the constraints indexed by $e$ deleted. Since $G_{i}$ contains at most one more node than $G_{i-1}$ and since $e$ contains at least one node, $F_{i_{e}}$ contains at most $i-1$ nodes. Thus by induction $\operatorname{Tr} F_{i_{e}}$ can be found in polynomial time with respect to the size of $F_{i_{e}}$. Since $F_{i_{e}}$ is contained in $G_{i}, \operatorname{Tr} F_{i_{e}}$ can be found in time polynomial with respect to the size of $G_{i}$. Since $\operatorname{Tr} F_{i_{e}}$ has cardinality that is polynomial with respect to the size of $G_{i}$, Step ib can also be executed in time polynomial in the size of $G_{i}$. Since Steps ia and ib are executed at most $\left|\operatorname{Tr} G_{i-1}\right|$ times, the size of $T$ is bounded polynomially with respect to the size of $G_{i}$. Since the Min operation can be executed in polynomial time, the entire Step i can be executed in time that is polynomial in the size of $G_{i}$.

It now must be shown that Step i correctly identifies $\operatorname{Tr} G_{i}$. Let $E_{i}$ be defined as in Step i of the MTEA.

$$
\operatorname{Tr} G_{i}=\operatorname{Tr}\left(G_{i-1} \cup E_{i}\right)=\operatorname{Min}\left(\operatorname{Tr} G_{i-1} \vee \operatorname{Tr} E_{i}\right)
$$

Consider $\operatorname{Tr} G_{i-1} \vee \operatorname{Tr} E_{i}$.

$$
\begin{gathered}
\operatorname{Tr} G_{i-1} \vee \operatorname{Tr} E_{i}=\cup_{e \in \operatorname{Tr} G_{i-1}}\left(e \vee \operatorname{Tr} E_{i}\right) \\
=\left\{\cup_{e \in \overline{\operatorname{Tr} G_{i-1}}}\left(e \vee \operatorname{Tr} E_{i}\right)\right\} \bigcup\left\{\cup_{e \in T r G_{i-1}}\left(e \vee \operatorname{Tr}\left(F_{i_{e}} \cup\left(E_{i} \backslash F_{i_{e}}\right)\right)\right)\right\} \\
=\left\{\cup_{e \in \overline{\operatorname{Tr} G_{i-1}}}\left(e \vee \operatorname{Tr} E_{i}\right)\right\} \bigcup\left\{\cup_{e \in \underline{\operatorname{Tr} G_{i-1}}}\left(e \vee \operatorname{Min}\left(\operatorname{Tr} F_{i_{e}} \vee \operatorname{Tr}\left(E_{i} \backslash F_{i_{e}}\right)\right)\right)\right\} .
\end{gathered}
$$

If $e \in \overline{\operatorname{Tr} G_{i-1}}$ then either $e \in \operatorname{Tr} E_{i}$ or some subset of $e$ is in $\operatorname{Tr} E_{i}$. Thus Min $\left(e \vee \operatorname{Tr} E_{i}\right)=e$ in this case. If $e \in \operatorname{Tr} G_{i-1}$, then by definition of $F_{i_{e}}, e \in \operatorname{Tr}\left(E_{i} \backslash F_{i_{e}}\right)$, so $e \vee \operatorname{Tr} F_{i_{e}} \subseteq e \vee \operatorname{Tr} F_{i_{e}} \vee \operatorname{Tr}\left(E_{i} \backslash F_{i_{e}}\right)$. So in this case,

$$
\operatorname{Min}\left(e \vee \operatorname{Tr} F_{i_{e}} \vee \operatorname{Tr}\left(E_{i} \backslash F_{i_{e}}\right)\right)=\operatorname{Min}\left(e \vee \operatorname{Tr} F_{i_{e}}\right)
$$

We have that

$$
\begin{gathered}
\operatorname{Tr} G_{i}=\operatorname{Min}\left(\operatorname{Tr} G_{i-1} \vee \operatorname{Tr} E_{i}\right) \\
=\operatorname{Min}\left\{\cup_{e \in \overline{\operatorname{Tr} G_{i-1}}}\left(e \vee \operatorname{Tr} E_{i}\right) \bigcup \cup_{e \in \underline{\operatorname{Tr} G_{i-1}}}\left(e \vee \operatorname{Min}\left(\operatorname{Tr} F_{i_{e}} \vee \operatorname{Tr}\left(E_{i} \backslash F_{i_{e}}\right)\right)\right)\right\} \\
=\operatorname{Min}\left\{\operatorname{Min}\left(\cup_{e \in \overline{\operatorname{Tr} G_{i-1}}}\left(e \vee \operatorname{Tr} E_{i}\right)\right)\right. \\
\left.\bigcup \operatorname{Min}\left(\cup_{e \in \operatorname{Tr} G_{i-1}}\left(e \vee \operatorname{Min}\left(\operatorname{Tr} F_{i_{e}} \vee \operatorname{Tr}\left(E_{i} \backslash F_{i_{e}}\right)\right)\right)\right)\right\} \\
=\operatorname{Min}\left\{\overline{\operatorname{Tr} G_{i-1}} \bigcup \operatorname{Min}\left(\cup_{e \in \underline{\operatorname{Tr} G_{i-1}}}\left(e \vee \operatorname{Tr} F_{i_{e}}\right)\right)\right\}=\operatorname{Min}(T) .
\end{gathered}
$$

Thus Step i correctly identifies $G_{i}$ in time polynomial with respect to the size of $G$.
Since each $G_{i}$ is contained in $H$, algorithm MTEA correctly identifies $\operatorname{Tr} H$ in time polynomial with respect to the size of $H$.

Thus we have the following.
Theorem 10. The minimum cardinality transversal of a nondegenerate IIShypergraph can be found in time polynomial in the size of $H$.

It is important to note that Theorem 10 does not conflict with Sankaran's NPhard result, since the size of $H$ may be exponential in the size of the original system $A x \leq b$.
4. Discussion. Nondegenerate IIS-hypergraphs are a class of bicolourable hypergraphs where the minimum transversal problem can be solved in polynomial time. Several interesting questions remain.

Structure of IIS-hypergraphs. A simple characterization of 2-uniform IIShypergraphs is given in [11]. The characterization is independent of the linear system of inequalities from which the hypergraph arose. No such characterization is known. for general IIS-hypergraphs.

More efficient algorithm for finding transversal. It has been shown here that the minimum cardinality transversal of a nondegenerate IIS-hypergraph can
be found in polynomial time. However, the proof depends on the fact that all minimal transversals can be enumerated in polynomial time. It would be nice to have an algorithm that finds the minimum cardinality transversal without such enumeration. In fact I do not know of a nondegenerate IIS-hypergraph where the greedy algorithm fails. There probably is one, but the example is likely nontrivial.

Degenerate IIS-hypergraphs. It is not known whether there is a polynomial time algorithm to find the minimum transversal of a degenerate IIS hypergraph. The arguments given here would fail in two places. First, there could be an exponential number of tableaus associated with each IIS, so the proof of Theorem 8 would fail. Second, the nodes of $H$ could not be ordered as required by the enumeration algorithm if $H$ was degenerate.

Note that any polyhedron $P=\left\{x \in \Re^{n} \mid C x=d, x \geq 0\right\}$, where $C$ is a real matrix and $d$ is a vector, can be transformed to the form of (2). Thus any hypergraph whose edges are indexed by the supports of the extreme points of a polyhedron is an IIS-hypergraph. Perhaps they should be called polyhedral hypergraphs, but I chose to keep the name IIS-hypergraphs in reference to the original motivation for their study.

Acknowledgment. The author would like to thank Jon Lee for suggesting that Bland's result (Theorem 5) might be used to simplify the proof of Theorem 7 given in an earlier version of this paper.
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# A GRAY CODE FOR NECKLACES OF FIXED DENSITY* 
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#### Abstract

A necklace is an equivalence class of binary strings under rotation. In this paper, we present a Gray code listing of all $n$-bit necklaces with $d$ ones so that (i) each necklace is listed exactly once by a representative from its equivalence class and (ii) successive representatives, including the last and the first in the list, differ only by the transposition of two bits. The total time required is $\mathrm{O}(n N(n, d))$, where $N(n, d)$ denotes the number of $n$-bit binary necklaces with $d$ ones. This is the first algorithm for generating necklaces of fixed density which is known to achieve this time bound.
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1. Introduction. In a combinatorial family, a Gray code is an exhaustive listing of the objects in the family so that successive objects differ only in a small way [Wil]. The classic example is the binary reflected Gray code [Gra], which is a list of all $n$-bit binary strings in which each string differs from its successor in exactly one bit. By applying the binary Gray code, a variety of problems have been solved and the complexities of the solutions to other problems have been improved [Gar, $\mathrm{ChLeDu}, \mathrm{ChChCh}, \mathrm{Los}, \mathrm{Ric}]$. There are many examples of combinatorial families for which Gray codes are known, including permutations [Joh, Tro], combinations [BuWi, NiWi, Rus1], compositions [Kli], set partitions [Kay], integer partitions [Sav, RaSaWe], binary trees [RuPr, Luc, LuRoRu], and linear extensions [PrRu1, PrRu2, Rus2, Sta, Wes].

When an application requires an exhaustive examination of all objects in a combinatorial family, Gray codes can be used to speed up the task. With a Gray code scheme, it is often possible to list a family of $N$ objects, each of size $\mathrm{O}(n)$, in time $\mathrm{O}(n+N)$ rather than time $\mathrm{O}(n * N)$, by listing the first object and thereafter listing only the (constant size) change between successive objects. There is an additional advantage if each object has an associated cost, for it is likely that the cost of an object can be computed in constant time from the cost of its predecessor on the Gray code list.

In this paper we consider Gray codes for binary necklaces. A necklace is an equivalence class of binary strings under rotation. To be precise, let $\Sigma=\{0,1\}$ and for $n \geq 0$ let $\Sigma^{n}$ denote the set of all strings of length $n$ over $\Sigma$. Define the rotation operation $\sigma: \Sigma^{n} \rightarrow \Sigma^{n}$ by

$$
\sigma\left(x_{1} x_{2} \cdots x_{n}\right)=x_{2} \cdots x_{n} x_{1} .
$$

Then, strings $x$ and $y$ are in the same necklace if and only if $\sigma^{i}(x)=y$ for some integer $i$. A necklace can be identified by specifying any one of its elements and frequently the lexicographically smallest string is chosen as the representative. The density of a necklace is the number of ones in a representative of the necklace. We use $N(n)$ and $N(n, d)$ to denote the number of $n$-bit necklaces and the number of $n$-bit necklaces of density $d$, respectively.

[^51]Note that distinct $n$-bit strings of density $d$ must differ in at least two positions. For this paper, by a Gray code for necklaces of fixed density we mean a listing of $n$-bit binary strings with $d$ ones, exactly one from each necklace, in which successive strings differ in exactly two bit positions. We will show that such a Gray code is always possible and that it gives rise to the most efficient algorithm known for generating necklaces of fixed density.

A simple and elegant algorithm for listing the lexicographically smallest representatives of all $n$-bit necklaces was given in [FrMa, FrKe], and we refer to this as the FKM algorithm. It was shown in [RuSaWa] that the time required by the FKM algorithm is $\mathrm{O}(N(n))$, that is, constant average time per necklace, which is the best possible time. The efficiency here is achieved by amortization rather than a Gray code, since successive representatives listed by the FKM algorithm can differ in $\Omega(n)$ bits. In fact, it can be shown that, in general, there is no listing for $n$-bit necklaces in which successive representatives differ in just one bit. In such a listing, the density of successive representatives would alternate between even and odd. However, this is impossible for even $n$, since the numbers of even-density and odd-density necklaces differ by more than one when $n>0$.

In contrast to the situation with all necklaces, there is no parity problem which precludes, for any $n$ and $d$, a Gray code for $n$-bit necklaces of density $d$. The main result of this paper is to show the existence of a Gray code for any $n$ and $d$. The proof is constructive and the resulting algorithm, which has been implemented in the programming language $\mathbf{C}$, takes time $\mathrm{O}(n N(n, d))$. We note here that the necklace representative used in the Gray code is not the lexicographically smallest one, $x$. Instead, it is the representative obtained from $x$ by applying $\sigma$ to $x$ until the leftmost bit is a one.

No previous algorithm for the problem of listing all $n$-bit necklaces of fixed density $d$ is known to be as efficient as $\mathrm{O}(n N(n, d))$ for general $d$. However, in the special case when $n=2 d+1$, a Gray code for $n$-bit necklaces of density $d$ follows from the Gray code of Ruskey and Proskurowski [RuPr] for balanced parentheses. This is determined by a straightforward bijection between these two families, and this algorithm achieves constant average time per object.

In $\S 2$ we present background and technical lemmas used for the main result. The Gray code construction is presented in $\S 3$ and its implementation is described and analyzed in $\S 4$.
2. Background and technical lemmas. For $\alpha, \beta \in \Sigma^{*}$, we use $\alpha \leq \beta(\alpha<\beta)$ to denote that $\alpha$ precedes (strictly precedes) $\beta$ in lexicographic order. Let $L(n)$ be the set of lexicographically smallest representatives of the $n$-bit necklaces. That is,

$$
L(n)=\left\{x \in \Sigma^{n} \mid x \leq \sigma^{i}(x) \text { for } 1 \leq i<n\right\} .
$$

Let $L(n, d)$ be the subset of $L(n)$ of strings of density $d$. As the backbone of our Gray code construction, we will use a tree of elements of $L(n)$, which was introduced in [WaSa]. For $n \geq 1$, let $\tau: \Sigma^{n} \rightarrow \Sigma^{n}$ be the function

$$
\tau\left(x_{1} x_{2} \cdots x_{n}\right)=x_{1} x_{2} \cdots \overline{x_{n}}
$$

Then the tree, $\operatorname{TREE}(n)$, is defined recursively by the following:
(i) $0^{n}$ is the root of $\operatorname{TREE}(n)$ and
(ii) if $x$ is a node of $\operatorname{TREE}(n)$, then for $1 \leq i<n, \tau \sigma^{i}(x)$ is a child of $x$ if and only if $\tau \sigma^{i}(x) \in L(n)$.


Fig. 1. The tree of 7-bit necklaces, $\operatorname{TREE}(7)$.

As an example, $\operatorname{TREE}(7)$ is shown in Figure 1. Note that no element of $L(n)$ appears more than once in $\operatorname{TREE}(n)$, because if $x, y \in L(n)$ and $\tau \sigma^{i}(x)=\tau \sigma^{j}(y)$, then $\sigma^{i}(x)=\sigma^{j}(y)$, which means $x$ and $y$ are representatives of the same necklace and therefore must be identical. Thus, $\operatorname{TREE}(n)$ has no cycles and, since by definition it is connected, it is in fact a tree. It is straightforward to verify that the nodes of $\operatorname{TREE}(n)$ are exactly the elements of $L(n)$ and that $L(n, d)$ is the set of nodes on level $d$. First note that $0^{n}$ appears in the tree at level 0 and $0^{n-1} 1$ appears at level 1. For $d \geq 2$, assume inductively that all elements in $L(n, d-1)$ appear in $T R E E(n)$ at level $d-1$. Then $y \in L(n, d)$ can be written as $y=0^{k} \alpha 10^{i} 1$, where $k, i \geq 0$. But then $y=\tau \sigma^{i+1}\left(0^{k+i+1} \alpha 1\right)$ and $x=0^{k+i+1} \alpha 1 \in L(n, d-1)$. By induction, $x$ is in $\operatorname{TREE}(n)$ at level $d-1$ and therefore, by definition of $\operatorname{TREE}(n), y$ is a child of $x$ at level $d$.

The following result, crucial to our construction, was proved in [WaSa].
Theorem 2.1. For node $x=0^{k} 1 \alpha$ in $\operatorname{TREE}(n)$ with $k \geq 0$ and $\alpha \in \Sigma^{*}$ and for $i$ satisfying $1 \leq i \leq k$, if $\tau \sigma^{i}(x) \notin L(n)$, then $\tau \sigma^{i+1} \notin L(n)$.

As a consequence of Theorem 2.1, if a node $x=0^{k} 1 \alpha$ in $\operatorname{TREE}(n)$ has exactly $c>0$ children, then those children are $\tau \sigma^{1}(x), \tau \sigma^{2}(x), \ldots, \tau \sigma^{c}(x)$, and none of $\tau \sigma^{c+1}(x), \ldots, \tau \sigma^{k}(x)$ is in $L(n)$. Thus, if $y$ is a child of $x=0^{k} 1 \alpha$ in $\operatorname{TREE}(n)$, there is a unique $i, 1 \leq i \leq k$, such that $y=\tau \sigma^{i}(x)$.

For node $x$ in $\operatorname{TREE}(n)$, let $\operatorname{lev}(x)$ denote the level of $x$ in $\operatorname{TREE}(n)$, where the root is at level 0 . For $d \geq 0$, let $\operatorname{DESC}(x, d)$ be the set of descendants of $x$ in $\operatorname{TREE}(n)$ on level $d+\operatorname{lev}(x)$. A node $x$ is called $d$-rich if $\operatorname{DESC}(x, d) \neq \emptyset$. For example, in Figure 1, $x=0000001$ is 2-rich, since

$$
D E S C(0000001,2)=\{0000111,0001101,0001011,0010101,0010011\} \neq \emptyset
$$

Although we are interested in a Gray code for the set $\operatorname{DESC}\left(0^{n}, d\right)$ of all $n$-bit necklaces of density $d$, we consider only $d \leq\lfloor n / 2\rfloor$, since, otherwise, a Gray code for $\operatorname{DESC}\left(0^{n}, d\right)$ can be obtained from one for $\operatorname{DESC}\left(0^{n}, n-d\right)$ by interchanging the roles of 0 and 1 . Our construction will in fact give a Gray code for any set $\operatorname{DESC}(x, d)$ with $d+\operatorname{lev}(x) \leq\lfloor n / 2\rfloor$.

By repeated application of Theorem 2.1, if $x=0^{k} 1 \alpha$, any $z \in \operatorname{DESC}(x, d)$ can be written uniquely in the form

$$
z=\tau \sigma^{a_{d}} \cdots \tau \sigma^{a_{2}} \tau \sigma^{a_{1}}(x)
$$

where $0<a_{i}<n, \tau \sigma^{a_{i}} \cdots \tau \sigma^{a_{2}} \tau \sigma^{a_{1}}(x) \in L(n)$ and $a_{1}+\cdots+a_{i} \leq k$ for $1 \leq i \leq d$.
For a string $\alpha \in \Sigma^{*}$, let $\max (\alpha)$ be the length of the longest consecutive block of zeros in $\alpha$. We repeatedly use the facts that since $x \in L(n)$ if and only if it is the lexicographically smallest of all of its rotations, (i) if $0^{k} 1 \alpha \in L(n)$ then $k \geq \max (\alpha)$ and (ii) if $k>\max (\alpha)$ then $0^{k} 1 \alpha \in L(n)$.

Our Gray code construction depends on the restrictive structure of the necklace tree and requires the technical lemmas below. For a string $\alpha \in \Sigma^{*}$, define \#ones $(\alpha)$ and \#zeros $(\alpha)$ to be the total number of ones and zeros, respectively, in $\alpha$. (The density of $\alpha$ is \#ones $(\alpha)$.) We denote the empty string by $\lambda$.

Lemma 2.2. Assume that $\alpha=\lambda$ or that $\alpha \in \Sigma^{+}$and $\alpha$ ends in 1. For $z, z^{\prime} \in \Sigma^{n}$, if $z=0^{a} 1 \alpha 0^{b} \beta$ is in $L(n)$ where $a \geq 1$ and $b \geq 1$, then any $n$-bit string of the form

$$
z^{\prime}=0^{a+c} 1 \alpha 0^{b-1} 1 \beta^{\prime}
$$

must be in $L(n)$ for any $c \geq 0$ and $\beta^{\prime} \in \Sigma^{*}$ with $a+c>\max \left(\beta^{\prime}\right)$. Furthermore, if $z \in L(n, j)$ and $j \leq\lfloor n / 2\rfloor$, then either $a>1$ or $a \geq \#$ ones $(\beta)-\#$ zeros $(\beta)$.

Proof. Since $z \in L(n)$,
(i) $a \geq b$ and
(ii) either (a) $a>\max (\alpha)$
or (b) $a=\max (\alpha)$ and
$z \leq w$ for any rotation $w$ of $z$.
If (i) and (ii)(a) hold, then $z^{\prime} \in L(n)$. Otherwise, (i) and (ii)(b) hold so $a=\max (\alpha)$ and $\alpha \neq \lambda$. If $z^{\prime} \notin L(n)$ then there exist $\alpha_{1}, \alpha_{2} \in \Sigma^{*}$, with $\left|\alpha_{1}\right| \geq 0$ and $\left|\alpha_{2}\right| \geq 1$, such that $\alpha_{2}$ starts with " 1 " and $\alpha=\alpha_{1} 0^{a} \alpha_{2}$ and $z^{\prime}$ is greater than its rotation $r\left(z^{\prime}\right)$.

$$
\begin{equation*}
z^{\prime}>0^{a} \alpha_{2} 0^{b-1} 1 \beta^{\prime} 0^{a+c} 1 \alpha_{1}=r\left(z^{\prime}\right) . \tag{1}
\end{equation*}
$$

It must follow that $c=0$. Let $r(z)$ be the rotation of $z$ :

$$
r(z)=0^{a} \alpha_{2} 0^{b} \beta 0^{a} 1 \alpha_{1}
$$

Note that $0^{a+c} 1 \alpha \leq z$, and by (ii)(b), $z \leq r(z)$. Also, $r(z)<r\left(z^{\prime}\right)$, so $0^{a+c} 1 \alpha<r\left(z^{\prime}\right)$. Combining this with (1), since $0^{a+c} 1 \alpha$ is a prefix of $z^{\prime}, 0^{a+c} 1 \alpha$ is also a prefix of $r\left(z^{\prime}\right)$. However, note that the prefix $0^{a} \alpha_{2} 0^{b-1} 1$ of $r\left(z^{\prime}\right)$ is shorter than $0^{a+c} 1 \alpha$.

$$
\begin{array}{rlrl}
\left|0^{a} \alpha_{2} 0^{b-1} 1\right| & =a+\left|\alpha_{2}\right|+b & & \\
& \leq a+\left|\alpha_{2}\right|+a & \text { (by (i)), } & \\
& \left.<a+c+1+\left|\alpha_{1}\right|+a+\left|\alpha_{2}\right| \quad \text { (since } c \geq 0 \quad \text { and } \quad\left|\alpha_{1}\right| \geq 0\right) \\
& =\left|0^{a+c} 1 \alpha\right| . & &
\end{array}
$$

Therefore, $0^{a} \alpha_{2} 0^{b-1} 1$ is a prefix of $0^{a+c} 1 \alpha$. Thus,

$$
0^{a} \alpha_{2} 0^{b-1} 1 \leq 0^{a+c} 1 \alpha \leq z \leq r(z)=0^{a} \alpha_{2} 0^{b} \beta 0^{a} 1 \alpha_{1}
$$

a contradiction.
If $z \in L(n, j)$ and $j \leq\lfloor n / 2\rfloor$, then \#zeros $(z) \geq$ \#ones $(z)$, so

$$
a+b+\# z \operatorname{eros}(\alpha)+\# z \operatorname{eros}(\beta) \geq 1+\# o n e s(\alpha)+\# o n e s(\beta)
$$

Thus,

$$
\begin{equation*}
a \geq(\# o n e s(\alpha)-\# z \operatorname{eros}(\alpha))+(\# o n e s(\beta)-\# z \operatorname{eros}(\beta))+1-b \tag{2}
\end{equation*}
$$

If $a \leq 1$, then since $a \geq b \geq 1$, it follows that $a=b=1$, so $\max (\alpha) \leq 1$. Therefore $\alpha$ cannot have more zeros than ones, since $\alpha$ ends in 1 . Thus, from (2), $a \geq \#$ ones $(\beta)-$ $\# z e r o s(\beta)$.

We introduce a notation to label key nodes of $\operatorname{TREE}(n)$ used in the Gray code construction. For a binary string, $z$, define $u, u^{\prime}, u^{\prime \prime}, v, v^{\prime}$, and $w$ as follows:

$$
\begin{aligned}
& \text { when } d \geq 0 \text {, } \\
& u(z, d)=(\tau \sigma)^{d}(z) ; \\
& \text { when } d=0 \text {, } \\
& v(z, d)=z ; \\
& \text { when } d \geq 1 \text {, } \\
& v(z, d)=\tau \sigma^{2}(\tau \sigma)^{d-1}(z), \\
& w(z, d)=\tau \sigma^{3}(\tau \sigma)^{d-1}(z), \\
& u^{\prime}(z, d)=(\tau \sigma)^{d-1} \tau \sigma^{2}(z), \\
& u^{\prime \prime}(z, d)=(\tau \sigma)^{d-1} \tau \sigma^{3}(z) ; \\
& \text { when } d \geq 2 \text {, } \\
& v^{\prime}(z, d)=\tau \sigma^{2}(\tau \sigma)^{d-2} \tau \sigma^{2}(z) .
\end{aligned}
$$

For example, in Figure 1, if $z=0000001$, then $u(z, 2)=0000111, v(z, 2)=0001101$, $u^{\prime}(z, 2)=0001011, v^{\prime}(z, 2)=0010101$, and $u^{\prime \prime}(z, 2)=0010011$. Note that for general $z, u(z, 0)=z, u^{\prime}(z, 1)=v(z, 1)$, and $u^{\prime \prime}(z, 1)=w(z, 1)$.

Let $x \in L(n)$ and let $y_{i}=\tau \sigma^{i}(x)$ denote the $i$ th child of $x$. Further use of the vertex labels is illustrated in Figure 2. The lemma below shows that existence of a node at certain locations in $\operatorname{TREE}(n)$ forces the existence of nodes at certain other locations in TREE ( $n$ ).

Lemma 2.3. Let $x \neq 0^{n}$ be a node in $\operatorname{TREE}(n)$. Let $y_{i}=\tau \sigma^{i}(x)$ and assume that $j \leq\lfloor n / 2\rfloor$. For

| $1 \leq i<n-1, d \geq 1$, | (i) if $u\left(y_{i+1}, d\right) \in L(n, j)$, | then $u\left(y_{i}, d\right) \in L(n, j)$, |
| :--- | :--- | :--- | :--- | :--- |
|  | (ii) if $u\left(y_{i+1}, d\right) \in L(n, j)$, | then $v\left(y_{i}, d\right) \in L(n, j)$, |
|  | (iii) if $u\left(y_{i+1}, d\right) \in L(n, j)$, | then $u^{\prime}\left(y_{i}, d\right) \in L(n, j) ;$ |
| $1 \leq i<n-1, d \geq 2$, | (iv) if $v\left(y_{i+1}, d\right) \in L(n, j)$, | then $v^{\prime}\left(y_{i}, d\right) \in L(n, j) ;$ |
| $1 \leq i<n-2, \quad d \geq 1$, | (v) if $v\left(y_{i+2}, d\right) \in L(n, j)$, | then $u^{\prime \prime}\left(y_{i}, d\right) \in L(n, j)$. |

Proof. (See Figure 2.) Write $x$ as $x=0^{k} 1 \alpha$ where $\alpha \in \Sigma^{*}$. Then,

$$
\begin{array}{lll}
u\left(y_{i+1}, d\right) & =(\tau \sigma)^{d} \tau \sigma^{i+1}(x) & =0^{k-i-d-1} 1 \alpha 0^{i} 1^{d+1}, \\
u\left(y_{i}, d\right) & =(\tau \sigma)^{d} \tau \sigma^{i}(x) & =0^{k-i-d} 1 \alpha 0^{i-1} 1^{d+1} \\
v\left(y_{i}, d\right) & =\tau \sigma^{2}(\tau \sigma)^{d-1} \tau \sigma^{i}(x) & =0^{k-i-d-1} 1 \alpha 0^{i-1} 1^{d} 01, \\
u^{\prime}\left(y_{i}, d\right) & =(\tau \sigma)^{d-1} \tau \sigma^{2} \tau \sigma^{i}(x) & =0^{k-i-d-1} 1 \alpha 0^{i-1} 101^{d}, \\
v\left(y_{i+1}, d\right) & =\tau \sigma^{2}(\tau \sigma)^{d-1} \tau \sigma^{i+1}(x) & =0^{k-i-d-2} 1 \alpha 0^{i} 1^{d} 01, \\
v^{\prime}\left(y_{i}, d\right) & =\tau \sigma^{2}(\tau \sigma)^{d-2} \tau \sigma^{2} \tau \sigma^{i}(x) & =0^{k-i-d-2} 1 \alpha 0^{i-1} 101^{d-1} 01, \\
v\left(y_{i+2}, d\right) & =\tau \sigma^{2}(\tau \sigma)^{d-1} \tau \sigma^{i+2}(x) & =0^{k-i-d-3} 1 \alpha 0^{i+1} 1^{d} 01, \\
u^{\prime \prime}\left(y_{i}, d\right) & =(\tau \sigma)^{d-1} \tau \sigma^{3} \tau \sigma^{i}(x) & =0^{k-i-d-2} 1 \alpha 0^{i-1} 1001^{d} .
\end{array}
$$

Cases (i)-(iii) of Lemma 2.3 follow from Lemma 2.2 with $a=k-i-d-1, \quad b=$ $i, \beta=1^{d+1}$, and

$$
\begin{aligned}
& \text { for (i), with } c=1, \quad \beta^{\prime}=1^{d} \\
& \text { for (ii), with } c=0, \quad \beta^{\prime}=1^{d-1} 01, \\
& \text { for (iii), with } c=0, \quad \beta^{\prime}=01^{d}
\end{aligned}
$$



Fig. 2. Labeling key tree nodes (a) when $d=1$, (b) when $d \geq 2$.

In each case (i)-(iii), $\max \left(\beta^{\prime}\right) \leq 1$. Note that by Lemma 2.2 either $a>1$, so that $a+c>1+c>1-c=\max \left(\beta^{\prime}\right)$, or

$$
a+c \geq \# \text { ones }(\beta)-\# \operatorname{zeros}(\beta)+c=d+1+c \geq 2+c \geq 2>\max \left(\beta^{\prime}\right)
$$

Case (iv) follows from Lemma 2.2 with $a=k-i-d-2, b=i, \beta=1^{d} 01, c=0$, and $\beta^{\prime}=01^{d-1} 01$. Note that $d \geq 2$ in this case and by Lemma 2.2, either $a>1=\max \left(\beta^{\prime}\right)$ or $a \geq \#$ ones $(\beta)-\# \operatorname{zeros}(\beta)=d \geq 2>\max \left(\beta^{\prime}\right)$.

Case (v) follows from Lemma 2.2 with $a=k-i-d-3, b=i, \beta=01^{d} 01, c=1$, and $\beta^{\prime}=001^{d}$. Note that $a \geq i+1 \geq 2$, since $v\left(y_{i+2}, d\right) \in L(n)$. Thus $a+c=$ $a+1>2=\max \left(\beta^{\prime}\right)$.

Let $x$ be a node in $\operatorname{TREE}(n)$ with $c$ children $y_{1}, \ldots, y_{c}$, where $y_{j}=\tau \sigma^{j}(x)$. For $d \geq 1$ and $1 \leq i \leq c$, define

$$
V(x, d, i)=\bigcup_{j=i}^{c} D E S C\left(y_{j}, d-1\right)
$$

Then note that $\operatorname{DESC}(x, d)=V(x, d, 1)$. In Figure 1,

$$
\begin{aligned}
V(0000001,2,2) & =D E S C(0000101,1) \cup D E S C(0001001,1) \\
& =\{0001011,0010101,0010011\}
\end{aligned}
$$

The next section gives a recursive construction of a Gray code for $V(x, d, i)$ based on the following recursive decomposition of $V(x, d, i)$ :

$$
V(x, d, i)=\operatorname{DESC}\left(y_{i}, d-1\right) \cup V(x, d, i+1)
$$

Note that for a given $d \geq 1$, not every child of $x$ need be ( $d-1$ )-rich. Let $r(x, d)$ be the number of $(d-1)$-rich children of $x$. Corollary 2.4(a) below generalizes Theorem 2.1 to establish that the $(d-1)$-rich children of $x$ must be exactly $y_{1}, y_{2}, \ldots, y_{r(x, d)}$.

Corollary 2.4. Let $x \in L(n, b), b \geq 1, d \geq 1, b+d \leq\lfloor n / 2\rfloor$. For $1 \leq i \leq n$, let $y_{i}=\tau \sigma^{i}(x)$.
(a) If $V(x, d, i) \neq \emptyset$, then $u\left(y_{i}, d-1\right) \in D E S C\left(y_{i}, d-1\right)$.
(b) If $|V(x, d, i)| \geq 2$, then $\operatorname{DESC}\left(y_{i}, d-1\right)$ contains both $u\left(y_{i}, d-1\right)$ and $v\left(y_{i}\right.$, $d-1$ ).

Proof. The corollary is proved by induction on $d$. If $d=1$, the result follows from Theorem 2.1. Assume the result is true for $d^{\prime}$ satisfying $1 \leq d^{\prime}<d$. If $V(x, d, i) \neq \emptyset$, then $\operatorname{DESC}\left(y_{i+j}, d-1\right) \neq \emptyset$ for some $j$ satisfying $0 \leq j<n-i$ and $y_{i+j} \in L(n)$.

Let $z=\tau \sigma\left(y_{i+j}\right)$. Then $u(z, d-2)=u\left(y_{i+j}, d-1\right)$. Since $\operatorname{DESC}\left(y_{i+j}, d-1\right)=$ $V\left(y_{i+j}, d-1,1\right)$, by induction $u(z, d-2) \in D E S C(z, d-2) \subseteq D E S C\left(y_{i+j}, d-1\right)$ and therefore $u\left(y_{i+j}, d-1\right) \in \operatorname{DESC}\left(y_{i+j}, d-1\right)$. So by Lemma 2.3(i), $u\left(y_{i+j-1}, d-1\right) \in$ $\operatorname{DESC}\left(y_{i+j-1}, d-1\right)$. Part (a) follows from $j-1$ further applications of Lemma 2.3(i). Part (b) follows from (a) and Lemma 2.3(ii).
3. The Gray code construction. We first introduce a different collection of necklace representatives which are a slight variation on the $L$-representatives. Note that although the $L$-representatives $x=00000011101$ and $y=00001110001$ differ in four bit positions, there exist rotations $x^{\prime}, y^{\prime}$ of $x, y$, respectively, which differ in only two bit positions. Although we could call $x$ and $y$ "adjacent" if there exist rotations of $x$ and $y$ which differ in only two bit positions, we found that by using the $M$ representatives, defined below, we could make explicit the rotations of $x$ and $y$ which differ in only two bit positions, at least for the adjacencies which will be used in our construction.

For a necklace representative $x \in L(n)$, either $x=0^{n}$ or $x$ can be written uniquely as $x=0^{k} 1 \alpha$ for some $k \geq 0$ and $\alpha \in \Sigma^{*}$. Define a function $M$ on $L(n)$ by

$$
M[x]= \begin{cases}x & \text { if } x=0^{n} \\ 1 \alpha 0^{k} & \text { if } x=0^{k} 1 \alpha\end{cases}
$$

Since $M[x]$ and $x$ are in the same necklace, the set

$$
\{M[x] \mid x \in L(x)\}
$$

is an alternate set of necklace representatives, called $M$-representatives.
Define $x, y \in L(n)$ to be $M$-adjacent if $M[x]$ and $M[y]$ differ only by the interchange of a 0 and a 1 . Let $G_{n}$ be the graph whose vertex set is $L(n)$, with two vertices adjacent in $G_{n}$ if and only if they are $M$-adjacent. Let $G_{n}[x, d, i]$ be the subgraph of $G_{n}$ induced by $V(x, d, i)$. Note that if $z_{1}, z_{2}, \ldots, z_{s}$ is a Hamilton path in $G_{n}[x, d, i]$, then $M\left[z_{1}\right], M\left[z_{2}\right], \ldots, M\left[z_{s}\right]$ is a Gray code for the necklaces in $V(x, d, i)$. For example, in Figure 1, the graph $G_{7}[0000001,2,1]$ is a graph with vertex set

$$
V(0000001,2,1)=\{0000111,0001101,0001011,0010101,0010011\}
$$

A Hamilton path in this graph is

$$
0000111,0010101,0001011,0010011,0001101
$$

and the corresponding list of $M$-representatives, giving a Gray code, is

Our goal is to find a Gray code for the necklaces in $\operatorname{DESC}\left(0^{n}, d\right)=V\left(0^{n}, d, 1\right)=$ $V\left(0^{n-1} 1, d-1,1\right)$ when $1 \leq d \leq\lfloor n / 2\rfloor$. This will follow if we can show that $G_{n}[x, d, i]$ has a Hamilton path for every $(x, d, i)$ satisfying $x \in L(n), \operatorname{lev}(x)+d \leq\lfloor n / 2\rfloor$, and $1 \leq i \leq r(x, d)$.

The strategy will be recursive. Let $y_{i}=\tau \sigma^{i}(x)$. Since it was shown in $\S 2$ that $V(x, d, i)=V\left(y_{i}, d-1,1\right) \cup V(x, d, i+1)$, Hamilton paths/cycles recursively constructed in $G_{n}\left[y_{i}, d-1,1\right]$ and $G_{n}[x, d, i+1]$ will be linked to form a Hamilton path/cycle in $G_{n}[x, d, i]$. The full construction is contained in Theorem 3.7 at the end of this section, following some further technical lemmas.

In the next sequence of lemmas, we examine the structure of $G_{n}[x, d, i]$. In particular, we show that the graph is complete whenever $d=1$ or $i=r(x, d)$. In addition, we establish the existence of certain edges which will be used to link together Hamilton cycles recursively constructed. When $x$ is fixed, we let $y_{i}=\tau \sigma^{i}(x)$.

Lemma 3.1. For any node $x$ in $\operatorname{TREE}(n), G_{n}[x, 1,1]$ is complete.
Proof. If $x=0^{n}$, the only child of $x$ is $0^{n-1} 1$. Otherwise, $x$ has the form $x=0^{k} 1 \alpha$ for some $\alpha \in \Sigma^{*}$. Let $\tau \sigma^{i}(x)$ and $\tau \sigma^{j}(x)$ be distinct children of $x$ with $1 \leq i, j \leq n$. Then

$$
M\left[\tau \sigma^{i}(x)\right]=1 \alpha 0^{i-1} 10^{k-i}
$$

and

$$
M\left[\tau \sigma^{j}(x)\right]=1 \alpha 0^{j-1} 10^{k-j}
$$

and these differ only by the exchange of a 0 and 1.
Lemma 3.2. For $x \neq 0^{n}$ in $T R E E(n)$ and $d \geq 2$, let $r=r(x, d)$. Let $y_{i}=\tau \sigma^{i}(x)$. Any $z$ in $\operatorname{DESC}\left(y_{r}, d-1\right)$ has the form

$$
z=\tau \sigma^{a_{d-1}} \tau \sigma^{a_{d-2}} \cdots \tau \sigma^{a_{1}}\left(y_{r}\right)
$$

where $1 \leq a_{i} \leq 2$ for $1 \leq i \leq d-1$ and $a_{i}=2$ for at most one $i \in\{1, \ldots, d-1\}$.
Proof. Since $x \neq 0^{n}, x$ can be written as $0^{k} 1 \alpha$ for some $\alpha \in \Sigma^{*}$ where $\alpha=$ $\lambda$ or $\alpha$ ends in 1 . Any $z \in \operatorname{DESC}\left(y_{r}, d-1\right)$ can be written uniquely as $z=$ $\tau \sigma^{a_{d-1}} \cdots \tau \sigma^{a_{1}}\left(y_{r}\right)$, where $1 \leq a_{i} \leq n$ for $1 \leq i \leq d-1$. We show that $a_{1}+\cdots+a_{d-1} \leq$ $d$.

By definition of $r=r(x, d), z^{\prime}=u\left(y_{r+1}, d-1\right) \notin L(n)$. Expand $z$ and $z^{\prime}$ as

$$
\begin{gathered}
z=\tau \sigma^{a_{d-1}} \cdots \tau \sigma^{a_{1}} \tau \sigma^{r}(x)=0^{k-r-a_{1}-\cdots-a_{d-1}} 1 \alpha 0^{r-1} 10^{a_{1}-1} 1 \cdots 0^{a_{d-1}-1} 1 \\
z^{\prime}=u\left(y_{r+1}, d-1\right)=(\tau \sigma)^{d-1} \tau \sigma^{r+1}(x)=0^{k-r-d} 1 \alpha 0^{r} 1^{d}
\end{gathered}
$$

Let $s=a_{1}+\cdots+a_{d-1}$ and assume that $s>d$. Since $z \in L(n), k-r-s \geq \max (\alpha)$ and

$$
\begin{equation*}
k-r-d>k-r-d-1 \geq k-r-s \geq r-1 \tag{3}
\end{equation*}
$$

But then since $z^{\prime} \notin L(n)$, it must be that $k-r-d=r$ and $z^{\prime}$ is larger than its rotation $r\left(z^{\prime}\right)$ :

$$
\begin{equation*}
0^{r} 1 \alpha 0^{r} 1^{d}=z^{\prime}>r\left(z^{\prime}\right)=0^{r} 1^{d} 0^{r} 1 \alpha \tag{4}
\end{equation*}
$$

Let $\beta=0^{a_{1}-1} 1 \cdots 0^{a_{d-1}-1} 1$ and let $r(z)$ be the following rotation of $z=0^{k-r-s} 1 \alpha 0^{r-1} 1 \beta$ :

$$
r(z)=0^{r-1} 1 \beta 0^{k-r-s} 1 \alpha
$$

Since $|\beta|=s>d$ and $\# o n e s(\beta)=d-1$,

$$
\begin{equation*}
\beta 0^{r-1} 1 \alpha<1^{d-1} 0^{r} 1 \alpha \tag{5}
\end{equation*}
$$

But then,

$$
\begin{aligned}
0 z & =0^{k-r-s+1} 1 \alpha 0^{r-1} 1 \beta, & & \\
& \geq 0^{k-r-d} 1 \alpha 0^{r-1} 1 \beta & & \text { since } s>d, \\
& =0^{r} 1 \alpha 0^{r-1} 1 \beta & & \text { since } k-r-d=r, \\
& >z^{\prime}>r\left(z^{\prime}\right) & & \text { by }(4), \\
& =0^{r} 1^{d} 0^{r} 1 \alpha, & & \\
& >0^{r} 1 \beta 0^{r-1} 1 \alpha & & \text { by (5), } \\
& \geq 0^{r} 1 \beta 0^{k-r-s} 1 \alpha & & \text { by (3), } \\
& =0 r(z) . & &
\end{aligned}
$$

Thus $0 z>0 r(z)$, so $z>r(z)$, which is impossible since $z$ is a necklace.
Lemma 3.3. For $x \neq 0^{n}$ in $\operatorname{TREE}(n)$ and $d \geq 2$, let $r=r(x, d)$. Then, $G_{n}[x, d, r]$ is complete.

Proof. Since $x \neq 0^{n}, x$ can be written as $x=0^{k} 1 \alpha$, where $\alpha \in \Sigma^{*}$ and either $\alpha=\lambda$ or $\alpha$ ends in 1. By Lemma 3.2, any vertex of $G_{n}[x, d, r]=G_{n}\left[y_{r}, d-1,1\right]$ has the form

$$
\tau \sigma^{a_{d-1}} \cdots \tau \sigma^{a_{1}} \tau \sigma^{r}(x)=0^{k-r-a_{1}-a_{2}-\cdots-a_{d-1}} 1 \alpha 0^{r-1} 10^{a_{1}-1} 1 \cdots 0^{a_{d-1}-1} 1,
$$

where $1 \leq a_{i} \leq 2$ for $1 \leq i \leq d-1$ and $a_{i}=2$ for at most one $i \in\{1, \ldots, d-1\}$. This means that $s=a_{1}+\cdots+a_{d-1}$ is either $d-1$ or $d$ and any vertex has the form

$$
\text { (i) } \left.0^{k-r-d+1} 1 \alpha 0^{r-1} 1^{d} \quad \text { (if } \quad s=d-1\right)
$$

or
(ii) $0^{k-r-d} 1 \alpha 0^{r-1} 1^{i} 01^{d-i} \quad$ (if $\quad s=d$ ).

Clearly, any two vertices of this form are $M$-adjacent.
LEMMA 3.4. Let $x \neq 0^{n}$ be a node in $\operatorname{TREE}(n)$ with $d \geq 1$ and $r=r(x, d)$. For each of the following pairs of strings $z, z^{\prime}$, if both $z$ and $z^{\prime}$ are in $L(n)$, then they are $M$-adjacent:

| (a) | $u\left(y_{i}, d\right)$ | and | $v\left(y_{i}, d\right)$ | for | $d \geq 1$ | and | $1 \leq i \leq r$, |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| (b) | $u\left(y_{i}, d\right)$ | and | $u\left(y_{i+1}, d\right)$ | for | $d \geq 1$ | and | $1 \leq i<r$, |
| (c) | $u\left(y_{i}, d\right)$ | and | $v\left(y_{i+1}, d\right)$ | for | $d \geq 1$ | and | $1 \leq i<r$, |
| (d) | $v\left(y_{i}, d\right)$ | and | $u\left(y_{i+1}, d\right)$ | for | $d \geq 1$ | and | $1 \leq i<r$, |
| (e) | $u^{\prime}\left(y_{i}, d\right)$ | and | $u\left(y_{i+1}, d\right)$ | for | $d \geq 2$ | and | $1 \leq i<r$, |
| (f) | $v^{\prime}\left(y_{i}, d\right)$ | and | $v\left(y_{i+1}, d\right)$ | for | $d \geq 2$ | and | $1 \leq i<r$, |
| (g) | $u^{\prime}\left(y_{i}, d\right)$ | and | $u\left(y_{i+2}, d\right)$ | for | $d \geq 2$ | and | $1 \leq i<r-1$, |
| (h) | $v^{\prime}\left(y_{i}, d\right)$ | and | $u\left(y_{i+2}, d\right)$ | for | $d \geq 2$ | and | $1 \leq i<r-1$, |
| (i) | $w\left(y_{i}, 1\right)$ | and | $v\left(y_{i+1}, 1\right)$ | for | $1 \leq i<r$, |  |  |
| (j) | $v\left(y_{i}, 1\right)$ | and | $u\left(y_{i+2}, 1\right)$ | for | $1 \leq i<r-1$, |  |  |
| (k) | $w\left(y_{i}, 1\right)$ | and | $u\left(y_{i+2}, 1\right)$ | for | $1 \leq i<r-1$. |  |  |

Proof. These edges are illustrated in Figure 3, when $d=1$, and Figure 4, when $d>1$. Using the definitions of the vertices and the fact that $x$ has the form $0^{k} 1 \alpha$


Fig. 3. Edges in $G_{n}$, when $d=1$, labeled by corresponding part of Lemma 3.4.
for $k>0$ and $\alpha \in \Sigma^{*}$, the lemma can be verified directly for each pair (a)-(k). For example, in (c),

$$
\begin{aligned}
M\left[u\left(y_{i}, d\right)\right] & =M\left[(\tau \sigma)^{d}\left(y_{i}\right)\right] \\
& =M\left[(\tau \sigma)^{d} \tau \sigma^{i}(x)\right] \\
& =M\left[(\tau \sigma)^{d} \tau \sigma^{i}\left(0^{k} 1 \alpha\right)\right] \\
& =M\left[0^{k-i-d} 1 \alpha 0^{i-1} 1^{d+1}\right] \\
& =1 \alpha 0^{i-1} 1^{d+1} 0^{k-i-d}
\end{aligned}
$$

and, similarly,

$$
\begin{aligned}
M\left[v\left(y_{i+1}, d\right)\right] & =M\left[\tau \sigma^{2}(\tau \sigma)^{d-1}\left(y_{i+1}\right)\right] \\
& =M\left[\tau \sigma^{2}(\tau \sigma)^{d-1} \tau \sigma^{i+1}\left(0^{k} 1 \alpha\right)\right] \\
& =M\left[0^{k-i-d-2} 1 \alpha 0^{i} 1^{d} 01\right] \\
& =1 \alpha 0^{i} 1^{d} 010^{k-i-d-2} .
\end{aligned}
$$

Exchanging the last 1 in $M\left[v\left(y_{i+1}, d\right)\right]$ with the last 0 in the block of $i$ zeros gives $M\left[u\left(y_{i}, d\right)\right]$.

The following two lemmas describe strategies which will be used repeatedly in Theorem 3.7 for linking together Hamilton paths/cycles in $G_{n}\left[y_{i}, d-1,1\right]$ and $G_{n}[x, d, i+$ 1] to get a Hamilton path/cycle in $G_{n}[x, d, i]$. Although linking is straightforward in


Fig. 4. Edges in $G_{n}$, when $d \geq 2$, labeled by corresponding part of Lemma 3.4.
the general case, many cases require special attention if $d$ is small or if $i$ is close to $r(x, d)$.

First, define Hamilton paths and cycles of special types in $G_{n}[x, d, i]$ as follows:

$$
\begin{aligned}
& O(x, d, i) \text { cycle: a Hamilton cycle containing edges } \\
& \quad u\left(y_{i}, d-1\right) v\left(y_{i}, d-1\right) \text { and } u\left(y_{i}, d-1\right) v\left(y_{i+1}, d-1\right),
\end{aligned}
$$

$E(x, d, i)$ cycle: a Hamilton cycle containing edges

$$
u\left(y_{i}, d-1\right) v\left(y_{i}, d-1\right) \text { and } u\left(y_{i}, d-1\right) u\left(y_{i+1}, d-1\right)
$$

$U V(x, d, i)$ path: a Hamilton path from $u\left(y_{i}, d-1\right)$ to $v\left(y_{i}, d-1\right)$,
$P(x, d, i)$ path: a Hamilton path from $v\left(y_{i}, d-1\right)$ to $u\left(y_{i+1}, d-1\right)$,
$Q(x, d, i)$ path: a Hamilton path from $u\left(y_{i}, d-1\right)$ to $u\left(y_{i+1}, d-1\right)$.
Note that $O(x, d, i)$ and $E(x, d, i)$ cycles contain $U V(x, d, i)$ paths. The $O$ - and $E$-type Hamilton cycles are so named because for large enough $d$, it turns out that $G_{n}[x, d, i]$ has an $O$-type cycle for odd $d$ and an $E$-type cycle for even $d$. The $U V$-, $P$-, and $Q$-type Hamilton paths are actually cycles, since by Lemma 3.4 their start and end vertices are adjacent. However, they will be used only as paths for splicing


Fig. 5. Construction of $O(x, d, i)$ and $E(x, d, i)$ cycles in Lemma 3.5.
into $O$ - and $E$-type cycles.
The construction of the main theorem splits $G_{n}[x, d, i]$ into two subgraphs, one of which contains an $O$ - or $E$-type cycle and the other which contains a Hamilton path of type $U V, P$, or $Q$. An $O$-type cycle for $G_{n}[x, d, i]$ is then formed by splicing together a cycle and path recursively constructed in the subproblems: either an $E$-type cycle plus a $U V$ path or an $E$-type cycle plus a $P$-type path. Similarly, An $E$-type cycle for $G_{n}[x, d, i]$ can be formed by splicing together an $O$-type cycle plus a $U V$ path or an $O$-type cycle plus a $Q$-type path. The details are given in Lemmas 3.5 and 3.6 below.

Lemma 3.5. For $x \in L(n, b)$ with $b, d \geq 1$ and $b+d \leq\lfloor n / 2\rfloor$, assume that $r(x, d) \geq 2$ and let $y_{i}$ be the ith child of $x$. For $i<r(x, d)$, if $G_{n}\left[y_{i}, d-1,1\right]$ has an $E\left(y_{i}, d-1,1\right)$ (respectively, $O\left(y_{i}, d-1,1\right)$ ) cycle, then $G_{n}[x, d, i]$ has an $O(x, d, i)$ (respectively, $E(x, d, i)$ ) cycle as long as $G_{n}[x, d, i+1]$ has the following:
(A) $a U V(x, d, i+1)$ path or
(B) both $P(x, d, i+1)$ and $Q(x, d, i+1)$ paths.

Proof. (See Figure 5.) Let $C$ be an $E\left(y_{i}, d-1,1\right)$ cycle in $G_{n}\left[y_{i}, d-1,1\right]$ and for $1 \leq j \leq r\left(y_{i}, 1\right)$, let $z_{j}$ be the $j$ th child of $y_{i}$. Then $C$ contains the edges $e_{1}=$ $u\left(z_{1}, d-2\right) v\left(z_{1}, d-2\right)=u\left(y_{i}, d-1\right) v\left(y_{i}, d-1\right)$ and $e_{2}=u\left(z_{1}, d-2\right) u\left(z_{2}, d-2\right)=$ $u\left(y_{i}, d-1\right) u^{\prime}\left(y_{i}, d-1\right)$. We seek a Hamilton cycle in $G_{n}[x, d, i]$ containing edge $e_{1}$ and the edge $e_{3}=u\left(y_{i}, d-1\right) v\left(y_{i+1}, d-1\right)$, which edge exists by Lemma 3.4(c).

Let $R_{A}$ be a $U V(x, d, i+1)$ path in $G_{n}[x, d, i+1]$ from $u\left(y_{i+1}, d-1\right)$ to $v\left(y_{i+1}, d-1\right)$. Note that $e_{4}=u^{\prime}\left(y_{i}, d-1\right) u\left(y_{i+1}, d-1\right)$ is an edge by Lemma 3.4(e). Then ( $C-$ $\left.e_{2}\right)+e_{3}+e_{4}+R_{A}$ is a Hamilton cycle in $G_{n}[x, d, i]$ containing edges $e_{1}$ and $e_{3}$.

Let $R_{B}$ be a $P(x, d, i+1)$ path in $G_{n}[x, d, i+1]$ from $v\left(y_{i+1}, d-1\right)$ to $u\left(y_{i+2}, d-1\right)$ and let $e_{5}=u^{\prime}\left(y_{i}, d-1\right) u\left(y_{i+2}, d-1\right)$, which is an edge by Lemma 3.4(g). Then
$\left(C-e_{2}\right)+e_{3}+e_{5}+R_{B}$ is a Hamilton cycle in $G_{n}[x, d, i]$ containing edges $e_{1}$ and $e_{3}$.
On the other hand, if $C^{\prime}$ is an $O\left(y_{i}, d-1,1\right)$ cycle in $G_{n}\left[y_{i}, d-1,1\right]$, it contains edge $e_{1}$ as well as $e_{2}^{\prime}$ where $e_{2}^{\prime}=u\left(z_{1}, d-2\right) v\left(z_{2}, d-2\right)=u\left(y_{i}, d-1\right) v^{\prime}\left(y_{i}, d-1\right)$. We seek a Hamilton cycle in $G_{n}[x, d, i]$ containing edge $e_{1}$ and the edge $e_{3}^{\prime}=u\left(y_{i}, d-\right.$ 1) $u\left(y_{i+1}, d-1\right)$, which edge exists by Lemma $3.4(\mathrm{~b})$.

With $R_{A}$ as before, note that $e_{4}^{\prime}=v^{\prime}\left(y_{i}, d-1\right) v\left(y_{i+1}, d-1\right)$ is an edge by Lemma $3.4(\mathrm{f})$. Then $\left(C^{\prime}-e_{2}\right)+e_{3}^{\prime}+e_{4}^{\prime}+R_{A}$ is the required Hamilton cycle in $G_{n}[x, d, i]$.

Let $R_{B}^{\prime}$ be a $Q(x, d, i+1)$ path in $G_{n}[x, d, i+1]$ from $u\left(y_{i+1}, d-1\right)$ to $u\left(y_{i+2}, d-1\right)$ and let $e_{5}^{\prime}=v^{\prime}\left(y_{i}, d-1\right) u\left(y_{i+2}, d-1\right)$, which is an edge by Lemma 3.4(h). Then $\left(C-e_{2}^{\prime}\right)+e_{3}^{\prime}+e_{5}^{\prime}+R_{B}^{\prime}$ is the required Hamilton cycle in $G_{n}[x, d, i]$.

A graph is trivial if it has only one vertex.
Lemma 3.6. For $x \in L(n, b)$ with $b, d \geq 1$ and $b+d \leq\lfloor n / 2\rfloor$, assume that $r(x, d) \geq 2$ and let $r=r(x, d)$. If $G_{n}[x, d, r]$ is trivial, then $G_{n}[x, d, r-1]$ has both $P(x, d, r-1)$ and $Q(x, d, r-1)$ paths as long as $G_{n}\left[y_{r-1}, d-1,1\right]$ has either
(A) $a U V\left(y_{r-1}, d-1,1\right)$ path or
(B) both $P\left(y_{r-1}, d-1,1\right)$ and $Q\left(y_{r-1}, d-1,1\right)$ paths.

Proof. (See Figure 6.) If $G_{n}[x, d, r]$ is trivial, it contains only the vertex $u\left(y_{r}, d-\right.$ 1), by Corollary 2.4(a). By Lemma 3.4(d) and (b), respectively, $G_{n}[x, d, r-1]$ contains the edges $e_{1}=v\left(y_{r-1}, d-1,1\right) u\left(y_{r}, d-1,1\right)$ and $e_{2}=u\left(y_{r-1}, d-1,1\right) u\left(y_{r}, d-1,1\right)$, as long as the endpoints exist. It suffices to show that if (A) or (B) holds, $G_{n}[x, d, r-1]$ has a Hamilton cycle $C_{1}$ containing $e_{1}$ and a Hamilton cycle $C_{2}$ containing $e_{2}$.

If (A) holds, let $H$ be a $U V\left(y_{r-1}, d-1,1\right)$ path in $G_{n}\left[y_{r-1}, d, 1\right]$ from $u\left(y_{r-1}, d-\right.$ 1) to $v\left(y_{r-1}, d-1\right)$. Then $C_{1}=C_{2}=H+e_{1}+e_{2}$ gives both required cycles in $G_{n}[x, d, r-1]$.

If (B) holds, let $z_{j}$ be the $j$ th child of $y_{r-1}$ and let $H_{1}$ and $H_{2}$ be Hamilton paths in $G_{n}\left[y_{r-1}, d, 1\right]$ from $v\left(z_{1}, d-2\right)=v\left(y_{r-1}, d-1\right)$ to $u\left(z_{2}, d-2\right)=u^{\prime}\left(y_{r-1}, d-1\right)$ and from $u\left(z_{1}, d-2\right)=u\left(y_{r-1}, d-1\right)$ to $u\left(z_{2}, d-2\right)=u^{\prime}\left(y_{r-1}, d-1\right)$, respectively. Let $e_{3}$ be the edge $e_{3}=u^{\prime}\left(y_{r-1}, d-1\right) u\left(y_{r}, d-1\right)$ which exists by Lemma 3.4(e). Then the required cycles in $G_{n}[x, d, r-1]$ are $C_{1}=H_{1}+e_{1}+e_{3}$ and $C_{2}=H_{2}+e_{2}+e_{3}$.

We can now prove the main result of the paper.
Theorem 3.7. For $x \in L(n, b)$ with $b \geq 1$, let $d$ and $i$ be integers such that $1 \leq d+b \leq\lfloor n / 2\rfloor$ and $1 \leq i \leq r(x, d)$. Then $G_{n}[x, d, i]$ has a Hamilton cycle whenever $|V(x, d, i)| \geq 3$.

Proof. We prove the following claim under the hypotheses of the theorem.
Claim. Assume $|V(x, d, i)| \geq 2$.
Exception A subclaim. If
(i) $d=1$, or
(ii) $i=r(x, d)$, or
(iii) $d=2$ and $V(x, d, i)=\left\{u\left(y_{i}, 1\right), v\left(y_{i}, 1\right), u\left(y_{i+1}, 1\right), v\left(y_{i+1}, 1\right)\right\}$, then $G_{n}[x, d, i]$ has a $U V(x, d, i)$ path.

Exception B subclaim. Otherwise, if $i+1=r(x, d)$ and $G_{n}[x, d, i+1]$ is trivial, then $G_{n}[x, d, i]$ has both $P(x, d, i)$ and $Q(x, d, i)$ paths.

General case. Otherwise, $G_{n}[x, d, i]$ has an $E(x, d, i)$ cycle when $d$ is even and an $O(x, d, i)$ cycle when $d$ is odd.

Note that the theorem follows from the Claim, since the origin and terminus of any $U V, P$, or $Q$ path are adjacent by Lemma 3.4.

Proof of the Claim. Let $r=r(x, d)$. The proof is by induction on $d$ and $r-i$. If $d=1$, then $G_{n}[x, d, i]$ is complete since it is a subgraph of $G_{n}[x, 1,1]$, which is complete by Lemma 3.1. Similarly, when $r-i=0$ and $d \geq 2, G_{n}[x, d, i]$ is complete by Lemma 3.3. In both cases, by Corollary 2.4(b), $G_{n}[x, d, i]$ contains $u\left(y_{i}, d-1\right)$ and

(a) $C_{1}=C_{2}$

(b) $C_{1}$

(c) $C_{2}$

Fig. 6. Construction of $P(x, d, r-1)$ and $Q(x, d, r-1)$ paths in Lemma 3.6.
$v\left(y_{i}, d-1\right)$, and, since it is complete, it contains a Hamilton path joining these two vertices. This satisfies Subclaim A(i, ii) of the Claim.

Assume inductively that when $d \geq 2$ and $r-i \geq 1$, the Claim is true for all ( $d^{\prime}, i^{\prime}$ ) with both $d^{\prime}=d-1$ and $r-i^{\prime} \geq 0$ or both $d^{\prime}=d$ and $r-i^{\prime} \leq r-i-1$. We show the claim is true for $(d, i)$.

Since $r-i \geq 1, u\left(y_{i+1}, d-1\right) \in L(n)$, so by Lemma 2.3(iii), $u^{\prime}\left(y_{i}, d-1\right) \in L(n)$. Thus, $r\left(y_{i}, d-1\right) \geq 2$ and by Corollary 2.4(b), $G_{n}\left[y_{i}, d-1,1\right]$ contains $u\left(y_{i}, d-1\right)$ and $v\left(y_{i}, d-1\right)$, as well as $u^{\prime}\left(y_{i}, d-1\right)$.

Case $d=2$. If $d=2$ and $r-i \geq 1$, by induction, $G_{n}\left[y_{i}, 1,1\right]$ has a $U V\left(y_{i}, 1,1\right)$ path $H$ from $u\left(y_{i}, 1\right)$ to $v\left(y_{i}, 1\right)$. By Lemma 3.4(a,b), $G_{n}[x, 2, i]$ contains the edges $e_{1}=u\left(y_{i}, 1\right)$ to $v\left(y_{i}, 1\right)$ and $e_{2}=u\left(y_{i}, 1\right)$ to $u\left(y_{i+1}, 1\right)$.

If $G_{n}[x, 2, i+1]$ is trivial (Exception B), let $e_{3}$ be the edge $e_{3}=v\left(y_{i}, 1\right)$ to $u\left(y_{i+1}, 1\right)$, which exists by Lemma $3.4(\mathrm{~d})$. Then $H+e_{2}+e_{3}$ is a Hamilton cycle in $G_{n}[x, 2, i]$ containing both $P(x, 2, i)$ and $Q(x, 2, i)$ paths, as required for Exception B. (See Figure 7(a).)

If $G_{n}[x, 2, i]$ is Exception $\mathrm{A}(\mathrm{iii})$ of the Claim, edges $u\left(y_{i+1}, 1\right) v\left(y_{i+1}, 1\right)$ and $u\left(y_{i}, 1\right) v\left(y_{i+1}, 1\right)$ exist by Lemma $3.4(\mathrm{a}, \mathrm{c})$. These two edges together with $e_{3}$ give a $U V(x, 2, i)$ path from $u\left(y_{i}, 1\right)$ to $v\left(y_{i}, 1\right)$, as required. (See Figure 7(b).)

Otherwise, $G_{n}[x, 2, i]$ is none of the exceptions, so, since $d=2$ is even, we must show it has an $E(x, 2, i)$ cycle containing $e_{1}$ and $e_{2}$. By induction, $G_{n}[x, 2, i+1]$ has


Fig. 7. Special cases when $d=2$ in Theorem 3.7.
either a Hamilton path $R_{1}$ from $u\left(y_{i+1}, d-1\right)$ to $u\left(y_{i+2}, d-1\right)$ (Exception B) or a Hamilton path $R_{2}$ from $u\left(y_{i+1}, d-1\right)$ to $v\left(y_{i+1}, d-1\right)$ (Exception A and General case).

If $r\left(y_{i}, 1\right)=2$, then by Lemma 2.3(v), $v\left(y_{i+2}, 1\right) \notin L(n)$ and therefore $G_{n}[x, 2, i+$ 1] is Exception B, so it contains $R_{1}$. In this case, let $e_{4}$ be the edge $v\left(y_{i}, 1\right) u\left(y_{i+2}, 1\right)$, which exists by Lemma 3.4(j). Then $e_{1}+e_{2}+R_{1}+e_{4}$ is the required Hamilton cycle. (See Figure 8(a).)

If $r\left(y_{i}, 1\right) \geq 3$, then it also contains vertex $u^{\prime \prime}\left(y_{i}, 1\right)=w\left(y_{i}, 1\right)$, by Lemma 2.3. Thus, since $G_{n}\left[y_{i}, 1,1\right]$ is complete, it contains a Hamilton path $H^{\prime}$ from $u\left(y_{i}, 1\right)$ to $w\left(y_{i}, 1\right)$ containing $e_{1}$. Let $e_{5}$ and $e_{6}$ be the edges

$$
\begin{aligned}
& e_{5}=w\left(y_{i}, 1\right) u\left(y_{i+2}, 1\right) \\
& e_{6}=w\left(y_{i}, 1\right) v\left(y_{i+1}, 1\right)
\end{aligned}
$$

which exist by Lemma $3.4(\mathrm{k}, \mathrm{i})$. Since $G_{n}[x, 2, i+1]$ contains either $R_{1}$ or $R_{2}$, then one of the following is a Hamilton cycle in $G_{n}[x, 2, i]$ containing $e_{1}$ and $e_{2}: H^{\prime}+e_{2}+R_{1}+e_{5}$ or $H^{\prime}+e_{2}+R_{2}+e_{6}$. (See Figure $8(\mathrm{~b}, \mathrm{c})$.)

Case $d=3$. In this case, $G_{n}[x, 3, i]$ cannot fall under any case of Exception A of the Claim. If $G_{n}[x, 3, i]$ is Exception B, then $i+1=r(x, 3)$ and $G_{n}[x, 3, i+1]$ is trivial. We must find $P(x, 3, i)$ and $Q(x, 3, i)$ paths in $G_{n}[x, 3, i]$. But these paths exist by Lemma 3.6 since, by induction, $G_{n}\left[y_{i}, 2,1\right]$ satisfies conditions (A) and (B) of that lemma.

Otherwise, $G_{n}[x, 3, i]$ is the general case of the Claim and since $d=3$ is odd, we must find an $O(x, 3, i)$ cycle containing edges $e_{1}=u\left(y_{i}, 2\right) v\left(y_{i}, 2\right)$ and $e_{2}=$ $u\left(y_{i}, 2\right) v\left(y_{i+1}, 2\right)$. Since $G_{n}[x, 3, i+1]$ is nontrivial, by induction, it satisfies (A) or (B) of Lemma 3.5.

If $G_{n}\left[y_{i}, 2,1\right]$ is in the general case of the Claim, by induction it has an $E\left(y_{i}, 2,1\right)$ cycle and therefore by Lemma $3.5, G_{n}[x, 3, i]$ has an $O(x, 3, i)$ cycle. Otherwise, $G_{n}\left[y_{i}, 2,1\right]$ is not the general case of the Claim. But $G_{n}[x, 3, i+1]$ is nontrivial, so by Corollary 2.4(b) it contains $v\left(y_{i+1}, 2\right)$. But then by Lemma 2.3(iv), $v^{\prime}\left(y_{i}, 2\right) \in$ $V\left(y_{i}, 2,1\right)$. Clearly, then, $G_{n}\left[y_{i}, 2,1\right]$ cannot be Exception B or cases (i) or (ii) of


Fig. 8. The $d=2$ case of Theorem 3.7.

Exception A. So, suppose $G_{n}\left[y_{i}, 2,1\right]$ is Exception A(iii). Then $G_{n}\left[y_{i}, 2,1\right]$ contains only the vertices $\left\{u\left(y_{i}, 2\right), v\left(y_{i}, 2\right), u^{\prime}\left(y_{i}, 2\right), v^{\prime}\left(y_{i}, 2\right)\right\}$. Since $u^{\prime \prime}\left(y_{i}, 2\right) \notin V\left(y_{i}, 2,1\right)$, by Lemma 2.3(v), $v\left(y_{i+2}, 2\right) \notin L(n)$. Thus either $r=i+2$ and $G_{n}[x, 3, i+1]$ is Exception B or $r=i+1$ and therefore by Lemma 3.2, $G_{n}[x, 3, i+1]$ has vertex set either $\left\{u\left(y_{i+1}, 2\right), v\left(y_{i+1}, 2\right)\right\}$ or $\left\{u\left(y_{i+1}, 2\right), v\left(y_{i+1}, 2\right), u^{\prime}\left(y_{i+1}, 2\right)\right\} .\left(G_{n}[x, 3, i+1]\right.$ trivial was considered earlier.) If $G_{n}[x, 3, i+1]$ is Exception B , then by induction it has a Hamilton path $R$ from $v\left(y_{i+1}, 2\right)$ to $u\left(y_{i+2}, 2\right)$. See Figure 9 (a) for an $O(x, 3, i)$ cycle in this case. If $V(x, 3, i+1)=\left\{u\left(y_{i+1}, 2\right), v\left(y_{i+1}, 2\right), u^{\prime}\left(y_{i+1}, 2\right)\right\}$, it can be verified that $v\left(y_{i}, 2\right)$ and $u^{\prime}\left(y_{i+1}, 2\right)$ are $M$-adjacent and Figure 9 (b) shows an $O(x, 3, i)$ cycle in this case. An $O(x, 3, i)$ cycle in the remaining case that $V(x, 3, i+1)=$ $\left\{u\left(y_{i+1}, 2\right), v\left(y_{i+1}, 2\right)\right\}$ is shown in Figure 9(c), where edges exist by Lemma 3.5.

Case $d \geq 4$. If $G_{n}[x, d, i]$ is Exception B of the Claim, then $i+1=r(x, d)$ and $G_{n}[x, d, i+1]$ is trivial. By induction, $G_{n}\left[y_{i-1}, d-1,1\right]$ satisfies (A) and (B) of Lemma 3.6, so in this case, by Lemma 3.6, $G_{n}[x, d, i]$ has both $P(x, d, i)$ and $Q(x, d, i)$ paths, as required.

Otherwise, $G_{n}[x, d, i+1]$ is nontrivial, so by Corollary 2.4(b) it contains $v\left(y_{i+1}, d-\right.$ $1)$ and therefore by Lemma 2.3(iv), $v^{\prime}\left(y_{i}, d-1\right) \in L(n)$. Thus, $G_{n}\left[y_{i}, d-1,1\right]$ is in the general case of the Claim, so by induction, it has an $E\left(y_{i}, d-1,1\right)$ cycle if $d-1$ is even and an $O\left(y_{i}, d-1,1\right)$ cycle if $d-1$ is odd. Furthermore, since $G_{n}[x, d, i+1]$ is nontrivial, it satisfies (A) or (B) of Lemma 3.5 and therefore by Lemma 3.5, $G_{n}[x, d, i]$


Fig. 9. The $d=3$ case of Theorem 3.7.
has an $E(x, d, i)$ cycle if $d$ is even and an $O(x, d, i)$ cycle if $d$ is odd. This completes the proof of the theorem.

An example of the construction of the theorem is shown in Figure 10. The tree of 10 -bit necklaces is shown at the top, from levels 0 through 5 . In the center is the Hamilton cycle $C$ in $G_{10}\left[0^{10}, 5,1\right]$, resulting from the construction of the theorem. At the bottom is the Gray code obtained by replacing each $x$ on $C$ by $M[x]$.
4. The algorithm. The proof of Theorem 3.7 gives a recursive procedure for constructing a Gray code for necklaces of fixed density. The procedure has been implemented in C and is included in the appendix to [Wan]. (A subsequent modification requires only $\mathrm{O}(\mathrm{n})$ storage.) In this section, we show the time required is $O(n N(n, d))$, where $N(n, d)$ is the number of $n$-bit necklaces of density $d$.

Below, we give a crude outline of the procedure CYCLE $(x, d, i)$ for constructing a Hamilton cycle in the graph $G_{n}[x, d, i]$. For simplicity, we ignore differences between the different types of cycles $(O, E)$ since these do not affect the time analysis.
$\operatorname{CYCLE}(\mathrm{x}, \mathrm{d}, \mathrm{i})$.

1. compute $y_{-} \mathrm{i}$, the ith child of x
2. if $\mathrm{d}=1$ then complete graph
3. else if $i=r(x, d)$ then complete graph
```
    else if d=2 then
4. if G[x,d,i+1] is trivial then link cycle in complete graph
        G[y_i,d-1,1] with vertex as in Figure 7(a)
5. else if G[x,d,i] is exception A(iii) then construct cycle
        as in Figure 7(b)
6. else if r(y_i,d-1)=2 then link vertices to CYCLE(x,d,i+1)
        as in Figure 8(a)
7. else link CYCLE(y_i,d-1,1) with CYCLE(x,d,i+1) as in
        Figures 8(b,c)
    else if d=3 then
8. if G[x,d,i] is Exception B then link CYCLE(y_i,d-1,1) with
        vertex as in Lemma 3.6
9. else if G[y_i,d-1,1] is Exception A(iii) then
10. if G[x,d,i+2] is empty then construct cycle
                as in Figure 9(b,c)
        else link vertices to CYCLE(x,d,i+1) as in Figure 9(a)
    else link CYCLE(y_i,d-1,1) and CYCLE(x,d,i+1) as in Lemma 3.5
    else {d >= 4 }
    if G[x,d,i] is Exception B then link CYCLE(y_i,d-1,1) and
        vertex as in Lemma 3.6
    else link CYCLE(y_i,d-1,1) with CYCLE(x,d,i+1) as in Lemma 3.5
```

Recall that $L(n)$ is the set of lexicographically smallest representatives of the $n$ bit necklaces. It is shown in [Shi] that for an arbitrary $n$-bit string, $x$, it is possible to check whether $x \in L(n)$ in time $O(n)$. Using this fact, we show that all the tests in the CYCLE algorithm can be made in time $O(n)$.

First note that by definition of $r(x, d)$ and Corollary 2.4(a), $r(x, d) \geq t$ if and only if $u\left(y_{t}, d-1\right) \in L(n)$, so the tests on lines 3 and 6 can be made in time $O(n)$ using the algorithm of [Shi]. By Corollary 2.4(a), $G_{n}[x, d, i]$ is empty if $u\left(y_{i}, d-1\right) \notin L(n)$ and is trivial if and only if $u\left(y_{i}, d-1\right) \in L(n)$ but $v\left(y_{i}, d-1\right) \notin L(n)$. By Corollary 2.4(b) and Lemma 2.3(iii), $G_{n}[x, d, i]$ has only two vertices if and only if $v\left(y_{i}, d-1\right) \in L(n)$ but $w\left(y_{i}, d-1\right), u^{\prime}\left(y_{i}, d-1\right) \notin L(n)$. Thus, tests in lines 4 and 10 take time $O(n)$. Finally, $G_{n}[x, d, i]$ is Exception B if and only if $i=r(x, d)-1$ and $G_{n}[x, d, i+1]$ is trivial; $G_{n}[x, d, i]$ is Exception $\mathrm{A}\left(\right.$ iii ) if and only if $d=2, r\left(y_{i}, d-1\right)=2$, and $r\left(y_{i+1}, d-1\right)=2$. Thus, tests on lines $5,8,9$, and 13 can be done in time $O(n)$ by testing whether certain binary strings are in $L(n)$. This means that the CYCLE procedure spends no more than $O(n)$ time to determine whether to make a recursive call.

If $\operatorname{CYCLE}(x, d, i)$ makes no recursive call, it takes one of the branches $2,3,4,5$, or 10 , each of which can be implemented in time $O(n|V(x, d, i)|)$.

If $\operatorname{CYCLE}(x, d, i)$ makes a recursive call, it does so to one or both of the disjoint subgraphs $G_{n}\left[y_{i}, d-1,1\right]$ (a left call) and $G_{n}[x, d, i+1]$ (a right call) and never to a trivial graph. To count the number of recursive subcalls over the entire execution, consider the subtree $\operatorname{RICH}(x, d, i)$ of $\operatorname{TREE}(n)$ consisting of all nodes $x$ with descendants in $V(x, d, i)$. Note that no recursive call is made on any node not in $\operatorname{RICH}(x, d, i)$. Further, if $w$ is a nonleaf node with only one child in $\operatorname{RICH}(x, d)$, no recursive call is made at $w$ (line 2 or 3 ). Thus, the number of recursive calls is at most the number of nodes in $\operatorname{RICH}(x, d, i)$ with at least two children and this number cannot exceed the number of leaves of $\operatorname{RICH}(x, d, i)$, which is $|V(x, d, i)|$.


Fig. 10. The Hamilton cycle in $G_{10}\left[0^{10}, 5,1\right]$ and the corresponding Gray code for 10-bit necklaces of density 5 .

In summary, the total time for $\operatorname{CYCLE}(x, d, i)$ is

$$
O\left(n * \text { number of recursive calls }+\sum n *\left|V\left(z, d^{\prime}, j\right)\right|\right)
$$

where the sum on the right is over every call $\operatorname{CYCLE}\left(z, d^{\prime}, j\right)$ which does not itself make a recursive call. Both terms are $O(n|V(x, d, i)|)$.

In particular, for $d \geq 2, \operatorname{CYCLE}(x, d-1,1)$ with $x=0^{n-1} 1$ gives a Gray code for $V\left(0^{n-1}, d-1,1\right)=L(n, d)$ in time $O(n * N(n, d))$.

We mention that to avoid storing cycles, when recursively constructed "left" and "right" cycles are to be linked by two edges, the procedure recursively computes and outputs the left cycle (in an appropriate order), then one link edge is output, and then the right cycle is computed recursively and output (in an appropriate order). To complete the cycle, the second link edge is output. Thus the additional storage required is no more than the depth of the recursion which is $O(n)$.

Although the time analysis of the algorithm can be made tighter in several places, we have found no way to reduce the overall time bound of $O(n * N(n, d))$, either by a tighter analysis or by an alternative implementation. Even for the simpler problem of listing $n$-bit necklaces of fixed density $d$ in any order, no asymptotically faster algorithm is yet known.

Acknowledgment. We are grateful to the anonymous referee who offered many suggestions to improve the presentation.
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# FINDING INDEPENDENT SETS IN TRIANGLE-FREE GRAPHS* 
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#### Abstract

Finding a maximum independent set in a graph is well known to be an $N P$-complete problem. Here an $O\left(n^{2}\right)$-time algorithm that finds an independent set of order at least $(6 n-m) / 13$ in a triangle-free graph with $n$ vertices and $m$ edges is presented. A tight lower bound on independence in 4 -regular triangle-free graphs is $4 n / 13$, so the bound is sharp for this class.
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1. Introduction. In general we follow the notation and terminology of [2]. A graph $G=(V, E)$ is simple and loop-free. The maximum and minimum degrees of $G$ are denoted $\Delta(G)$ and $\delta(G)$, respectively. The degree of a vertex $v$ is $d(v)$, the set of neighbors of $v$ is $N(v)$, and the closed neighborhood of $v$ is $N[v]$. The graph induced by the vertices of $V-N[v]$ is $H(v)$. The sum of the degrees of the vertices of $N(v)$ is denoted $s(v)$. A triangle-free graph is one that contains no complete graph on three vertices. A set of vertices is independent if no two of them are adjacent. The independence of a graph is the maximum cardinality of an independent set.

In [5], Fraughnaugh showed that every triangle-free graph with maximum degree at most $4, n$ vertices, $m$ edges, and independence $\alpha$ satisfies $m \geq 6 n-13 \alpha$. It follows from this inequality that the independence in such a graph is always at least $4 n / 13$. This is best possible for this class. In [7], Kreher and Radziszowski demonstrated that this same inequality holds for all triangle-free graphs, without being aware of the earlier work in [5]. We will develop an algorithm to find independent sets in trianglefree graphs relying heavily on the proof in [5]. Although there is a close relationship between induction in mathematics and recursion in algorithm design, the proof in [5] does not yield an explicit algorithm. Crucial parts of the proof depend upon the existence of sufficiently large independent sets in certain subgraphs but give no means of finding them. Thus the proof of algorithm correctness provides a new proof of both Fraughnaugh's and Kreher and Radziszowski's results.

For ease of proof, we introduce the algorithm in three parts. The most difficult part of the proof of correctness is for the algorithm applied to triangle-free graphs with maximum degree at most 4 , which we present in $\S 2$. In $\S 3$ we extend the algorithm to triangle-free graphs with no degree restrictions. In $\S 4$ we discuss the computational complexity of all algorithms.
2. The algorithm in graphs with maximum degree four. The algorithm that we are about to describe must handle 3-regular graphs as a special case. We will use an algorithm, built from two algorithms of Bondy and Locke, to find independent sets of order at least $7 n / 20$ in triangle-free cubic graphs of order $n$. First, in [1], an algorithm is given for constructing a bipartite subgraph of a triangle-free graph $G$ with maximum degree at most 3 that has at least $4|E| / 5$ edges. We refer the reader to that paper for a description of the algorithm. Then, in Theorem 1 of [8], Bondy and Locke give an algorithm to construct an independent set in a 3-regular triangle-free

[^52]graph $G$ from a given bipartite subgraph $B$ of $G$. Although the algorithm described in [8] assumes that $|E(B)|$ is maximum, all that is necessary for the argument is that the subgraph induced by $B$ contain no vertices of degree 0 or 1 in $B$. The bipartite subgraph constructed in [1] has no such vertices. Let $B=(X, Y)$ be the bipartite subgraph of $G$ constructed by the algorithm of [1]. Let $X_{i}=\left\{v \in X: d_{B}(v)=i\right\}$, $Y_{i}=\left\{v \in Y: d_{B}(v)=i\right\}, x_{i}=\left|X_{i}\right|$, and $y_{i}=\left|Y_{i}\right|$. We note that $X_{0}, X_{1}, Y_{0}$, and $Y_{1}$ are all empty. Assume that $X$ has been chosen so that $x_{2} / 2+x_{3} \geq y_{2} / 2+y_{3}$. The vertices of $X_{2}$ split into at most two independent sets, so let $X_{2}^{\prime}$ be the larger of these sets. Then $\alpha \geq x_{2} / 2+x_{3} \geq(1 / 2)\left(x_{2} / 2+x_{3}+y_{2} / 2+y_{3}\right)=(1 / 4)\left(x_{2}+2 x_{3}+y_{2}+2 y_{2}\right)=$ $(1 / 4)\left(2 x_{2}+3 x_{3}+2 y_{2}+3 y_{3}-\left(x_{2}+x_{3}+y_{2}+y_{3}\right)\right)=(1 / 4)(2|E(B)|-2|E| / 3)=$ $(1 / 4)(3|E(B)| /|E|-1)(2|E| / 3)=(1 / 4)(3|E(B)| /|E|-1)|V|$. Since $|E(B)| /|E| \geq 4 / 5$, the combined algorithm finds an independent set of order at least $7 n / 20$ in a trianglefree cubic graph of order $n$. We refer to the combined algorithm as the Bondy-Locke algorithm.

Bondy and Locke showed that the only graphs for which the algorithm in [1] can possibly construct a bipartite subgraph of size only $4|E| / 5$ are the Petersen graph and the dodecahedron. Thus these are the only graphs for which the Bondy-Locke algorithm can possibly construct an independent set of order exactly $7 n / 20$. However, the Petersen graph cannot have a subset of $V$ with exactly $7 \mathrm{n} / 20=7 / 2$ vertices. This leaves the dodecahedron as the only graph in which the Bondy-Locke algorithm might construct an independent set of order $7 n / 20$.

Now we give the algorithm to find independent sets in graphs with maximum degree at most 4. It treats 3 -regular graphs as a special case. When the graph is not 3 -regular, the algorithm is basically a greedy algorithm where the choice of the next vertex to add to the independent set under construction is among vertices of the minimum degree.

## Algorithm Independent Set For Maximum Degree 4 (IS4)

Input: A triangle-free graph $H$ with maximum degree at most 4.
Output: An independent set $I$.
Set $I=\emptyset$.
For each component $G$ of $H$ do
Set $V=$ vertex set of $G$.
While $V \neq \emptyset$ do
If $G$ is 3-regular then
apply the Bondy-Locke algorithm to get an independent set $I^{\prime}$.
Set $I=I \cup I^{\prime}$.
Set $V=\emptyset$.
else
If $\delta(G) \leq 3$ then
choose $v$ with degree $\delta(G)$ and with $s(v)$ as large as possible
else ( $G$ is 4-regular)
if $G$ contains a 4 -cycle then choose $v$ in the 4 -cycle
else choose any $v$.
Set $I=I \cup\{v\}$.
Set $V=V-N[v]$.
Set $G=$ the subgraph induced by $V$.

Before proving that the algorithm finds independent sets that are appropriately large, we examine its performance on cycles.

Lemma 2.1. Let $G$ be a graph with $n$ vertices and e edges. If $G$ is the 5 -cycle, Algorithm IS4 (hereafter referred to as "IS4") constructs an independent set of order $(6 n-e+1) / 13$. If $G$ is any other cycle, the algorithm constructs an independent set of order greater than $(6 n-e+2) / 13$.

Proof. It is easy to verify that IS4 constructs a maximum independent set in a cycle. If $n=2 k$ and $k \geq 2$, then IS4 constructs an independent set of order $k$, and $k>(10 k+2) / 13=(6 n-e+2) / 13$. If $n=2 k+1$ and $k \geq 3$, then IS4 constructs an independent set of order $k$, and $k>(10 k+7) / 13=(6 n-e+2) / 13$. For the 5 -cycle, the algorithm constructs a 2-element independent set, and $(6 n-e+1) / 13=2$. $\quad \square$

In order to prove that the algorithm constructs independent sets that are large enough, we need to prove a stronger statement.

Theorem 2.2. For every triangle-free graph $G$ with $n$ vertices, e edges, and maximum degree at most four, the algorithm IS4 finds an independent set $I$ with

$$
|I| \geq \frac{1}{13}(6 n-e)
$$

Moreover, $|I| \geq(6 n-e+1) / 13$, unless either $G$ is 4 -regular or $\delta(G)=3, \Delta(G)=4$ and $G$ contains a 4-cycle.

In addition, if $\delta(G) \leq 2$, then $|I| \geq(6 n-e+2) / 13$ unless $G$ is a 5 -cycle, or $G$ is the disjoint union of a 5 -cycle and a 4 -regular graph, or $\delta(G)=2$ and $G$ contains a 4-cycle.

Proof. The proof is by induction on the number of vertices of $G$. The verification of the correctness of the algorithm is trivial for a graph with one vertex. Assume all statements of the theorem for graphs of order less than $n$ and consider a triangle-free graph $G$ with $n$ vertices, $e$ edges, and maximum degree at most 4 .

First suppose $G$ is disconnected. Let $G_{1}$ be a component of $G$ with $\delta\left(G_{1}\right)=\delta(G)$, and let $G_{2}=G-G_{1}$. Let $n_{i}$ and $e_{i}$ be the number of vertices and edges in $G_{i}$ for $i=1,2$. Then by the induction hypothesis, IS4 constructs an independent set $I_{2}$ in $G_{2}$ with $\left|I_{2}\right| \geq\left(6 n_{2}-e_{2}+1\right) / 13$ unless $G_{2}$ is 4 -regular, or $G_{2}$ has minimum degree 3 , maximum degree 4 , and contains a 4 -cycle. In any case, $\left|I_{2}\right| \geq\left(6 n_{2}-e_{2}\right) / 13$.

If $\delta(G)=\delta\left(G_{1}\right) \leq 2$, then IS4 finds an independent set $I_{1}$ in $G_{1}$ with $\left|I_{1}\right| \geq$ $\left(6 n_{1}-e_{1}+2\right) / 13$, unless $G_{1}$ is a 5 -cycle or $\delta\left(G_{1}\right)=2$ and $G_{1}$ contains a 4 -cycle. In the exceptional cases, $\left|I_{1}\right| \geq\left(6 n_{1}-e_{1}+1\right) / 13$. Then the independent set $I$ constructed by the algorithm has order $\left|I_{1}\right|+\left|I_{2}\right| \geq(6 n-e+2) / 13$, unless $G_{1}$ is a 5 -cycle and $G_{2}$ is 4-regular, or $G$ contains a 4 -cycle. In both exceptional cases, $|I| \geq(6 n-e+1) / 13$, as desired.

If $\delta(G)=\delta\left(G_{1}\right) \geq 3$, then IS4 constructs $I_{1}$ with $\left|I_{1}\right| \geq\left(6 n_{1}-e_{1}+1\right) / 13$, unless $G_{1}$ is 4 -regular or $G_{1}$ is nonregular and contains a 4 -cycle, and in both of these cases $\left|I_{1}\right| \geq\left(6 n_{1}-e_{1}\right) / 13$. Now $|I| \geq(6 n-e+1) / 13$ with the only case in which we get $|I|=(6 n-e) / 13$ being when either both $G_{1}$ and $G_{2}$, and also $G$, are 4-regular, or $G_{1}$, and hence $G$, is a nonregular graph that contains a 4 -cycle. This establishes all statements of the theorem for $G$ disconnected.

Now suppose $G$ is connected and consider the various possibilities for the minimum degree of $G$.

Case 1. $\delta(G)=1$. Then IS4 chooses a vertex $v$ with degree 1. At the next step, the input to IS4 is a graph $G^{\prime}$ with $n-2$ nodes and at most $e-1$ edges. Thus by induction IS4 constructs an independent set $I^{\prime}$ in $G^{\prime}$ with $\left|I^{\prime}\right| \geq(6(n-2)-(e-1)) / 13$ so that $|I|=\left|I^{\prime}\right|+1 \geq(6 n-e+2) / 13$.

Case 2. $\delta(G)=2$. If IS4 chooses $v$ with $s(v)=4$, then $G$ is a cycle and the result follows from Lemma 2.1. So we may assume that IS4 chooses $v$ with $s(v) \geq 5$. At the next step the input to the algorithm is a graph $G^{\prime}$ with $n-3$ nodes and at most $e-s(v)$ edges. Thus by induction $\left|I^{\prime}\right| \geq(6(n-3)-(e-s(v))) / 13$ and $|I| \geq(6 n-e+s(v)-5) / 13$.

If $s(v)=5$ (and, by choice, $s(v)$ is maximum among all vertices of degree 2), then $v$ has a neighbor $w$ of degree 2 with $s(w) \leq 5$. Thus $G^{\prime}$ has minimum degree at most 2 and by the induction hypothesis $\left|I^{\prime}\right| \geq(6(n-3)-(e-5)+1) / 13$. Thus $|I| \geq$ $(6 n-e+1) / 13$. Moreover, if $|I|<(6 n-e+2) / 13$, then $\left|I^{\prime}\right|<(6(n-3)-(e-5)+2) / 13$ and since $\delta\left(G^{\prime}\right) \leq 2$, either $G^{\prime}$ contains a 4 -cycle, is a 5 -cycle, or is the disjoint union of a 5 -cycle and a 4 -regular graph. Since $G$ is connected, $G^{\prime}$ cannot have a 4-regular component or else so does $G$. If $G^{\prime}$ is a 5 -cycle and $w$ is the neighbor of $v$ that has degree 3 , then $w$ 's two neighbors in the 5 -cycle are nonadjacent or else there is a triangle. Thus $w$ and its neighbors in the 5 -cycle belong to a 4 -cycle. Hence, $G$ contains a 4 -cycle.

If $s(v)=6$, then $|I| \geq(6 n-e+1) / 13$ with $|I| \leq(6 n-e+2) / 13$ only if $\left|I^{\prime}\right|<(6(n-3)-(e-6)+1) / 13$. By induction, since $G^{\prime}$ cannot be 4 -regular, $G^{\prime}$ contains a 4 -cycle and so does $G$. Finally, if $s(v) \geq 7$, then $|I| \geq(6 n-e+2) / 13$. This establishes all statements of the theorem when $\delta(G)=2$.

Case 3. $\delta(G)=3$. If $G$ is 3 -regular, then we use the Bondy-Locke algorithm to find an independent set of order at least $7 n / 20$. It is easy though tedious to show that $\lceil 7 n / 20\rceil \geq(9 n+2) / 26=(6 n-e+1) / 13$ for all even $n \geq 4$.

If $G$ is not 3 -regular, then there is a vertex $v$ with degree 3 and $s(v) \geq 10$, which IS4 chooses. At the next step the input to IS4 is a graph $G^{\prime}$ with $n-4$ vertices and $e-s(v)$ edges. Suppose that IS4 chooses $v$ with $s(v)=10$. Then $v$ has a neighbor $w$ with degree 3. If both neighbors of $w$ in $G^{\prime}$ have degree 4, then $s(w)=11$, which contradicts the choice of $v$. Thus $\delta\left(G^{\prime}\right) \leq 2$ and by induction $\left|I^{\prime}\right| \geq(6(n-4)-(e-10)+1) / 13$, which yields $|I| \geq(6 n-e) / 13$. If $|I|<(6 n-e+1) / 13$, then since $G^{\prime}$ has minimum degree $2, G^{\prime}$ contains a 4 -cycle (and hence $G$ has a 4 cycle) or $G^{\prime}$ is a 5 -cycle or the disjoint union of a 5 -cycle and a 4 -regular graph. If $G^{\prime}$ is a 5 -cycle, then the neighbor of $v$ with degree 4 has three neighbors in $G^{\prime}$, which is impossible in a triangle-free graph. The last case also cannot occur, since $G$ is connected.

If $s(v) \geq 11$, then since $\delta\left(G^{\prime}\right) \leq 3$, it follows that $\left|I^{\prime}\right| \geq(6(n-4)-(e-11)) / 13$ with $\left|I^{\prime}\right|<(6(n-4)-(e-11)+1) / 13$ only if $G^{\prime}$ contains a 4-cycle. Thus $|I| \geq(6 n-e) / 13$ and $|I|<(6 n-e+1) / 13$ only if $G$ contains a 4-cycle. This establishes the theorem when $\delta(G) \leq 3$.

Case 4. $G$ is 4-regular. If $G$ contains a 4 -cycle, then IS4 chooses $v$ in the 4-cycle. In this case, the input to IS4 at the next step is a graph $G^{\prime}$ with minimum degree 2 and with $n-5$ vertices and $e-16$ edges. By induction, IS4 constructs an independent set $I^{\prime}$ in $G^{\prime}$ with $\left|I^{\prime}\right| \geq(6(n-5)-(e-16)+1) / 13$. Thus $|I| \geq(6 n-e) / 13$. On the other hand, if $G$ contains no 4 -cycle, then IS4 chooses $v$ arbitrarily. Then $G^{\prime}$ has no 4-cycle and cannot be 4 -regular, and hence by induction $\left|I^{\prime}\right| \geq(6(n-5)-(e-16)+1) / 13$. So again $|I| \geq(6 n-e) / 13$. This completes the proof.

Corollary 2.3. The algorithm IS4 constructs an independent set of order at least $4 n / 13$ in every triangle-free graph with $n$ vertices and maximum degree at most 4.

Proof. Since every graph with maximum degree 4 has at most $2 n$ edges, ( $6 n-$ $e) / 13 \geq 4 n / 13$.

The 4 -regular Cayley graph on 13 vertices labeled 0 through 12 with edges determined by $i j \in E$ if and only if $(i-j) \bmod \mathrm{r} 3 \in\{1,5,8,12\}$ has independence 4. This graph also appears in [2] on page 105. This graph demonstrates that the bound is sharp.
3. General algorithm for triangle-free graphs. Now we will extend the algorithm to find independent sets in triangle-free graphs with no restriction on maximum degree. We begin by presenting an algorithm for triangle-free graphs with maximum degree at most 5 . The extension to graphs with no restriction on maximum degree is then easy. Recall that $H(v)$ is the subgraph induced by the vertices of $V-N[v]$.

## Algorithm Independent Set For Maximum Degree 5 (IS5)

Input: A triangle-free graph $H$ with maximum degree at most 5 .
Output: An independent set $I$.
Set $I=\emptyset$.
For each component $G$ of $H$ do
Set $V=$ vertex set of $G$.
While $V \neq \emptyset$ do
If $\Delta(G) \leq 4$ then
apply IS4 to $G$ to get an independent set $I^{\prime}$.
Set $I=I \cup I^{\prime}$.
Set $V=\emptyset$.
else ( $\Delta(G)=5$ )
if $\delta(G) \leq 2$ then choose $v$ with degree $\delta(G)$ and $s(v)$ as large as possible
if $\delta(G) \geq 3$ then choose $v$ with $s(v) \geq 6 d(v)-7$ (if it exists)
else choose $v$ with degree 3 , with $s(v)=10$ and $\delta(H(v)) \leq 2$.
Set $I=I \cup\{v\}$.
Set $V=V-N[v]$.
Set $G=$ the subgraph induced by $V$.
Before proving that the algorithm produces an independent set of the desired order, we show that vertices of the type required by the construction can always be found.

Lemma 3.1. In every triangle-free graph $G$ with $\Delta(G)=5$ and $\delta(G) \geq 3$, either there is a vertex $v$ with $s(v) \geq 6 d(v)-7$ or there is a vertex $v$ with degree 3 , with $s(v)$ $=10$ and $\delta(H(v)) \leq 2$.

Proof. If there is a vertex $v$ with $d(v)=5$ and $s(v) \geq 23$, then we are finished. So suppose $v$ is a vertex of degree 5 with $s(v) \leq 22$. Then $v$ has a neighbor $w$ of degree 3 or 4.

Suppose $d(w)=3$. Since $\delta(G) \geq 3$ and $v \in N(w)$, then $s(w) \geq 11$ and $w$ is a vertex of the type desired.

Next suppose $d(w)=4$. If $s(w) \geq 17$, we obtain the result. Otherwise, since $\delta(G) \geq 3$ and $v \in N(w)$, the vertex $w$ has a neighbor $u$ of degree 3. Since $w \in N(u)$ and $\delta(G) \geq 3, s(u) \geq 10$. Now either $s(u) \geq 11$ and the result follows, or $s(u)=10$ and $u$ has a neighbor $x$ with $d(x)=3$. Similarly, either $s(x) \geq 11$ or $x$ has a neighbor $y \in H(u)$ with degree 3. Thus $\delta(H(u)) \leq 2$ and $u$ is the vertex desired.

Now we prove correctness of the algorithm.
Theorem 3.2. For every triangle-free graph $G$ with $n$ vertices, e edges, and $\Delta(G) \leq 5$, Algorithm IS5 (hereafter referred to as "IS5") constructs an independent set $I$ with $|I| \geq(6 n-e) / 13$. Moreover, if $\delta(G) \leq 2$, then $|I| \geq(6 n-e+1) / 13$.

Proof. The proof is by induction on $n$. The statement is trivial to show for a graph with one vertex. We assume both statements are true for triangle-free graphs with maximum degree at most 5 and fewer than $n$ vertices and let $G$ be a triangle-free graph with $n$ vertices, $e$ edges, and maximum degree at most 5 . If $\Delta(G) \leq 4$, then the result follows from Theorem 2.2. So suppose $\Delta(G)=5$.

First we make a general observation to simplify what follows. If IS5 chooses a vertex $v$ with $s(v) \geq 6 d(v)-k$ for some positive integer $k$, then at the next stage the input to the algorithm is a graph $G^{\prime}$ with $n-d(v)-1$ vertices and $e-s(v)$ edges. Now according to whether $\Delta\left(G^{\prime}\right) \leq 4$ or $\Delta\left(G^{\prime}\right)=5$, we either use IS4 or the construction above. If $\Delta\left(G^{\prime}\right) \leq 4$, we apply Theorem 2.2. If $\Delta\left(G^{\prime}\right)=5$, we apply the induction hypothesis. In either situation, at the next step we get an independent set $I^{\prime}$ in $G^{\prime}$ with $\left|I^{\prime}\right| \geq(6(n-d(v)-1)-(e-s(v))) / 13 \geq(6 n-e-(k+6)) / 13$. So $|I|=\left|I^{\prime}\right|+1 \geq(6 n-e+(7-k)) / 13$. If $\delta(H(v)) \leq 2$, then since $G^{\prime}=H(v)$, a similar argument shows that it follows from Theorem 2.2 or from the induction hypothesis that $|I| \geq(6 n-e+(8-k)) / 13$. In summary, when IS5 chooses $v$ with $s(v) \geq 6 d(v)-k$, we get $|I| \geq(6 n-e+(7-k)) / 13$, while if $\delta(H(v)) \leq 2$, we get $|I| \geq(6 n-e+(8-k)) / 13$.

Now we consider the various possibilities for minimum degree of $G$. If $\delta(G)=0$, then IS5 chooses a vertex $v$ of degree 0 . Then $s(v) \geq 0>6 d(v)-6$; that is, we can take $k=6$ in the above discussion. Thus IS5 constructs an independent set $I$ with $|I| \geq(6 n-e+1) / 13$. If $\delta(G)=1$, then IS5 chooses a vertex $v$ of degree 1. Then $s(v) \geq 1 \geq 6 d(v)-6$ and the result follows.

Suppose $\delta(G)=2$. Then IS5 chooses a vertex $v$ with $d(v)=2$ and $s(v)$ as large as possible. If $s(v) \geq 6=6 d(v)-6$, then IS5 constructs $I$ of appropriate order. Suppose $s(v)=5$. Since $\delta(G)=2$, then $v$ must have a neighbor $w$ of degree 2 . Since $s(v)$ was chosen as large as possible, $s(w) \leq 5$ and hence $w$ has a neighbor in $H(v)$ of degree 2. Thus $\delta(H(v)) \leq 2$ and it follows that $|I| \geq(6 n-e+1) / 13$. If $s(v)=4$ for every vertex $v$ of degree 2 , then $G$ is a cycle or the disjoint union of cycles and components with minimum degree at least 3 . Since IS5 is the same as IS4 for cycles, the result follows from Lemma 2.1 and an easy calculation.

Finally, if $\delta(G) \geq 3$, it follows from Lemma 3.1 that we can always find a vertex $v$ with $s(v) \geq 6 d(v)-7$ or with $s(v) \geq 6 d(v)-8$ and with $\delta(H(v)) \leq 2$. (The vertex of degree 3 in Lemma 3.1 satisfies the latter condition.) In either case IS5 constructs an independent set $I$ of order at least $(6 n-e) / 13$.

Finally, we describe the general algorithm for triangle-free graphs with no restriction on maximum degree. The procedure is simply to remove vertices of degree 6 or more until a graph with maximum degree 5 is reached and then to apply IS5.

## Algorithm Independent Set (IS)

Input: A triangle-free graph $G$.
Output: An independent set $I$.
Set $V=$ the vertex set of $G$.
While $\Delta(G) \geq 6$,
choose a vertex $v$ with degree 6 or more.
Set $V=V-\{v\}$.
Perform IS5 on the subgraph induced by the vertices of $V$.
Theorem 3.3. For every triangle-free graph $G$, IS constructs an independent set $I$ with $|I| \geq(6 n-e) / 13$.

Proof. Again we prove correctness of the algorithm using induction. As usual, when $G$ is a single vertex, the verification is trivial and we assume that the statement is true for graphs with fewer than $n$ vertices. We only need establish that Algorithm IS (hereafter referred to as "IS") performs as desired when $\Delta(G) \geq 6$. Suppose IS chooses a vertex $v$ with degree 6 or more. Then the input to the algorithm at the next stage is a graph $G^{\prime}$ with $n-1$ vertices and $e-d(v)$ edges. By the induction hypothesis, IS constructs an independent set $I^{\prime}$ with $\left|I^{\prime}\right| \geq(6(n-1)-(e-d(v))) / 13 \geq(6 n-e) / 13$. Since $|I|=\left|I^{\prime}\right|$, the result is established.
4. Algorithm complexity and conclusion. We describe the complexity of IS in terms of the order $n$ of the graph. First we discuss the complexity of the BondyLocke algorithm. In [1] the algorithm to construct a bipartite subgraph of order at least $4|E| / 5$ in triangle-free graphs with maximum degree at most 3 is shown to be $O\left(n^{2}\right)$. The construction of the independent set from the bipartite subgraph is clearly $O(n)$ as it involves a simple examination of degrees and membership in the sets forming the bipartition. Thus the Bondy-Locke algorithm is $O\left(n^{2}\right)$.

The procedure in IS4 that requires determining whether a 4 -regular graph contains a 4-cycle can be seen to be $O(n)$ as follows: to find a 4 -cycle in a graph with maximum degree $\Delta$, list all paths at $v$ with length 2 for each vertex $v$. Then check whether two of these paths end at the same vertex. This requires $O\left(\Delta^{2}\right)$ steps to list the paths and $O(\log \Delta)$ steps to examine $O(\Delta(\Delta-1))$ vertices for duplicates; thus determining whether the graph containing a 4 -cycle requires $O\left(\Delta^{3} n\right)$ steps. Since $\Delta \leq 4$ in IS4, this procedure is $O(n)$. The other expensive procedures in IS4, IS5, and IS require only the calculation of degrees of vertices, the maximum and minimum degree of the graph, and the components of the graph, all of which can be done in at most $O\left(n^{2}\right)$ steps. Thus each of the algorithms IS4, IS5, and IS has complexity $O\left(n^{2}\right)$.

In conclusion, we observe that the performance of the algorithm could be improved by replacing the Bondy-Locke algorithm, in Case 3 of Theorem 2.2, with an algorithm that finds an independent set of order at least $5 n / 14$ in triangle-free graphs with maximum degree 3 . Staton [9] showed that this is a tight lower bound for independence in such graphs. In [6] a stronger result (similar to the result in [5] upon which this algorithm is based) is proved, from which Staton's lower bound follows. Designing an algorithm based on the proof in [6] appears to be difficult. However, Griggs and Murphy [4] have recently devised an algorithm to construct an independent set of order at least $5(n-1) / 14$ in 3 -regular connected triangle-free graphs and greater than $5 n / 14$ in connected nonregular triangle-free graphs with maximum degree 3. A more recent algorithm of Fraughnaugh and Locke [3] constructs an independent set of order at least $(11 n-4) / 30$ in connected triangle-free graphs with maximum degree 3, including the cubics. This newer Fraughnaugh-Locke algorithm provides results at least as good as those guaranteed by the Bondy-Locke algorithm used in this proof. The Bondy-Locke algorithm produces an independent set of cardinality at least $\lceil 7 n / 20\rceil$. The Griggs-Murphy algorithm produces an independent set of cardinality at least $\lceil 5(n-1) / 14\rceil$. The Fraughnaugh-Locke algorithm produces an independent set of cardinality at least $\lceil(11 n-4) / 30\rceil$. When the input is a cubic triangle-free graph, each of these algorithms produces an independent set of cardinality at least $\lceil(9 n+2) / 26\rceil$ as needed in Case 3-with the possible exception of the cases $n=6,12,26$ for the Griggs-Murphy algorithm. Furthermore, each of these three algorithms is polynomial time.
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